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Abstract
Currently, the complexity of mechanical equipment is increasing rapidly together with the poor working environment. If a
fault occurs, how to find the fault in time becomes a poser. Motivated by this existing problem, based on the analysis of
the fault characteristics of electric fans, a fault diagnosis algorithm model based on Least Square Support Vector Machine
(LSSVM) and Kd-Tree was proposed. This algorithm was based on the LSSVM optimized by the Cuckoo Search (CS). This
paper used the “one-to-many” principle and the sigma threshold method to introduce k-Nearest Neighbor (kNN) which was
implemented by Kd-Tree as a secondary classifier to optimize the model. In data preprocessing, the data based on time series
was first processed by Empirical Mode Decomposition (EMD) and the energy ratios were calculated, and the the above
results were degraded by Principal Component Analysis (PCA) and normalized. On top of that, in case of the uncertain fault
types, the Fuzzy C-Means clustering algorithm (FCM) optimized by Particle Swarm Optimization (PSO) was proposed to
provide a priori knowledge for the model. In this paper, the algorithm model, FCM and other parts were verified to prove
that the performance and generality of the algorithm were better than those of general classification algorithms, and relevant
experiments were conducted for different data processing methods to expand the universality of the algorithm.

Keywords Least Square Support Vector Machine · Kd-Tree · Data preprocessing · Fuzzy C-Means clustering algorithm ·
Model optimization

1 Introduction

Nowadays, modern industrial production plays an indis-
pensable role to the society due to its conveniences and
efficiency. However, such complex mechanical production
equipment may have unpredictable errors and faults dur-
ing long-term and high-speed operation [1–3]. Equipment
maintenance is both time-consuming and money-costly,
and, worse still, fatal errors can even cause injury or death
[4–6]. Therefore, it is necessary to implement a real-time
diagnosis system to monitor whether an error is being
generated or will occur on the mechanical equipment.
Fault diagnosis has received widespread attention after the
British doctoral scholar R.A.Collacott published “Structural
integrity monitoring” [7]. Now it is further developed and
applied, gradually integrating k-Nearest Neighbor [8, 9],
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Support Vector Machine [10, 11] and many other machine
learning classification algorithms [12, 13]. The introduction
of BackPropagation Neuron Network (BP Neuron Network)
introduces new ideas for fault diagnosis [14, 15]. More and
more experts and scholars are investing in research. Such as
Liang et al. proposed the use of Recursive Neural Networks
to predict mechanical life [16], Cartella et al. used hidden
semi-Markov model for state judgment [17], and Buzzoni
et al. proposed a new blind deconvolution algorithm based
on cyclic stationary [18], which is called maximum second-
order cyclic stationary blind deconvolution (CYCBD) for
processing bearing signals. Many methods proposed by
these scholars provide more new ideas for the follow-up
research of fault diagnosis, and mang good results are
received in corresponding situations.

Traditional fault diagnosis algorithms often use feature
extraction schemes in conjunction with ordinary machine
learning strategies to diagnose the state of mechanical
devices. In addition, some scholars have reduced the corre-
lation between fault characteristics and working conditions
in the study, so that they can extract deeper features and
achieved good results [19–21]. But as we all know, these
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algorithms are not necessarily applicable to all situations,
so need to design and modify algorithms according to spe-
cific application conditions. Electric fan system has many
strange features that may affect the performance of older
machine learning algorithms [22]. Against this background,
it is of great significance to analyze the characteristics of
electric fan system and adopt the appropriate scheme. In the
tasks of fault diagnosis, there are situations that can result
in performance degradation of traditional machine learning
strategies [23]. First, when the distribution of fault data is
uneven, the performance of some algorithms (such as the
decision tree) will be seriously affected [24]. In addition,
the prior knowledge of different failures that humans have
acquired is limited, and this prior knowledge may affect
the work of the algorithm [25]. The imbalance of data is
also an important factor that affects the performance of the
algorithm [26–28]. There are many ways to deal with it,
such as oversampling, undersampling, penalty processing,
etc. The method of unbalanced data processing based on
Generative Adversarial Network (GAN) proposed by Amin
Bemani et al. has brought scholars a new look [26]. It
is also extremely important to select the appropriate data
processing method for the algorithm [27]. Due to many
challenges, this paper modified some traditional algorithms
and designed new strategies to improve the performance of
the entire algorithm.

This paper aimed to solve malfunction detection and
prediction in electric fan system. A fault diagnosis algorithm
that combined the advantages of different algorithms was
designed to monitor automatically the state of electric fans,
and combined with surveillance system, which provided
users a simple way to watch the history state of electric
fans and alerts in time when a hardware error occurred.
As for the structure of the whole system, it consisted
of hardware sensors, wireless network transformation, PC
monitor software and fault diagnosis algorithm. This paper
provided an accurate description of this algorithm.

The method proposed in this paper aimed to be com-
patible with the fault diagnosis tasks and improve the per-
formance of traditional algorithms. There are many types
of mechanical equipment faults, and the fault diagnosis is
actually a multi-classification task. This paper combined
the advantages of Least Square Support Vector Machine
(LSSVM) and k-Neighbor-Nearest (kNN) to design algo-
rithm models. A preprocessing method was designed for
data based on time series. Aiming at the lack of prior knowl-
edge of faults, a processing method based on Fuzzy C-
Means clustering algorithm (FCM) was designed to enhance
the practicality of the algorithm. In the experimental stage,
this paper used the performance of GAN and the character-
istics of the LSSVM to conduct experiments and discussions
on data imbalance and data simplification [26–28].

The chapters of this article are arranged as follows: In
the second section, the structure of the proposed algorithm
model and the FCM to provide prior knowledge are
described. In the third section, the experimental steps of
important parts of the paper are described. The experimental
results are presented and the different processing methods of
the data are discussed in Section 4. Section 5 is the summary
and outlook of the work of this paper.

2 Structure of algorithmmodel

2.1 LSSVM classifier optimized with CS

In the above, a brief analysis was given according to the
difficulties of the fault diagnosis tasks. In order to make
the algorithm designed in this paper more suitable for the
task, this paper added the idea of least squares to the
traditional Support Vector Machine (SVM), and improved it
to LSSVM.

Least Squares Support Vector Machine (LSSVM) is
an improvement and optimization of traditional SVM. It
is a kernel function algorithm model that follows the
principle of minimizing structural risks. Training samples
{(xk, yk)|k = 1, 2, ..., l}, xk ∈ Rn is input sample, yk ∈
{1, −1} is category of the k-th sample, and is sample size.
The classification problem expression of LSSVM in the
weight space is as follows:

minw,b,eJ (w, e) = 1
2w

T w + 1
2γ

N∑

k=1
ek

s.t . yk

[
wT ϕ (xk) + b

] = 1 − ek, k = 1, . . . , N
(1)

Where, ϕ(xk) : Rn → Rm represents a non-linear mapping
function relationship, w ∈ Rm represents a weight vector,
ek ∈ R represents errors variable, b is a constant deviation.
And γ represents an adjustable regularization parameter,
which controls penalties for error samples in the data [29].
For the problem of formula (1), after constructing the
Lagrange function and introducing the kernel function, the
solution expression of LSSVM is finally obtained:

y(x) = sign

[
N∑

k=1

αkykK (x, xk) + b

]

(2)

The most widely used radial basis function was chosen:

K (x1, x2) = exp

(

−||x1 − x2||
2σ 2

)

, σ > 0 (3)

Where, σ is its width parameter that controls its radial range.
LSSVM saves training time to a large extent, and the

data that is updated in real time can update the model at a
faster speed. At the same time, in order to ensure the hyper-
parameters of LSSVM and to search for the optimal value
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more quickly and accurately. this paper also introduced CS
to the hyper-parameter optimization process of LSSVM.

Cuckoo Search (CS) is a new meta-heuristic swarm intel-
ligence optimization algorithm researched and proposed by
Yang etc. From Cambridge University. Its idea is mainly
based on two strategies: the nest parasitism of cuckoos and
the Levy Flights mechanism. This method is a search mode
with high performance [30]. Therefore, CS has the charac-
teristics of strong optimization ability, high fitting degree
and fast convergence speed.

The training time of the LSSVM algorithm based on
CS-optimized search could be greatly shortened, and the
precision was guaranteed to be within the acceptable range.
The optimization of the hyper-parameters would be faster,
skipping the local optimum.

2.2 Implementation and optimization of kNN
classifier

Because the fault diagnosis algorithm requires higher
accuracy of the results, most of the fault diagnosis is
multi-classification tasks. LSSVM functions well on the
two-classification task. However, when completing the
multi-classification tasks, it is inevitable that the accuracy
would decrease. If misjudgment occurs (for example, the
equipment works normally, and the algorithm determines
that it has failed), it will consume a lot of human and
financial resources, frequent inspection, repair of sensors
and other components can easily cause damage to the
components. In order to prevent the errors of the classifier,
this project decided to improve the accuracy and precision
of the classifier through model fusion. The kNN algorithm
and the LSSVM were used to perform model fusion for
decision.

K-Nearest Neighbor (kNN) was proposed by COVER
et al. in 1968. It is a classification algorithm based on
analogy, which has the characteristics of simple model and
high robustness [31]. As the linear scanning method of the
KNN algorithm takes a long time, it would greatly affect
the execution speed. In order to increase the real-time nature
of the algorithm, this project intended to use the K-D tree
to replace the original linear scanning to implement the
kNN algorithm. On the premise that the spatial dimension is
much smaller than the number of training data, the K-D tree
could greatly save online search time and meet the real-time
requirements of fault diagnosis algorithms [32].

2.3 Algorithm fusion of primary and secondary
classifiers

When dealing with multiple classification problems, mul-
tiple LSSVMs were trained by dividing the data into
“one-to-many” and undersampling some data. The main

classifier was formed by fusing multiple LSSVMs in a “one-
to-many” style. When constructing the main classifier, it
was inevitable that data imbalance was encountered. Even
though LSSVM is less sensitive to unbalanced data, it is
still affected by it. This paper has adopted an undersampling
strategy for this problem. Now, it is well known that Gener-
ative Adversarial Network (GAN) is more and more applied
to serious unbalanced data problems and has achieved great
results [26–28]. The idea of GAN was tried for data aug-
mentation in the experimental stage (Section 4.7) to deal
with unbalanced data. Since the main classifier is composed
of multiple LSSVMs, the efficiency is inevitably reduced.
In Section 4.7, this paper attempted to improve the model
speed by filtering data. On the basis of the original under-
sampling scheme, the data closer to the support vector of
LSSVM was selected for relevant experiments, and more
attention was paid to the data balance in this process.

On the fusion of the K-D Tree and the main classifier,
because LSSVMs were fused in a “one-to-many” manner
to complete the multi-classification tasks, individual vector
machines would make errors, and when training the
main LSSVM classifier, large errors might be caused by
the points located near the hyperplane, so this project
proposed the following two fusion strategies according to
the credibility of algorithm:

(1) KNN retest. When the output of more than one
LSSVM in the main classifier were a positive class, the
K-D tree was used to recheck.

(2) Sigma threshold setting. This project removed the data
points in (1), and checked the distance of other data
to the hyperplane in all LSSVMs, and compared the
ratio of the distance from the support vector to the
hyperplane with the set threshold (sigma). When there
were two or more ratios that were smaller than sigma,
then it was determined that the classification result of
the main classifier was unreliable. At this time, the
system selected K-D Tree for retest. Otherwise, it was
determined that the main classifier could be trusted.

2.4 Algorithmmodel display and preprocessing
instructions

In this paper, the above two designed and improved algo-
rithms were combined to form a fault diagnosis algorithm
design based on CS-optimized LSSVM and kNN algorithm
implemented by Kd-tree, as shown in Fig. 1. After obtain-
ing the training data, the project first separated the various
types of data and preprocess the data. The data was divided
in the “one-to-many” manner and undersampled to cooper-
ate with the CS algorithm to train multiple LSSVMs and the
building of Kd-tree classifier. The final output was judged
by the primary and secondary classifiers. So far, the fault
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Fig. 1 Design of fault diagnosis
algorithm based on LSSVM and
Kd-Tree

diagnosis algorithm based on LSSVM and K-D tree was
constructed.

In the data preprocessing, three processes including
Empirical Mode Decomposition (EMD) & energy ratio
calculation, Principal Component Analysis (PCA) and
data normalization were adopted. Data normalization was
performed using extreme value normalization.

Analysis of data over a period of time can more effec-
tively extract signal features. Empirical Mode Decompo-
sition (EMD) is widely used for bearing fault detection
and has been proven to have good detection capabilities
[33, 34]. EMD decomposes signals according to the time
scale characteristics of the data itself, and decomposes a

complex multi-component modulated signal into a set of
single-component modulated signals in order from high
to low frequency, that is, a set of intrinsic mode func-
tions (imfs) [35–37]. The relationship before and after the
decomposition is as in formula (4).

ξ(t) =
K∑

i=1

imfi(t) + rK(t) (4)

Where, ξ(t) is the original signal, imfi(t) is the
decomposition result of the i-th layer. rK(t) is the residual
after decomposition, which represents part of the amplitude
information of the original signal.

807K. Hu et al.



Multi-layer data obtained by decomposing the original
data by EMD is used to calculate energy according to
formula (5).

Eck =
∣
∣
∣
∣

∫

Ck(t)

∣
∣
∣
∣

2

dt =
n∑

j=1

∣
∣Ckj

∣
∣2 (5)

Where Ckj (j = 1, 2, · · · ) represents the signal
amplitude of the j-th discrete point decomposed by the
k-layer. Calculate the quotient with and the total energy
to calculate the energy proportion of each layer [38, 39].
Different fault features have different energy distributions
in each layer, so a certain number of layers are used to
calculate the energy proportion of each layer, and the results
can be used for fault diagnosis.

After the energy ratio results of multiple sensors were
combined, the data dimension was still very large. In order
to reduce the classification pressure, it was necessary to
reduce the dimension to facilitate fault diagnosis. PCA uses
linear transformation to transform the original data into
variables that are linearly independent in each dimension, in
order to extract the main feature components of the set of
data, while effectively removing noise and redundancy [40].

Extreme value normalization is done as follows:

xik = x′′
ik − x′′

ikmin

x′′
ikmax − x′′

ikmin
(6)

Where, x′′
ikmax and x′′

ikmin are the maximum and minimum
values in the k-th column parameters, and x′′

ik is the
parameter for the i-th and k-th columns of the faulty data set.

2.5 Prior clusteringmethod designed for fault
diagnosis

When the fault data was not clearly classified, in order to
solve the impact of noise and outliers on the classification
results and avoid the lack of prior knowledge caused by
unknown fault categories, this project used FCM clustering
to provide fault diagnosis algorithms with prior knowledge
of fault data. Firstly, all fault data were aggregated into C
categories, and then the C categories of fault data and non-
fault data were used for training to reduce unknowns. These
works reduced the error and impact of unknown priors on
classification, transformed the two-classification task into
a multi-classification task, and enhanced the practicality of
the fault diagnosis algorithm.

In Fuzzy C-Means clustering algorithm (FCM), the so-
called fuzzy is the process of using uncertainty instead of
determination to reduce the error in a multi-probability form
[41]. And use the clustering validity index λMPC to check
the number of clusters C:

λMPC = 1 − C

C − 1
(1 − 1

N

C∑

c=1

N∑

i=1

u2ic) (7)

Where, uij is the degree of membership of sample j
belonging to category I, C is the number of center points; N
is the total number of samples.

The FCM algorithm has the disadvantage of slow
clustering in principle. In the process of optimizing FCM in
this paper, the particle swarm algorithm was used to assist
FCM to find the number of clusters C faster.

Particle Swarm Optimization (PSO) is the research result
of bird foraging behavior. Suppose a flock of birds is
searching for food in a large area. When they do not know
the location of the food, but know how far they are from
the location, they can switch the search mode and perform
the search by finding the closest individual to search for the
food [42]. The PSO algorithm is inspired by such population
behavior.

The implementation of particle swarm algorithm is
simple, which can easily improve the accuracy of clustering
and speed up the training speed of clustering. In this paper,
PSO and FCM were combined, and then the FCM that
incorporates the PSO algorithm (P-FCM algorithm) was
obtained.

3 Execution steps

To sum up, in this paper the above two algorithms of
LSSVM and K-D tree were merged to obtain the fault
diagnosis algorithm design based on LSSVM and K-D
tree. The implementation steps of the algorithm were given
below.

3.1 Data preprocessing

(1) First, perform data completion processing on the
missing samples.

(2) Format all the original data.
(3) Perform EMD decomposition and energy ratio calcu-

lation on the entire data set, take the first some layers
with a cumulative energy ratio greater than 99% to
calculate the energy ratios again, and combine the
data calculation results of multiple sensors at the same
time. Then apply the PCA data dimensionality reduc-
tion and data normalization to the above results for
preprocessing.

(4) The binary classification problem uses P-FCM to
provide prior knowledge of fault data.

3.2 Algorithmmodel display and preprocessing
instructions

(1) The preprocessed data is extracted. The data is
proposed to divide the data in a “one-to-many” manner
and divide the training set / test set according to a
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certain ratio, and prepare to train multiple LSSVM
classifiers.

(2) Set CS algorithm parameters and stopping conditions.
According to the requirements, it can be known that
the CS algorithm’s step size control ∂ , and Levi index
β are set to constants, ∂ = 0.1, β = 1.5, the
parameter of the probability of parasitic discovery Pa
is initialized to 0.25; the initial number of bird nests
n = 15. Set the maximum update generation number
to 200 generations (number of iterations). Set the
stop condition to the best fitness for 20 consecutive
generations without change.

(3) Set the LSSVM hyper-parameter value range setting.
According to design experience, γ = C−2, D2 =
1/2σ 2, thus C ∈ [0.01, 10], D ∈ [0.01, 50], in
this design, the optimization of the regularization
parameters of LSSVM and the width parameters of the
kernel function is converted into finding and setting the
parameter C and parameter D.

(4) CS contact LSSVM model. Use CS algorithm to
select the transformed parameters and parameters of
LSSVM, and then calculate the fitness (accuracy)
on behalf of the vector machine. Save the current
best fitness and the corresponding best bird nest, and
calculate the average fitness and fitness after each
update of the bird nest position.

(5) Determine whether the stop condition is met. If it
does not arrive, continue to step (4). If it arrives,
output the result parameter result. The LSSVMs
independent algorithm models could be constructed by
using the parameter optimization results and training
set information.

3.3 Training of K-D tree based sub-classifier

When constructing the kNN model, Euclidean distance
was selected as the distance calculation method, and
weighted voting was used as the voting method. To prove
the superiority of Kd-Tree performance, the data set is
used to compare the performance of K-D tree with linear
scanning.

When constructing the secondary classifier, the key is
the selection of the parameter k. The optimal value of k
is traversed in the range of [1,100].Take the pre-processed
original fault data and non-fault data as input, the following
steps are performed to construct a Kd-Tree:

(1) Construct the root node. Select x(1) as the coordinate
axis, sort all training set samples on this axis, and then
find the median node to divide all sorted training sets
into two segments. The left and right child nodes are
divided according to the relationship between the value
of samples and the value of the median node.

(2) Iterative segmentation. The nodes x(l) are continu-
ously used to segment the data of the j-th layer, and
the segmentation rules satisfy the formula l = j (mod
k) + 1. In this way, a complete binary tree can be
obtained.

(3) Termination. Repeat step (2) continuously until the
sample points in the data set do not exist in the scope of
the parent node’s subordinate nodes, thereby obtaining
a K-D tree.

3.4 Algorithm fusion of primary and secondary
classifiers

After the above steps, multiple LSSVM classifiers and K-D
tree classifiers could be obtained. Integrate the classification
algorithm according to the following steps:

Main classifier fusion. The 4 trained LSSVMs are fused
in a “one-to-many” manner.

Fusion of primary and secondary classifiers. (1) KNN
retest. The primary and secondary classifiers are fused in the
first way above to implement retesting. (2) Sigma threshold
setting. On the existing data set, the threshold sigma is
traversed between [0,1] in steps of 0.01 to test the fusion
effect.

When the system collected new data, it preprocesses the
newly input data, and uses the classification model and
outputs the results.

3.5 P-FCM implementation

When fault data is not clearly classified, P-FCM is
introduced to provide prior knowledge of the data. Specific
steps are as follows:

(1) Import the data set to be processed.
(2) Parameter setting. Such as FCM hyperparameter C

value range [2,100]. PSO acceleration parameters
C1 = C2 = 2, and set the number of iterations to
100, and population number is set to 20. PSO stop
conditions are not optimized for 10 generations.

(3) Initialization. The particle swarm is used to initialize
the number of clusters in the FCM algorithm, and the
fitness of each particle and the global optimal fitness
are obtained according to the clustering validity index.
The current optimal position of the particles can be
compared to obtain the global optimal position.

(4) Use the optimization idea of particle swarm optimiza-
tion to optimize the number of clusters of FCM algo-
rithm. The particle fitness is obtained by calculating
the clustering validity index, and the local and global
optimal fitness update parameters are compared.

(5) Check the PSO stop conditions. If the PSO termination
condition is not reached, the loop is executed (4).

809K. Hu et al.



When the PSO termination condition is reached, the
current global optimal solution is retained.

4 Experiments

In order to verify the reliability of the overall design and
the effectiveness of the algorithm, in this paper, multiple
sensors including vibration, temperature, and pressure were
installed on the electric fan of a power plant, and the
data was collected at the same time and converted to PC
monitoring software. Some data was extracted for algorithm
model construction and testing, including 4 types (1 type of
normal and 3 types of failures).

4.1 Data preprocessing

At the adoption frequency of 12k, 2048 time series data
of a single sensor were taken as a group for EMD
decomposition, and the decomposition results of one sensor
data of the normal category are shown in Fig. 2.

The energy ratios of the EMD decomposition results
were calculated. The first few layers of imfs were selected to
recalculate the energy ratios according to the standard that
the sum of energy ratios exceeded 99% and the selected imfs
were easy to handle. Finally, the number of imfs layers of
sensor 1 under four types was 6, the number of imfs layers
of sensor 2 is 6, and the number of imfs layers of sensor 3 is
7. In this case, the energy ratios is shown in Table 1.

The above-mentioned preprocessing results of three
processor data of the same category and the same time were
spliced to obtain 19-dimensional data, which was subjected
to PCA data dimensionality reduction processing, and the
result is shown in Fig. 3. As shown in the figure, as the
dimensions of the data samples retained by PCA rise, the

Fig. 2 The decomposition results of a sensor in the normal category

Table 1 The proportion of the sum of the extracted imfs’ energy

Category Normal−0 Fault−1 Fault−2 Fault−3

sensor 1 99.09% 99.12% 99.03% 99.25%

sensor 2 99.66% 99.17% 99.26% 99.33%

sensor 3 99.54% 99.43% 99.52% 99.10%

retention ratio of the original data’s feature information also
gradually increases. When the number of data dimensions
after the dimension reduction is 5, the retained information
ratio reaches 99.62%; it is 6 at that time, the retention ratio
reaches 99.88%; when it is 7, the retention information ratio
reaches 99.96%.

In order to reduce the information loss to less than
0.1%, the number of dimensions of the data after dimension
reduction is selected to 7, which reduced the interference of
some unrelated features on the training process and speeded
up the training speed.

The data after dimensionality reduction was normalized
according to the extreme value normalization method
mentioned above. Extreme values of each dimension are
shown in Table 2. At this point, the preprocessing process
was completed. The data was divided into training set and
test set, and the distribution of data volume was shown in
Table 3.

4.2 Construction of LSSVMmodels optimizedwith CS

The preprocessed 4 types of data were divided in a “one-
to-many” manner and appropriately under-sampled. The
training results of the four CS-optimized LSSVMs trained
on this data set are shown in Figs. 4, 5, 6, and 7.

Fig. 3 Relationship between PCA algorithm dimension and informa-
tion retention
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Table 2 Extreme value table
for each dimension of the
sample data

Dimension 0th 1st 2nd 3rd

Max 1459.3385365408 147.2652785376 154.1940114499 558.0688314725

Min −24.4727774317 −133.7409962635 −135.5679861337 −339.0044860397

Dimension 4th 5th 6th ——

Max 122.1258465574 40.2882781031 31.5363908832 ——

Min −101.1718470581 −16.2546276676 −28.9255085563 ——

The optimal parameters of the 4 LSSVMs are shown in
Table 4.

4.3 Optimization and implementation of kNN
classifier

The performance of Kd-Tree and linear scan were compared
as described in Section 3.3. A data set with 7,400 20-
dimensional data samples was used to compare the two
algorithms (the data set had two types, 3664 for class 0 data
and 3736 for class 1 data), and preprocessing was required
before the data was used. The following three aspects were
compared respectively:

(1) Randomly extracted 4000 data (3000 training data,
1000 test data, and reduced the data dimension to 8
dimensions), and the value of k was taken as [1,100].
The changes of the accuracy of the two are shown in
Figs. 8 and 9 below.

(2) Under condition (1), the changes of the time consump-
tion of them with the change of k are shown in Figs. 10
and 11.

(3) 1000 test data were taken; k = 5; the data dimension
was 8 dimensions; the size of training data was
traversed in steps of 60 within the range of [60,6000].
The changes of the time consumption of them with the
change of the data size are shown in Figs. 12 and 13.

It can be seen from the comparison in (1) that the Kd-Tree
and the linear scanning method are the same in finding the
nearest neighbors when implementing the kNN algorithm,
which proves the accuracy and effectiveness of Kd-Tree.

It is easy to know from (2) that when the amount of
training data is much larger than the spatial dimension,
the time consumption of the Kd-Tree increases with the
increase of the value of k, and the change in the time
consumption of linear scan shows an unstable phenomenon.
At the same time, it can be known that under the same

Table 3 Data volume distribution of training and test sets

Category Normal−0 Fault−1 Fault−2 Fault−3

Training set 247 247 247 247

Test set 82 84 83 83

conditions, the kd tree takes much less time than the
linear scan, which proves that the kd tree is efficient in
implementing the kNN algorithm while ensuring a certain
amount of training data.

It is also easy to know from (3) that when the data size
is much larger than the dimension, when the size of data
increases linearly, the time consumption of the Kd-Tree
increases slowly, and the time consumption of the linear
scan shows a linear increase, and the time consumption of
the Kd-Tree is much smaller than the linear scan . Therefore,
the Kd-Tree is more efficient and real-time than linear scan.

In this paper, when constructing the secondary classifier,
k was traversed from 1 to 100, and the variation of accuracy
and time was shown in Figs. 14 and 15. As can be seen from
the figure, when the value of k is set to be 6, the highest
accuracy of the kNN algorithm model, 0.921687 (92.17%)
can be reached and the search takes less time with the given
data set of this paper. Embedded the value of k and the
training data set into the kd tree and the construction of
sub-classifier kd tree could be completed.

4.4 Algorithm fusion and testing of primary
and secondary classifiers

Multiple classification algorithms were fused step by step.
The sigma threshold in Section 3.4 above traverses Fig. 16.

Fig. 4 Best fitness change of LSSVM-0
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Fig. 5 Best fitness change of LSSVM-1

In order to improve the efficiency and accuracy of the
overall algorithm, the sigma should be taken as small as
possible when the overall accuracy is the highest. Therefore,
the sigma was selected as 0.54.

After the algorithm model was constructed, the overall
test was performed. The fusion of the steps and the overall
effect are shown in Table 5.

In traditional multi-classification tasks, a single multi-
classification algorithm or a two-classification algorithm is
often used to complete the multi-classification task. As can
be seen from Table 4 and Figs. 4 to 7, LSSVM performs very
well when it completes the binary classification tasks. As
can be seen from Table 3, under the conditions of this paper,
when using LSSVM to complete the multi-classification
task, the accuracy rate is only 87.65%. Therefore, the accuracy
of LSSVM decreases when multi-classification tasks are

Fig. 6 Best fitness change of LSSVM-2

Fig. 7 Best fitness change of LSSVM-3

completed, which proves the necessity of introducing a
secondary classifier.

In this paper, the primary and secondary classifiers were
fused, which greatly improved the overall accuracy of
the algorithm model. Finally, the accuracy of the overall
model reached 95.18%, thereby proving the rationality and
effectiveness of the algorithm model.

4.5 P-FCM algorithm experiment

The fault data of the data used in this paper was mixed, and
the prior knowledge was provided by P-FCM. The result
is shown in Fig. 17 (the number in the figure represents
the corresponding parameter C under the best clustering).
Using ordinary FCM, that is, the method of traversing the
parameter C, the result is shown in Fig. 18. The optimal
number of C is 3. PSO updated 2 generations to find the
optimal value, which is consistent with Fig. 16 and the
clustering accuracy is 76.67%. Because there were not many
data categories in this paper, PSO didn’t show great search
advantages. In large samples, the rapid characteristics of
PSO could be reflected.

The mixed fault data and normal data were classified
by LSSVM, and the accuracy rate was 90.96%. The
accuracy rate based on the P-FCM prior was 92.77%. The
effectiveness of introducing the P-FCM algorithm to the

Table 4 Model parameter selection and accuracy of LSSVMs

Model Parameter C Parameter D Iterations Accuracy

LSSVM−0 0.0327284228 3.1629143553 11 95.21%

LSSVM−1 0.3411471486 5.5421693265 14 91.62%

LSSVM−2 1.1257903231 0.0486292310 6 94.01%

LSSVM−3 0.0388663249 0.3081453070 20 94.01%
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Fig. 8 Kd-tree accuracy curve as parameter k changes

Fig. 9 Linear scan accuracy curve as parameter k changes

Fig. 10 Time-consuming change of Kd-Tree

Fig. 11 Time-consuming change of linear scan

Fig. 12 Time-consuming change of Kd-Tree

Fig. 13 Time-consuming change of linear scan
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Fig. 14 Accuracy curve of the secondary classifier

Fig. 15 Time consumption curve secondary classifier

Fig. 16 Relationship between the value of sigma and accuracy

Table 5 Primary and secondary classifiers fusion effect display

Primary
classifiers

KNN retest Sigma threshold
setting

The entire
model

Accuracy:
87.65%

Accuracy increased
by 7.23%

Accuracy increased
by 0.30%

Accuracy:
95.18%

Fig. 17 P-FCM calculation results

Fig. 18 Ordinary FCM operation results
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Table 6 Classifier performance comparisons table

Model Naive Bayes classifiers Logistic Regression Decision Tree BP Neuron Network LSSVM Kd−Tree My model

Time(s) 4.71e − 5 1.68e − 4 1.38e − 4 2.73e − 4 1.79e − 4 6.02e − 5 1.91e − 4

Accuracy 78.01% 89.76% 90.96% 94.28% 87.65% 92.17% 95.18%

binary classification problem was proved. Therefore, the
introduction of P-FCM algorithm could provide a priori
knowledge for the model, which expanded the practicality
of the fault diagnosis algorithm model in this paper, and
proved the validity and rationality of the model from the
side.

4.6 P-FCM algorithm experiment

In this paper, the primary and secondary classifiers were
combined in the above manners, and the performance com-
parisons of this model and other commonly used algo-
rithms were performed on the pre-processed data set shown
in Table 4. The algorithms involved in the comparisons
included Naive Bayes classifiers, Logistic Regression, Deci-
sion Tree, 3-layer BackPropagation Neuron Network (BP
Neuron Network) (hidden neurons are 100, 50, 20) etc. The
results are shown in Table 6. The time in the table is the
average detection time of the algorithm for a single sample,
in seconds (s).

From the comparison results in Table 6, it can be seen that
the algorithm model formed by the fusion of the primary
and secondary classifiers proposed in this paper performs
better than other commonly used single models in accuracy.
Although the model used two classifiers, the Kd-Tree as a
sub-classifier was only used for partial data re-examination.
And the algorithm efficiency of the Kd-Tree is relatively
high. Therefore, the average detection time of this model
is not significantly worse than other algorithm models, and
it is faster than BP neural network according to Table 6.
It could be seen that the model showed better performance
after a compromise between algorithm speed and accuracy.

4.7 Other relevant data processing experiments

When the original experimental data of the project was
screened, special attention has been paid to the problem
of data balance, as shown in Table 3. But the problem of
unbalanced data was still encountered when constructing
the main classifier. In order to reduce its impact, this project
used the processing method of undersampling. Under this
condition, the performance of the algorithm refers to (3) in
Table 7.

However, undersampling inevitably loses part of the data
information. So the GAN is used for additional experiments.
Because the problem of data imbalance in constructing the
main classifier was relatively light, the network structure
of GAN used was relatively simple. And its generator and
discriminator were all composed of three hidden neurons.
The hidden neurons of the generator were 128, 256, and
512, and the hidden neurons of the discriminator were 100,
50, and 20, respectively. The data after processing was
substituted into the model of this paper for testing. And the
results are shown in (1) of Table 7.

The main classification of this subject was composed of
4 LSSVMs, and the efficiency inevitably decreased. In this
paper, in view of this problem, considering that the accuracy
performance of LSSVM is related to support vectors, half
of the data closer to the support vector of LSSVM in the
data was selected on the basis of undersampling, and the
balance of data was paid attention to in this process. Put the
screened data into the model of this paper for testing, the
results are shown in (2) of Table 7. The time in Table 7 is the
average detection time of the algorithm for a single sample,
in seconds (s).

It can be seen from (1) and (3) of Table 7 that the GAN’s
processing method of data imbalance has an improvement
effect on the model accuracy of this subject, but the ensuing
increase in model calculation time. According to (2) and (3)
in Table 7, by selecting the data closer to the support vector,
the model running time can be reduced, but the accuracy of
the model is also affected. Therefore, it can be seen that the
algorithm combined with undersampling proposed in this
paper is a compromise between the accuracy and efficiency
of the model, and has excellent performance compatible
with accuracy and efficiency. The other two data processing

Table 7 Comparison of classifier performance under different data
processing methods

Number Processing method Time(s) Accuracy

(1) GAN 2.82e − 4 95.78%

(2) Undersampling +Selection 1.79e − 4 93.37%

(3) Undersampling 1.91e − 4 95.18%
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methods introduced in this section are complementary to the
application scenarios of the overall algorithm model in this
paper, which expands the universality of the model in this
paper.

5 Summary and work prospects

With the widespread use of machinery and equipment
in the industry, machinery equipment fault diagnosis has
attracted wide attention. Based on the existing monitoring
and diagnosis system of electric fans, this paper designed an
algorithm model based on LSSVM and K-D tree algorithm.

Based on data preprocessing, the model built a main
classifier based on CS-optimized LSSVM, and introduced a
KNN algorithm based on Kd-Tree to improve performance.
The primary was fused based on the “one-to-many” method
of the data. In addition to the kNN retest proposed on this
basis, the primary and secondary classifiers also introduced
a sigma threshold judgment fusion method to improve the
overall algorithm model performance. After the algorithm
test, the accuracy of the fault diagnosis algorithm designed
in this paper reached 95.18%, which was 7.53% higher
than that of the LSSVM primary classifier. The kNN retest
contributed 7.23% to the accuracy improvement, while the
contribution of sigma threshold was 0.3%. Besides, in view
of the lack of prior knowledge, a FCM optimized by the
PSO algorithm, namely P-FCM, was proposed to provide
prior knowledge; transformed the binary classification
problem into a multi-classification one; reduced the errors
caused by the diversified distribution of fault data; and
made the classifier fault diagnosis algorithms become more
widely used. Compared with a single LSSVM, the accuracy
of this algorithm was improved by 1.81%. Comparing the
performance of the algorithm model based on LSSVM
and K-D tree with other commonly used models in this
paper, we could see that the model had good algorithm
performance. The introduction of the other two data
processing methods and the relevant experiments expanded
the universality of the algorithm.

In the future, the algorithm proposed in this paper should
be experimented with more different types of data sets and
the algorithm structure should be modified. Apart from
that, the P-FCM algorithm should be further optimized and
implemented so that the proposed algorithm can be stronger
and adaptable.
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