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Abstract
The Recommender Systems (RSs) based on the performance of Collaborative filtering (CF) depends on similarities among users or
items obtained by a user-item rating matrix. The conventional measures such as the Pearson correlation coefficient (PCC), cosine
(COS), and Jaccard (JACC) provide a varied and dissimilar value when the ratings between the users lie in the positive and negative
side of the rating scale. These measures are also not very effective when there is sparsity in the rating matrix of the user-item. These
problems are addressed by the Proximity-Impact-Popularity (PIP) similarity measure. Even though the PIP method provides an
improved solution for this problem, the range of values for each component in PIP is very high. To address this issue and to improve
the performance of a CF-based RS, a modified proximity-impact-popularity (MPIP) similarity measure is introduced. The expres-
sion is designed to get PIP values within the range of 0 to 1. A modified prediction expression is proposed to predict the available
and unavailable ratings by combining user- and item-related components. The proposed method is tested by using various bench-
mark datasets. The size of the user-item sparse matrix varies to compare the performance of the methods in terms of mean absolute
error, root mean squared error, precision, recall, and F1-measure. The performance of the proposed method is statistically tested
through the Friedman and McNemer test. The results obtained by using the evaluation criteria indicate that the proposed method
provides a better solution than the conventional methods. The statistical analysis reveals that the proposed method provides
minimum MAE and RMSE values. Similarly, it also provides a maximum F1-measure for all the sub-problems.
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1 Introduction

A majority of people spend an increasing amount of time on
the Internet because of the excessive quantity of information
on various fields it provides [1–5]. A Recommender System
(RS) refers to the collection of information on websites related
to the user preferences for a set of items. The RS employs
different online information sources to predict the users’ pref-
erences for these items [6, 7]; therefore, it plays a vital role in
the sale of products or services [8, 9].Many users prefer to buy
the products based on the recommendations of other users;
thus, the preferences of the users for different products should
be analyzed. From the perspective of a company, this helps to
maximize profits and promote its products or services.

The RS methods based on the Collaborative filtering (CF)
are incredibly popular among the researchers and practi-
tioners. This is endorsed by a vast number of articles pub-
lished in the journals and also real-life implementation cases
[10–13]. CF recommends products or services based on the
similarities in the preferences of a group of customers or on-
line users, known as neighbors [14–16]. The advantage of CF-
based RS is that it is domain-independent and comparatively
more accurate than content-based filtering (CBF) [17]. With
an increase in online purchase and the development of elec-
tronic commerce, the automated product recommendation is
observed as an essential tool for enhancing the sales of prod-
ucts and services through Internet-based stores [18].
Conversely, CF recommends products to a customer based
on the similarities between the users or products. Customers’
past or historical preferences enable them to find out the sim-
ilarities [16, 19–21]. Therefore, the critical component of CF
effectively identifies the similarities between the users or
items [18].

The Pearson Correlation Coefficient (PCC), Cosine (COS),
Jaccard (JACC) and Jaccard Mean Squared Difference
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(JMSD) are the conventional methods used to compute the
similarities between the users or items. The PCC, COS, and
mean squared difference is the statistical metrics adopted in
CF-based RS; the main advantage of these measures is that
they are easy to implement to interpret the similarity values
[22]. Similarly, JACC is the ratio of intersection by the union,
which helps to find out the similarity between the users based
on the number of co-rated items rated by two users. These
similarity measures provide high accuracy for CF-based RS.
However, these methods suffer from cold-start problems; in
other words, only a few items or users are rated. This leads to
an extremely sparse user-item rating matrix for the RS [7, 16,
23–25]. A similarity matrix computed by using this sparse
input matrix misleads an RS [18, 26, 27]. The cold-start is
an example of a sparsity problem that occurs when a new user
or item is introduced; it becomes difficult to compute the
similarities among users or items because of insufficient rating
information [25, 28, 29]. The sparse input matrix is a signifi-
cant issue in an RS, which decreases the performance of CF-
based RS [30]. Another problem is that the rating values be-
long to both the positive and negative side of the rating scale;
then, the conventional methods provide different similarity
values. This is another drawback of conventional similarity
measures. This misleading similarity values, eventually lower
the accuracy of the CF-based RS. Therefore, a more effective
similarity measure is required to improve the performance of a
CF-based RS. To address these issues, Ahn [18] proposed the
Proximity-Impact-Popularity (PIP) measure, predominantly
for use in the CF to provide a better solution to the sparsity
problem. In this method, two agreement conditions are includ-
ed, and similarity is computed by considering positive and
negative ratings. The range of values for the PIP is so wide
that the three components (proximity, impact, popularity) are
not equally treated; in different scenarios, each component has
a different weight; similarly, the values of the components are
not normalized [26]. If users provide an extremely positive
rating for the co-rated items, then proximity has a greater
weight than the impact and popularity. Similarly, if users pro-
vide an opposite rating for the co-rated items, then proximity
and popularity are treated in the same manner but the impact
value is very small. Each component contributes some impor-
tant information in the PIP calculation; however, as each com-
ponent is treated in unequal proportion, in reality, this affects
prediction accuracy in CF-based RS. This is one of the limi-
tations of the PIPmeasure. To overcome this, a detailed anal-
ysis of the PIPmeasure has been performed and the shortcom-
ings of the existing similarity measure has been identified.
Based on this analysis, a modified PIP (MPIP) similarity mea-
sure has been developed to overcome the limitations of PIP
measure.

Generally, a similarity-based prediction expression is used
to predict the rating, based on user-related average and its
weighted average deviation or item-related average and its

weighted average deviation. Anyone of these is considered
for the prediction process. The user and item-related informa-
tion are providing important information to make an accurate
prediction; in the existing prediction expression, any one of
the information is used for the rating prediction. This is one of
the shortcomings of the existing prediction expression.
Therefore, to improve the accuracy of prediction, a modified
prediction expression is devised by adding the user-related
deviation in the user-based prediction and item-related devia-
tion in the item-based prediction; further, the predicted rating
is the average values of user-and item-based prediction.

In this study, we have modified the PIP similarity measure
by converting the range of each component into the range of 0
to 1. The PIP value is the product of proximity, impact and
popularity values. These three components are weighed in
different proportions in different scenarios. The deviation be-
tween the minimum and maximum values of each component
is very high. If two users provide extreme positive ratings,
then the resultant PIP values are in the magnitude of 103. If
users provide different rating values i.e., one user provides a
positive rating and another user offers a negative rating, then
the PIP values are 10–1. The variation between the two con-
ditions is very high. Direct normalization procedures such as
z-score, and min-max normalization may be adopted to get
normalized PIP values. However, different normalization pro-
cedures provide a different range of values. For different sim-
ilarity matrix, the normalization techniques provide different
values. To overcome this issue, the expression itself has
changed into the modified PIPmeasure to compute improved
similarity values between users or items. In the existing sim-
ilarity measures such as PCC, COS, JACC, and JMSD, the
agreement conditions are not adopted. The main problem in
existing similarity measures is flat and single value problem.
In PIP measure provides better solution for flat and single
value problems. InMPIP expression the same agreement con-
ditions in PIP are used to differentiate the similar and dissim-
ilar between two ratings. Similarly, it resolves the flat and
single value problems. In MPIP values are designed to get
higher magnitude values for agreement conditions and very
minimal values for disagreement conditions. If two users are
in disagreement with the ratings, then MPIP provides very
lesser similarity values for this condition. In the existing PIP
similarity measure, constant penalty value is multiplied with
the proximity component. Instead of constant value, variable
penalty is used in the proposed proximity expression. This
helps to compute an improved similarity matrix for CF-
based RS. A modified prediction expression has been intro-
duced, which evolves by combining the user-and item-related
information to enhance the effectiveness of prediction by
using a spare user-item rating matrix. The modified prediction
expression is also derived for predicting unavailable ratings.
Based on this modified prediction expression, one can find an
accurate rating prediction for the users. The modified PIP
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similarity measure and prediction expression are combined as
a proposed framework for CF-based RS. This improved CF-
based RS recommends more relevant products or services to
the customer, which in turn enhances the level of customers’
satisfaction in e-commerce services.

Experiments are conducted by using MovieLens100KB
(ML100KB), and Netflix datasets, which are also used by
Ahn [18]. Benchmark datasets such as Epinions, CiaoDVD,
MovieTweet, FilmTrust, and MovieLens1MB (ML1MB) are
used to validate the proposed framework. Each dataset is di-
vided into different sub-problems, to test the proposed frame-
work under sparse conditions. The performance criteria such
as Mean Absolute Error (MAE), Root Mean Squared Error
(RMSE), precision, recall and F1-measure are used to measure
the effectiveness of the CF-based RS. McNemer test is con-
ducted to statistically test the performance of the different
methods. Friedman rank test is performed to test the perfor-
mance of the methods in all the sub-problems. The results
obtained from the proposed framework are compared with
the eleven existing similarity measure. The proposed method
provides a minimum of MAE and RMSE values for all the
dataset. Similarly, it provides higher accuracy than conven-
tional methods. The statistical tests are conducted on MAE,
RMSE and confusion matrix. The results show that the pro-
posed framework can improve prediction performance and
quality with the sparse input matrix. The symbols used
throughout the paper are listed in Table 1.

The main contribution of this study is as follows: The
Modified PIP (MPIP) similarity measure is introduced to pro-
vide an improved similarity between users or items. In
existing PIP measure, the minimum and maximum value of
each component varies at different range. The resultant PIP
value heavily depends on any one of the component value.
This issue is addressed by the proposed similarity measure
(MPIP) by converting each component values into zero to
one. In MPIP the variable penalty value is introduced in the
proposed proximity expression to differentiate the values at
various scenario. Further, Combined user and item-based pre-
diction (CUIP) expression is proposed to get better predicted
rating. The CUIP is tuned to forecast for unavailable rating.
TheMPIP and CUIP both are combined as a new framework
to overcome sparsity problem in CF-based RS. A schema is
developed to generate different level of sparse input matrix by
providing equal importance to all the elements in the input
user-item rating matrix. Under this schema number of users,
items and ratings size vary in a different proposition. Finally,
the McNemer test is explained with the graphical representa-
tion for better understating of each component used in the
McNemer table.

The remainder of this paper is organized as follows:
Section 2 discusses the literature related to CF-based RS and
the similarity measures adopted for CF-based RS. Section 3
presents a detailed analysis of the PIP and the issues identified

in the PIP expression. Section 4 describes the proposed meth-
od, which is a combination of the modified PIP similarity
measure and the modified prediction expression. Section 5
presents the experimental results, and Section 6 discusses
our conclusions.

2 Related literature

RS is broadly classified into three sectors; they are Content-
based Filtering, Collaborative Filtering, and hybrid approach.
The content-based filtering predominantly utilizes text-mining
concepts; collaborative filtering, which is further subdivided
into model-and memory-based filtering; and a hybrid method
that combines the text and rating preferences provided by the
user. [31]

CF is a type of personalized recommendation technique,
which is widely used in many domains [13, 30, 32]. However,
CF also suffers from several issues; for example, the cold-start
problem, data sparsity [6, 33, 34], and scalability. These prob-
lems considerably reduce the user experience. Memory-based
filtering is further divided into user-and item-based methods.
In this study, literature related to the user-based similarity
methods are collected and listed below.

Many studies have been conducted to improve predic-
tion accuracy, resulting in the development of new simi-
larity measures. PCC is often used to compute a linear
relationship (i.e., correlation) between a pair of objects;
it ranges from −1 to 1, where −1 indicates a negative
relationship between the users, mid-value 0 indicates that
there is no relationship between users, and + 1 indicates a
strong relationship between users.

sim uj; uh
� �PCC ¼

∑m
0

i¼1 ru j;I i−ru j

� �
ruh;I i−ruh
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m0

i¼1 ru j;I i−ru j

� �2r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m0

i¼1 ruh;I i−ruh
� �2r ð1Þ

The COS similarity is a vector space model, which is high-
ly used in information retrieval domains, where the cosine
value of the angle between two vectors is used as the similarity
between the users. This is calculated by using the following
equation:

sim uj; uh
� �COS ¼ ∑m

0

i¼1 ru j;I i

� �� ruh;I i
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m0

i¼1ru j;I i
2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m0

i¼1ruh;I i2
q ð2Þ

Bobadilla et al. [6] have proposed a new similarity measure
by combining Jaccard similarity and mean squared difference
(MSD). Another new metric, Jaccard Mean Squared
Difference (JMSD), is proposed to solve the cold user prob-
lem.
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sim uj; uh
� �JACC ¼ Iu j

�� ��∩ Iuhj j
Iu j

�� ��∪ Iuhj j ð3Þ

sim uj; uh
� �MSD ¼ 1−

∑m
0

i¼1 ru j;I i−ruh;I i
� �2
Iu j∩Iuh
�� ��

 !
ð4Þ

sim uj; uh
� �JMSD ¼ Iu j

�� ��∩ Iuhj j
Iu j

�� ��∪ Iuhj j

 !
� 1−

∑m
0

i¼1 ru j;I i−ruh;I i
� �2
Iu j∩Iuh
�� ��

 !
ð5Þ

The Spearman Rank Correlation (SRC) is another
similarity measure that relies on the rank of the items

instead of the rating provided by the users as in the
PCC. The rankings are based on the higher to lower-
rated items [35]. Ahn [18] has proposed the PIP simi-
larity measure for CF for both agreement and disagree-
ment situations.

Further, this similarity measure is modified into a non-
linear model by Liu et al. [26], which is termed as a new
heuristic similarity measure (NHSM). It comprises the
proximity-significance-singularity (PSS) combined with the
modified Jaccard (JACC′) function and the user rating prefer-
ence (URP).

Table 1 Description of the
symbols and abbreviations used
in this paper

Symbols Descriptions

uj, uh User j and h, j ≠ h, j, h = {1, 2,…., n}
Ii, Iq Items i and q, i ≠ q, i, q = {1, 2,….,m}
ru j;I i Rating of the user ‘j’ for the item ‘i’
ru The average rating for the user
rI The average rating for the item
r1, r2 The ratings provided by the users
Rran Range value of the rating scale(i.e., Rmax- Rmin)
Rmed The median value of the rating scale
Rmax The maximum value of the rating scale
Rmin The minimum value of the rating scale
D(r1, r2) The absolute difference between the two rating
med+ The median value of the positive side of the rating scale
med− The median value of the negative side of the rating scale
δ penalty value
rIi , rIq Average rating of the item ‘i’ and item ‘q’
ru j , ruh Average rating of the user ‘j’ and user ‘h’
Pu j ;I i Predicted for the user ‘j’ for the item ‘i’
sim(uj, uh) Similarity for the user ‘j’ and user ‘h’
sim(Ii, Iq) Similarity for the item ‘i’ and item ‘q’
Iu j

�� �� Frequency of the items rated by the user ‘j’
Iuhj j Frequency of the items rated by the user ‘h’
Iu j∩Iuh
�� �� Total Number of co-rated items between user ‘j’ and ‘h’
Iu j , Iuh Number of un-co-rated items of user j’ and ‘h’
n Total number of Users
m Total number of Items
n′ number of items co-rated by both users
m′ number of users rated both of the items
#R Total number of ratings
Fr Friedman calculated value
PCC Pearson Correlation Coefficient
COS Cosine similarity measure
JACC Jaccard similarity measure
JMSD Jaccard Mean Squared
PIP Proximity-Impact-Popularity
MPIP Modified Proximity-Impact-Popularity
PSS Proximity-Significance-Singularity
URP User Rating Preference
NHSM New Heuristic Similarity Measure
BCFCorr Bhattacharyya coefficient with a correlation-based similarity measure
BCFMed Bhattacharyya coefficient with a median-based similarity measure
RJACC Relevant Jaccard similarity measure
RJMSD Relevant Jaccard mean squared difference
SOQN Sub one quasi norm-based similarity measure
UP User-based predication
IP Item-based prediction
CUIP Combined user and item-based prediction
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Proximity ru j;I i ; ruh;I i
� � ¼ 1−

1

1þ exp − ru j;I i−ruh;I i
�� ��� �

 !
ð6Þ

Significance ru j;I i ; ruh;I i
� �¼ 1

1þ exp − ru j;I i−Rmed
�� ��� ruh;I i−Rmed

�� ��� � ð7Þ

Singularity ru j;I i ; ruh;I i
� � ¼ 1−

1

1þ exp −
ru j;I i−ruh;I i

2
−rIi

��� ���� �
0
B@

1
CA ð8Þ

PSS ru j;I i ; ruh;I i
� � ¼ Proximity ru j;I i ; ruh;I i

� �
� Significance ru j;I i ; ruh;I i

� �
� Singularity ru j;I i ; ruh;I i

� � ð9Þ
sim uj; uh
� �PSS ¼ ∑m0

i¼1PSS ru j;I i ; ruh;I i
� � ð10Þ

sim uj; uh
� �Jacc0 ¼ Iu j∩Iuh

�� ��
Iu j

�� ��� Iuhj j ð11Þ

sim uj; uh
� �URP ¼ 1−

1

1þ exp − ru j−ruh
��� ���� σu j−σuh

�� ��� � ð12Þ

sim uj; uh
� �NHSM ¼ sim uj; uh

� �PSS � sim uj; uh
� �Jacc0

� sim uj; uh
� �URP ð13Þ

Bhattacharyya Coefficient in CF is proposed by Patra et al.
[17] by combining global and local similarity measures; this co-
efficient is treated as a global measure, and the local measure is
calculated based on the correlation or cosine similarity measure.

sim uj; uh
� � ¼ JACC uj; uh

� �þ ∑
iϵIu j

∑
qϵIuh

BC Ii; Iq
� �� loc ru j ; ruh

� � ð14Þ

BC Ii; Iq
� � ¼ ∑n

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pr u j; I i
� �� Pr uh; Iq

� �q
ð15Þ

loc u j; uh
� �corr ¼ ru j;I i−ru j

� �
� ruh;I i−ruh
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m0

i¼1 ru j;I i−ru j

� �2r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m0

i¼1 ruh;I i−ruh
� �2r ð16Þ

loc u j; uh
� �med ¼ ru j;I i−Rmed

� �� ruh;I i−Rmed
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m0

i¼1 ru j;I i−Rmed
� �2q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑m0
i¼1 ruh;I i−Rmed
� �2q ð17Þ

Where ‘BC’ is the Bhattacharyya Coefficient, ‘loc’ is the
local similarity measure. Eqs. 16 and 17 are used for calculat-
ing local similarity. Eq. 16 is calculated by using the mean as a
reference; similarly, Eq.17 is calculated by using the median
as a reference.

Generally, the Jaccard similarity measure only counts
the frequency of co-rated ratings between the users.
This is one of the shortcomings in the Jaccard measure.
To overcome this issue, Bag et al., [31] have proposed
the Relevant Jaccard Similarity Measure (RJACC),
which includes the frequency of un-co-rated items.
Besides, a new similarity measure for CF-based RS is
evolved by combining the RJACC and MSD which is
termed as Relevant Jaccard Mean Squared Deviation
(RJMSD) [31].

sim uj; uh
� �RJACC ¼ 1

1þ 1

Iu j∩Iuh
�� �� þ

Iu j

��� ���
1þ Iu j

��� ��� þ
1

1þ Iuh
��� ���

ð18Þ

sim uj; uh
� �RJMSD ¼ 1

1þ 1

Iu j∩Iuh
�� �� þ

Iu j

��� ���
1þ Iu j

��� ��� þ
1

1þ Iuh
��� ���

� 1−
∑m

0

i¼1 ru j;I i−ruh;I i
� �2
Iu j∩Iuh
�� ��

 !
ð19Þ

Where ‘Iu j ’ and ‘Iuh ’ are the number of un-co-rated items

of user ‘j’ and ‘h’. Sub one quasi norm-based similarity mea-
sure for CF-based RS is introduced to overcome the issues of
similarity measure based on the Euclidean distance. [7]

sim uj; uh
� �SOQN ¼ ∑m

0

i¼11−
ru j;I i−ruh;I i
�� ��g

Rran
2

� �g
 !

ð20Þ

Where ‘Rran’ is the range value, which is deviation between
Rmax and Rmin. ‘Rmax ’ is the maximum value on the rating
scale. ‘Rmin’ is the minimum value in the rating scale. ‘g’ is the
parameter which varies from 0 to 1.

2.1 Drawbacks in the existing similarity measure

PCC and COS are widely used methods in CF-based RS. The
limitations related to PCC and COS are as follows: Flat value
problem [18, 36], Single-value problem [36], Equal ratio prob-
lem [36], and Opposite value problem [36]. Specifically, Cosine
similarity is one of the popular similarity measures used inmany
research applications. This is highly used in the area of text
clustering to find out the similarity between the two documents
[37], which is also used in the k-means clustering algorithm to
compute the similarity between the data objects and the corre-
sponding centroids. Based on the similarity values, the data

590 S. Manochandar and M. Punniyamoorthy



objects are grouped into different clusters. It is also used in a
multi-objective function for the Krill Herd algorithm. This sim-
ilarity measure provides higher accuracy than conventional
methods. [38]. Jaccard similarity measure is very highly known
as a binary similarity measure. This is mainly adopted to find a
similarity between the binary variables. This measure provides a
better solution in the evolutionary algorithm, such as fitness
function for the genetic algorithm [39]. The research, as men-
tioned above, clearly shows that cosine and Jaccard based sim-
ilarity measures are highly used in real-life applications to solve
various problems. In the case of CF-based RS, the rating values
(ordinal scale) are used. The PCC and COS provide equal
weightage for both the positive and negative sides of a rating
scale which leads to misleading similarity values. This is one of
the shortcomings in the PCC and Cosine based similarity mea-
sures. In Jaccard similarity measure, only the number of co-rated
ratings is considered, not the intensity of the rating. These are
some of the shortcomings in existing similarity measures. To
overcome this shortcoming, Ahn [18] has proposed a PIP sim-
ilarity measure. The magnitude of the PIP values is higher and
each component inPIPmeasures treated in different proportions
in different scenarios. PSS is the extension of the PIP expression
with a non-linear assumption but the agreement conditions used
in PIP measure is not included in this expression; thus, the
correlation between PIP and PSS is very low. NHSM is a com-
bination of the PSS, modified Jaccard (JACC′) and User
Preference Rating (URP) measure. In URP, the deviation of
the mean is multiplied with the standard deviation. If both users
have the same mean but a different standard variation in this
situation, standard variation becomes negligible. BCF similarity
measure is a combination of global and local similarity mea-
sures. The Bhattacharya coefficient is treated as a global mea-
sure. In this expression, only the rating number is used in the
calculation; co-rated items are not considered. Relevance
Jaccard (RJACC) is the extension of JACC based similarity
measure, in this measure, only the frequency of the co-rated
and un-co-rated items are considered, the intensity (i.e., magni-
tude of the rating) is not considered for the similarity computa-
tion. SQON is the improved version of Euclidean distance, if the
number of co-rated items gets increased then the magnitude of
this similarity values also get increased. If two users having
higher number of co-rated items, then the SQON provides higher
similarity values for the users and vice-versa. These are the
shortcomings in the existing similarity measure used in CF-
based RS. To overcome these shortcomings, a modified PIP
similarity measure has been proposed to get an improved simi-
larity matrix for CF-based RS.

3 Detailed analysis of PIP

The PIP similarity measure [18] comprises two agreement
conditions, which in turn include three components:

proximity, impact, and popularity. The similarity between
the two users ratings, ‘ru j;I i ’ and ‘ruh;I i ’ is calculated as

follows:

PIP ru j;I i ; ruh;I i
� � ¼ proximity ru j;I i ; ruh;I i

� �
� impact ru j;I i ; ruh;I i

� �
� popularity ru j;I i ; ruh;I i

� � ð21Þ

sim uj; uh
� �PIP ¼ ∑m

0

i¼1PIP ru j;I i ; ruh;I i
� � ð22Þ

The agreement conditions play a vital role in the PIP mea-
sure. Compared to other similarity measures, the PIP is the
only similarity measure that differentiates the positive and
negative ratings by using the agreement conditions. This
agreement conditions are used to discriminate the ratings
based on pattern of ratings provided by two users. Let us
consider the set of the users U = {u1, u2,…, un} and set of
items I = {I1, I2,…, Im}, Where ‘n’ is the total number of
users, and ‘m’ denotes the total number of items. They are
associated with the rating matrix called⟨user × item⟩ rating
matrix

u 1
⋮
un

I1 … Im
ru1;I1 ⋯ ru1;Im
⋮ ⋱ ⋮
run;I1 ⋯ run;Im

2
4

3
5 ð23Þ

To understand better, let us consider ‘r1’ and ‘r2’ are the
two ratings, where r1 is the rating provided by user ‘j’ for item
‘i’ and r2 is the rating provided by user ‘h’ for item ‘i’. Where
‘Rmax’ is the maximum rating in the rating scale and ‘Rmin’ is
the minimum rating in the rating scale; further let

Rmed ¼ RmaxþRmin
2 , if both rating ‘r1’ and ‘r2’ are lesser or greater

than ‘Rmed’. This means Agreement(r1, r2) belongs to
TRUE situation. Similarly, if the rating is in the opposite di-
rection, i.e., a rating is greater than ‘Rmed’ and another rating is
lesser than ‘Rmed’ the situation isFALSE. Themain use for this
agreement conditions is to discriminate against the rating. A
Boolean function for the agreement conditions of ratings ‘r1’
and ‘r2’ is defined as follows:

Agreement r1; r2ð Þ ¼ FALSE
if r1 > Rmed and r2 < Rmedð Þ or r1 < Rmed and r2 > Rmedð Þ ð24Þ

Agreement r1; r2ð Þ ¼ TRUE
otherwise

ð25Þ

The pictorial representation of agreement conditions by
considering r1 as a reference is shown in Fig. 1. (A rating
scale1 to 5 is considered for plotting this figure). The vertical
lines denote the rating inside the plot, and the vertical black
line indicates the Agreement of r1 and r2 is TRUE; similarly,
the vertical red line denotes the Agreement of r1 and r2 is
FALSE.
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If both the users provide similar kind of ratings, the
Agreement(r1, r2) = TRUE. The minimum and maximum de-
viation of ratings in Agreement(r1, r2) = TRUE situation are 0
and 2; this shows that both the users agree with the rating
values. If both the users provide different kinds of rating for
the same item then the Agreement(r1, r2) = FALSE. The min-
imum deviation of Agreement(r1, r2) = FALSE is two and the
maximum deviation value is four. This clearly shows that the
deviation between the two ratings provides useful information
to calculate the similarity between the users. This agreement
condition helps to differentiate the users based on the variation
of the ratings provided to the co-rated item.

3.1 Proximity

Generally, proximity is used to determine the closeness of the
two objects. Here proximity is the absolute difference between
two rating r1 and r2.

D r1; r2ð Þ ¼ r1−r2j j
if Agreement r1; r2ð Þ ¼ TRUE

ð26Þ

D r1; r2ð Þ ¼ 2� r1−r2j j
if Agreement r1; r2ð Þ ¼ FALSE

ð27Þ

proximity r1; r2ð Þ ¼ 2� Rmax−Rminð Þ þ 1ð Þ−D r1; r2ð Þf g2 ð28Þ

Figure 2 (a) is the graphical representation of the proximity
values plotted for the rating scale of 1 to 5. The min-
imum proximity value for Agreement (r1, r2) = TRUE
condition is 49. This situation may occur when two
ratings are not equal (r1 ≠ r2). If both the ratings are
same (i.e., r1 = r2), then the proximity value is 81.
Similarly, for the Agreement (r1, r2) = FALSE, condition
the minimum value is 1 and the maximum value is 25.
The graphical representation of the proximity values for
different combinations is shown in Fig. 2 (a).

3.2 Impact

The impact is the second critical component computed
in the PIP formula, which provides the information re-
garding how strong the user preferred or disliked the
particular item.

Impact r1; r2ð Þ ¼ r1−Rmedj j þ 1ð Þ � r2−Rmedj j þ 1ð Þ
if Agreement r1; r2ð Þ ¼ TRUE

ð29Þ

Impact r1; r2ð Þ ¼ 1

r1−Rmedj j þ 1ð Þ � r2−Rmedj j þ 1ð Þ
if Agreement r1; r2ð Þ ¼ FALSE

ð30Þ

Impact in the range 0.11 to 9. In the impact factor, if
Agreement (r1, r2) = TRUE the minimum is 1, and the maxi-
mum value is 9. For the Agreement (r1, r2) = FALSE the min-
imum is 0.11, and the maximum value is 0.25. The impact
value for different combinations is shown in Fig. 2(b).

3.3 Popularity

Popularity is calculated based on the deviation of the average
rating for the item ‘i’. Let ‘rIi ’ be the average rating of item ‘i’
by all users.

Popularity r1; r2ð Þ ¼ 1þ r1 þ r2
2

� �
−rIi

� �2
if r1 > rI i and r2 > rIi or r1 < rI i and r2 < rIi
� � ð31Þ

Popularity r1; r2ð Þ ¼ 1
otherwise

ð32Þ

In popularity factor, if Agreement (r1, r2) = TRUE, the min-
imum value is 1, and the maximum value is 5. For computa-
tion purpose, the value of rIi is considered as 3. For the
Agreement (r1, r2) = FALSE the minimum, and the maximum

Fig. 1 Graphical representation
of Agreement conditions
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value is 1. The popularity value for different combinations is
represented in Fig. 2(c).

The graphical comparison indicates that the proximity has
higher magnitude values than the impact and popularity for
Agreement (r1, r2) = TRUE condition. In the case of
Agreement (r1, r2) =FALSE condition, the impact value is very
minimal when compared to the other two components. So that
the similarity value is highly dependent on the proximity and

popularity values than the impact in the FALSE condition. A
detailed explanation is given in the below sub-section.

3.4 Issues identified in PIP

In PIP, each component value lies in the wider range.
Proximity, impact, and popularity are treated in different pro-
portions., The calculation is listed for the rating scale 1 to 5.

(a) Proximity

(b) Impact

(c) Popularity

Fig. 2 Graphical comparison of
PIP values for rating scale 1–5 (a)
proximity values; (b) impact
values; (c) popularity values
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The maximum value is calculated by considering r1 as 5 and
r2 as 5 for Agreement (r1, r2) = TRUE situation. The minimum
value is computed by considering r1 as 1 and r2 as 5 for
Agreement (r1, r2) = FALSE condition, which is the extreme
rating provided by both users (uj, uh) for item ‘Ii’.

The minimum and maximum proximity values for
Agreement (r1, r2) = TRUE are 49, and 81, respectively.
Similarly, ifAgreement (r1, r2) =FALSE theminimum andmax-
imum values are 1 and 9. The range value for proximity is 80. If
Agreement (r1, r2) = TRUE, the minimum andmaximum impact
values are 1 and 9. Similarly, if Agreement (r1, r2) =FALSE the
minimum and maximum values are 0.11 and 0.25, respectively.
The impact range is 8.89. If Agreement (r1, r2) = TRUE, the
minimum and maximum values for popularity are 1 and 5.
Similarly, ifAgreement (r1, r2) =FALSE theminimum andmax-
imum values are both 1. The range for popularity is 4.

If the ‘uj’ rating is 5, and the ‘uh’ rating is 5; this situation
leads to higher values for all the three components; i.e., 81 for
proximity, 9 for impact, and 5 for popularity. The PIP is the
product of proximity, impact and popularity; the resultant value
is 3645. In this calculation, the proximity has a greater weight
than the impact and popularity. Each component results in a
different proportion. Similarly, for the worst scenario; i.e., if the
user ‘uj’ rating is 5, and the ‘uh’ rating is 1, then proximity is 1,
the impact is 0.11, and popularity is 1. The final ‘PIP(r1, r2)’
value is 0.11, which is very small. Here, we see that proximity
and popularity have equal weight, but the impact has much less
value. The maximum PIP is 3645, and the minimum PIP is
0.11. This leads to a greater difference between the minimum
and maximum value. We conclude that each factor provides
important information for computing the similarity between
users. Yet, their different range of values shows that any one
of the components provides higher values in different scenarios.
This unequal scalingmethod provides different ranges of values
for different scenarios, and the values of each component are
non-normalized. Suppose direct normalization procedure is
adopted to convert the values into particular range, then the
values get changed for different scenario. This leads to lesser
prediction accuracy [40], which constitutes a major drawback
of the existing PIP similarity measure.

4 Proposed method

Our proposed framework aims to provide an improved solu-
tion for the CF-based RS with a sparse data matrix. It consists
of a modified PIP (MPIP) measure and a combined user and
item-based prediction (CUIP) expression.

4.1 Modified PIP (MPIP) similarity measure

In the existing PIP expression, each component has different
values in different scenarios, and greater priority can be given

to anyone of the components in different situations. To avoid this
situation, the component ranges are converted into zero to one in
our modified similarity measure by changing the expressions.

4.1.1 Proposed proximity

Proposed proximity is the normalized value that ranges from
zero to one, calculated using absolute deviation between the
two ratings r1 and r2.

D r1; r2ð Þ ¼ r1−r2j j ð33Þ

Proposed Proximity r1; r2ð Þ ¼ D r1; r2ð Þ− medþþmed−ð Þ
2

Rmax−Rmin

 !2

if Agreement r1; r2ð Þ ¼ TRUE

ð34Þ

Where med+ is the median value of the positive rating (i.e.,
the rating above or equal to the median value of the rating
scale), med− is the median value of the negative rating (i.e.,
the rating value below the median value of the rating scale).
Agreement(r1, r2) = TRUE condition the absolute difference
between two ratings is subtracted from the average of positive
and negative median values. To get a normalized value within
the range of 0 to 1 the deviation of Rmax and Rmin values are
used. The positive and negative median value is included in
the expression to find the closeness of the rating.

Proposed Proximity r1; r2ð Þ ¼ δ*
1

D r1;r2ð Þ
Rmax−Rmin

 !2

if Agreement r1; r2ð Þ ¼ FALSE

ð35Þ

Agreement(r1, r2) = FALSE the inverse of the deviation term
is used to calculate the proximity value. Our reframed expres-
sion provides higher weightage for Agreement(r1, r2) = TRUE
condition and less weightage for Agreement(r1, r2) = FALSE
condition. Agreement(r1, r2) = FALSE condition, the positive
and negative median values are not included because both the
users are on the different side of the rating scale values. In both
situations, the values are within the range of 0 to 1.

δ ¼
0:75 if D r1; r2ð Þ > Rmed

0:5 else if D r1; r2ð Þ ¼ Rmed

0:25 otherwise

8<
: ð36Þ

In MPIP variable penalty (δ) is multiplied with the prox-
imity value. The higher penalty is weighed for higher devia-
tion value, and a lesser penalty is given for lesser deviation
values. This conversion reduces the magnitude of the value.

4.1.2 Proposed impact

The exponential based expression is used to compute the im-
pact value for the Agreement (r1, r2) = TRUE case. This helps
to get a normalized impact value for the TRUE situations.
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proposed impact r1; r2ð Þ ¼ exp −
1

r1−Rmedj j þ 1ð Þ � r2−Rmedj j þ 1ð Þ
� 	

if Agreement r1; r2ð Þ ¼ TRUE
ð37Þ

If r1 and r2 are far away from the median, the impact value
is higher. When both the ratings are nearer to the median, the
impact provides lesser value. This shows that both the users
agree with the median values, so the impact of the ratings is
very less.

proposed impact r1; r2ð Þ ¼ 1

r1−Rmedj j þ 1ð Þ � r2−Rmedj j þ 1ð Þ
if Agreement r1; r2ð Þ ¼ FALSE

ð38Þ

In the existing PIP measure the impact values for
Agreement (r1, r2) = FALSE condition, are lie within the range
of zero to one. Therefore, the same expression is used in the
proposed impact for FALSE condition .

4.1.3 Proposed popularity

Popularity is the third component in PIP similarity measure,
which includes both positive and negative popularity in this
expression.

proposed popularity r1; r2ð Þ ¼ log10 2þ r1 þ r2
2

−rI i
� �2� 	

if r1 > rIi and r2 > rIi or r1 < rIi and r2 < rIi
� � ð39Þ

Proposed popularity r1; r2ð Þ ¼ 0:3010
otherwise

ð40Þ

If two ratings are on the same side of the rating scale and
the average of two ratings is far away from the item mean,
then the popularity is very high. For popular or unpopular
items, two users provide similar kinds of ratings, and then,
they have high similarity in the type of rating. In the existing
method, the minimum value for the Agreement (r1, r2) =
TRUE situation is 1. Based on this, the popularity value is
set to 1 for Agreement (r1, r2) = FALSE condition. In the pro-
posed method, the minimum value for Agreement (r1, r2) =
TRUE is 0.3010; So this value is chosen for all the
Agreement (r1, r2) = FALSE condition. The proposed popular-
ity values range from 0.3010–0.778 for the 1–5 rating scale, so
that the minimum popularity value is chosen for all
Agreement (r1, r2) = FALSE situations.

According to Fig. 3, the proposed proximity, proposed im-
pact and proposed popularity values are within the range of
zero to one; in contrast to the existing method, which provides
different weights for each component.

4.1.4 Similarity measure computation

The MPIP expression is the product of proposed proximity,
proposed impact, and proposed popularity, as shown in Eq. 41

MPIP ru j;Ii ; ruh;I i
� � ¼ Proposed proximity ru j;I i ; ruh;I i

� ��
Proposed impact ru j;I i ; ruh;I i

� ��
Proposed popularity ru j;I i ; ruh;I i

� �
8<
:

9=
; ð41Þ

The similarity between users is computed as follows:

sim uj; uh
� �uMPIP ¼ ∑m

0

i¼1MPIP ru j;I i ; ruh;I i
� � ð42Þ

Similarity between ‘uj’ and ‘uh’ (sim(uj, uh)) is the item-
wise summation of MPIP values.

The same procedure is used for computing the similarity
between items, which helps to find a similar kind of items. The
maximum similarity values show that most of the users pro-
vide a similar pattern of rating for the two items. Likewise, the
minimum similarity value shows that most of the users pro-
vide a high positive rating for one item and a higher negative
rating for another item.

sim I i; Iq
� �iMPIP ¼ ∑n

0

j¼1MPIP ru j;I i ; ru j;Iq

� � ð43Þ

A comparison of the minimum and maximum values is
shown in Table 2.

Case 1: Positive or Negative rating.
Both uj and uh have a higher positive or negative

rating; i.e., the extreme positive rating means both users
uj and uh gives rating 5 for the item ‘i’ otherwise ex-
treme negative rating means both the users uj and uh
offers rating 1 for the item ‘i’; the existing PIP method
provides a proximity value of 81, an impact of 9, pop-
ularity of 5, and a PIP value of 3645. Approximately
85% of weightage is given for the proximity compo-
nents. When using the MPIP, the proposed proximity
is 0.56, the proposed impact is 0.89, the proposed pop-
ularity is 0.778, and the MPIP value is 0.389.

Case 2: Median rating.
If uj and uh have a median rating, i.e., both the users uj and

uh gives rating 3 for the item ‘i’, then the proximity is 81, the
impact is 1, the popularity is 1, and the PIP value is 81. For the
MPIP, the proposed proximity is 0.56, the proposed impact is
0.50, the proposed popularity is 0.301, and theMPIP is 0.084.

Case 3: Difference of opinion.
If uj and uh provides different extreme ratings for the item

‘i’, i.e., uj provides rating 1and uh gives rating 5 or vice versa,
then the proximity is 1, the impact is 0.11, popularity is 1, and
the PIP value is 0.11. For theMPIP, the proposed proximity is
0.002, the proposed impact is 0.11, the proposed popularity is
0.301, and the MPIP value is 0.0001. MPIP values nearer to
zero for difference of opinion situation, i.e., very minimal
weightage is given for the ratings because both the ratings
lie on the extreme value of the rating scale. There is no rela-
tionship existing between the two users. This comparison
proves that the MPIP values lie within a range of 0 to 1, but
the existing method has a vast range.
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4.2 Validation for MPIP similarity measure

In theMPIP, the maximum and minimum values range from 0
to 1. To validate the proposed similarity measure (i.e.,
Modified PIP), a rank correlation test is conducted. A set of

rating pairs is generated for the rating scale 1 to 5. The PIP,
PSS and MPIP values are computed for each pair of ratings.
We generated the set of PIP, Proposed proximity, impact,
popularity values and PSS values. The values generated for
each pair of ratings are listed in the Table 3.

(c) proposed popularity

(a) proposed proximity

(b) proposed impact

Fig. 3 Graphical representation
ofMPIP the values are calculated
for rating scale 1–5 (a) proposed
proximity (b) proposed impact
and (c) proposed popularity
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The magnitude of the values gets changed in the case
of MPIP. In PSS method, each component is ranged from
zero to one, but the position of the values gets changed
because it provides equal weightage for both agreement
and disagreement conditions. The rank correlation test is
conducted for this set of values; the results are shown in
Table 4.

The correlation values of PIP and MPIP components are
one. This shows that a strong positive relationship exists be-
tween the PIP, andMPIP components. Owing to the violation
of the agreement conditions, the PSSmeasure has much lower
correlation values. The correlation between proximity and

PSS proximity is higher. In the case of impact and popularity,
the values are minimal. At the same time, this shows that a
negative relationship exists between impact and PSS signifi-
cance term. Similarly, there is a negative relationship existing
between popularity and singularity. These results clearly show
that the violation of agreement condition provides misleading
information for the similarity between two ratings. Due to this
reason, the same agreement conditions are used in our pro-
posed method. The high correlation between the PIP and
MPIP components reveals that the magnitude of the values
gets changed in our proposed method, but the equivalent pro-
portion is retained.

Table 2 Comparison of PIP and
MPIP similarity measures
showing the minimum and
maximum value for each
component

Agreement(r1, r2) = TRUE Agreement(r1, r2) = FALSE

Minimum Maximum Minimum Maximum

Proximity 49 81 1 9

Proposed Proximity 0.06 0.56 0.0029 0.004

Impact 1 9 0.11 0.25

Proposed Impact 0.37 0.89 0.11 0.25

Popularity 1 5 1 1

Proposed Popularity 0.301 0.78 0.301 0.301

PIP 49 3645 0.11 2.25

MPIP 0.007 0.389 0.0001 0.0003

Table 3 Comparison of PIP, MPIP and PSS values set of rating pairs

r1 r2 Proximity Impact Popularity Proposed Proximity Proposed Impact Proposed Popularity Proximity Significance Singularity

5 5 81.00 9.00 5.00 0.563 0.833 0.778 0.500 0.982 0.119
4 5 64.00 6.00 3.25 0.250 0.800 0.628 0.269 0.881 0.182
3 5 49.00 3.00 1.00 0.063 0.750 0.301 0.119 0.500 0.269
2 5 9.00 0.17 1.00 0.0035 0.167 0.301 0.047 0.881 0.378
1 5 1.00 0.11 1.00 0.0029 0.111 0.301 0.018 0.982 0.500
5 4 64.00 6.00 3.25 0.250 0.800 0.628 0.269 0.881 0.182
4 4 81.00 4.00 2.00 0.563 0.750 0.477 0.500 0.731 0.269
3 4 64.00 2.00 1.00 0.250 0.667 0.301 0.269 0.500 0.378
2 4 25.00 0.25 1.00 0.004 0.250 0.301 0.119 0.731 0.500
1 4 9.00 0.17 1.00 0.0035 0.167 0.301 0.047 0.881 0.622
5 3 49.00 3.00 1.00 0.063 0.750 0.301 0.119 0.500 0.269
4 3 64.00 2.00 1.00 0.250 0.667 0.301 0.269 0.500 0.378
3 3 81.00 1.00 1.00 0.563 0.500 0.301 0.500 0.500 0.500
2 3 64.00 2.00 1.00 0.250 0.667 0.301 0.269 0.500 0.622
1 3 49.00 3.00 1.00 0.063 0.750 0.301 0.119 0.500 0.731
5 2 9.00 0.17 1.00 0.0035 0.167 0.301 0.047 0.881 0.378
4 2 25.00 0.25 1.00 0.004 0.250 0.301 0.119 0.731 0.500
3 2 64.00 2.00 1.00 0.250 0.667 0.301 0.269 0.500 0.622
2 2 81.00 4.00 2.00 0.563 0.750 0.477 0.500 0.731 0.731
1 2 64.00 6.00 3.25 0.250 0.800 0.628 0.269 0.881 0.818
5 1 1.00 0.11 1.00 0.0029 0.111 0.301 0.018 0.982 0.500
4 1 9.00 0.17 1.00 0.0035 0.167 0.301 0.047 0.881 0.622
3 1 49.00 3.00 1.00 0.063 0.750 0.301 0.119 0.500 0.731
2 1 64.00 6.00 3.25 0.250 0.800 0.628 0.269 0.881 0.818
1 1 81.00 9.00 5.00 0.563 0.833 0.778 0.500 0.982 0.881
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4.3 Existing prediction expression

The main objective of the CF-based RS is to predict user
ratings based on the similarity measure. Many expressions
are used in the prediction process. This user mean-based pre-
diction expression, which is a widely used method that pro-
vides a better solution for CF-based RS [5, 18, 36, 41–43], is
shown as follows:

Pu j;I i ¼ ru j þ
∑n0

h¼1sim uj; uh
� �

ruh;I i−ruh
� �

∑n0
h¼1sim uj; uh

� � ð44Þ

In this expression, ‘Pu j;I i ’ is computed based on the

mean of the user ‘j’ which is added with the weighted
average deviation of user ‘h’. The weighted average
deviation of user ‘j’ is not considered in the prediction
process. In weighted deviation, only user-related infor-
mation is used, item-related information is not included
in the prediction expression.

From Fig. 4, the user-related mean is considered for
user-based prediction, and the item-related mean is con-
sidered for item-based prediction. In the sparse user-

item rating matrix, both the mean and deviation provide
important information for the rating prediction. This is
one of the shortcomings of conventional user-related or
item-related prediction expression.

4.3.1 Combined user and item-based prediction expression
(CUIP)

A modified prediction expression is derived by incorporating
user ‘j’ related components in user-based prediction.
Similarly, the item ‘i’ related components are included in the
item-based prediction.

Ma and Hu [44] used a hybrid prediction expression
for predicting the rating. In this expression, the addition-
al weight parameter ‘λ’ is multiplied by the user based
prediction. Similarly, ‘1- λ’ weight is multiplied for the
item based prediction. ‘λ’ value varies between 0 to 1. If
‘λ’ equals one, it purely depends on user-based predic-
tion; if ‘λ’ equals zero, it purely depends on item-based
prediction. Thus, ‘λ’ is an additional parameter that
should be optimized for a different problem.

In the modified prediction expression, the average
values of user-based and item-based prediction expres-
sion are introduced by providing equal weightage for
both the expressions. The modified prediction expres-
sion is shown below.

UPu j;I i ¼ ru j þ
∑n0

h¼1sim uj; uh
� �� ruh;I i−ruh

� �
þ ru j;I i−ru j

� �
2

0
@

1
A

∑n0
h¼1sim uj; uh

� � ð45Þ

Where ‘UP’ is the user based prediction, j ≠ h, j = {1, 2….
., n},h = {1, 2……, n′}, and n′ is the number of items co-rated
by both the users ‘j’ and ‘h’.

Table 4 CorrelationMPIP, PIP, and PSS

Combinations Correlation Value

ρ(Proximity, Proposed Proximity) 1**

ρ(Impact, Proposed Impact) 1**

ρ(Popularity, Proposed Popularity) 1**

ρ(PSS-Proximity, Proposed Proximity) 0.99**

ρ(PSS-Significance, Proposed Impact) −0.01
ρ(PSS-Singularity, Proposed Popularity) −0.07

** denotes 0.01 significance level

Fig. 4 Issues in user and item-
based prediction expression
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IPu j;I i ¼ rI i þ
∑m

0

q¼1sim I i; Iq
� �� ru j;Iq−rIq

� �
þ ru j;I i−rIi
� �

2

0
@

1
A

∑m0
q¼1sim I i; Iq

� � ð46Þ

Where ‘IP’ is the item based prediction i ≠ q, i = {1, 2…. .,
m},q = {1, 2……,m′}, and m′ is the number of users who
rated both items ‘i’ and ‘q’.

CUIPu j;I i ¼
UPu j;I i

� �þ IPu j;I i

� �
2

� 	
ð47Þ

The similarity values and deviation play a vital role in
prediction expression. Either the user-related mean and its
weighted average deviation or the item-related mean and
its weighted average deviation are used in the existing
prediction expressions. The user-related mean ru j and

item-related mean rIi are calculated for user ‘j’ and item
‘i’, but the corresponding deviation is not included in the
existing prediction expression. This is one of the

shortcomings of the existing prediction expression. In
the modified prediction expression (CUIP), the above-
mentioned shortcoming is removed by including the user
and item-related deviation term.

Forecasting is a vital process in CF-based RS. The
forecasting values help the company to identify potential
customers and then to promote sales. In CUIP, if the user
gives rating for that particular item, i.e., ru j;I i≠∅; then the

deviations carry some values. Suppose the rating is un-
available i.e., ru j;I i ¼ ∅, then computing user-related and

item-related deviations become complex. The average of
the user (uj) related mean and item (Ii) related mean is
replaced in the unavailable rating to avoid this situation.
For unavailable rating, the user based prediction is calcu-
lated using Eq. (48).

UPu j;I i ¼ ru j þ

∑n0
h¼1sim uj; uh

� ��
ruh;I i−ruh
� �

þ ru j þ rI i
2

−ru j

 !

2

0
BBBB@

1
CCCCA

∑n0
h¼1sim uj; uh

� � ð48Þ

Table 5 Summary of the dataset used for this study

Dataset Description n m #R Sparsity Rank

Epinions [d] Rating of products in scale 1 to 5 49,290 1,39,738 6,64,824 99.99 1

CiaoDVD [e] Rating of DVD products in scale of 1 to 4 17,615 16,121 72,665 99.97 2

MovieTweet [f] Rating of Movies in scale of 1 to 10 51,503 29,564 6,56,276 99.95 3

FlimTrust [g] Rating of Movies in scale of 0.5 to 4 1508 2071 35,497 98.64 4

NetFlix [c] Rating of movies in scale of 1–5 50,000 17,770 1,03,75,459 98.83 5

MovieLens1MB (ML1MB) [a] Rating of Movies in scale of 1–5 6040 3706 10,00,209 95.53 6

MovieLens100KB (ML100KB) [b] Rating of Movies in scale of 1–5 943 1682 1,00,000 93.69 7

Fig. 5 The proposed framework
for CF-based RS
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Similarly, the item-based prediction is calculated
using Eq. (49)

IPu j;I i ¼ rIi þ

∑m0
q¼1sim I i; Iq

� ��
ru j;Iq−rIq
� �

þ ru j þ rIi
2

 !
−rIi

 !

2

0
BBBB@

1
CCCCA

∑m0
q¼1sim Ii; Iq

� � ð49Þ

The Eq. (47) is used for computing the final prediction
value for the user ‘j’ for the item ‘i’. The combination of
modified PIP (MPIP) similarity measure and modified predic-
tion expression (CUIP) is treated as the proposed method. The
algorithm for the proposed method is shown below:
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The block diagram for our proposed framework is shown
in Fig. 5.

The proposed framework consists of two phases: The
first phase is the computation of the similarity matrix (user
similarity and item similarity matrix), and the second phase
is the prediction process. Initially, it requires an input user-
item rating matrix for computing similarity values. The
similarity between users is computed by using MPIP ex-
pression (eq.(42)). Similarly, item similarity is computed
by using MPIP expression (eq.(43)). Both user and item
related similarity values provide valuable information for
rating prediction. For available rating, the Eqs. (45), (46)
and (47) are used to compute prediction values. In the case
of unavailable ratings, the Eqs. (48), (49), and (47) are
adopted for predicting the user’s ratings. Based on the pre-
dicted values, the items are sorted in descending order; the
top ‘k’ items are recommended to the users.

5 Experiments

Datasets such as MovieLens1MB, Netflix, Epinions,
CiaoDVD, MovieTweet, FilmTrust, and MovieLens100KB
are used for comparing the conventional and proposed
methods. We used MovieLens100KB and Netflix, which are
used in [18], and other benchmark datasets that are often used
by many researchers for CF-based RS. To validate our pro-
posed method eleven state of the art methods (PCC, COS,
JACC, JMSD, PIP, NHSM, BCFcorr, BCFMed, RJACC,
RJMSD, and SOQN) are used for comparison.

5.1 Characteristics of sub-problems generated
from the dataset

The dataset description, number of users, number of items,
number of ratings, and sparsity are listed in Table 5. The
dataset is arranged based on the rank of the sparsity (i.e.,
higher sparsity to lower sparsity).

[a] http://grouplens.org/datasets/movielens/1m
[b] http://grouplens.org/datasets/movielens/100k
[c] http://www.netflixprize.com
[d] http://www.trustlet.org/downloaded epinions.html.
[e] http://www.librec.net/datasets/CiaoDVD.zip
[f] https://github.com/sidooms/MovieTweetings
[g] http://www.librec.net/datasets/filmtrust.zip

The above-mentioned dataset size is large. Computing
the similarity matrix and predicting the rating for this
nature of the dataset requires higher computational com-
plexity. Because of this, different levels of sparse sub-
sets 1− #R

n*m

� �� ��
*100Þ are generated from the user-item

rating matrix to validate the proposed method. The
schema used for creating different sub-problems is
shown in Fig. 6.

The schema comprises four levels. Level 1 relates to
the dataset; level 2 is for users, level 3 is for items, and
level 4 is for rating. The user-level consists of two sub
levels. One sub-level of users varies without any con-
straints. Another sub-level of users is restricted as 25%,
50%, and 75% of the users in the dataset. The next
level is the item level, which consists of two sub-levels.
One sub-level of items varies without any constraints.
The item sub-level is restricted to 25%, 50%, and 75%
of the items in the dataset. The final level consists of
the rating. This level varies from 1% to 50% in the
number of ratings with increments of 1% in the dataset.

For each dataset, one can create 800 different sub-problems
by using the above schema. The number of sub-problems
created by each path is shown in Table 6.
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5.2 Limitation of the above schema

In this schema, the maximum percentage of users and
items is 75%. For this specific combination, it is difficult
to create sub-problems for all the ratings because the
required percentage of ratings (1% to 50%) could not
use for the higher-order matrix. For all the sub-problems,
it is ensured that each user and item should have a min-
imum of two co-rated values. In each sub-problem, it is
challenging to generate an exact 1% to 50% of ratings.
To overcome this problem, we have an approximate per-
centage of rating values extracted. For each dataset, this
results in lesser than 800 sub-problems, as shown in
Table 6.

Table 7 provides the number of feasible sub-problems cre-
ated for each dataset using the schema.

5.3 Performance criteria

The Mean Absolute Error (MAE) and Root Mean Squared
Error (RMSE) are most commonly used evaluation criteria to
validate the CF-based RS performance. [45, 46]

MAE is the mean of absolute deviation between the actual
and the predicted rating.

MAE ¼ 1

n
∑n

j¼1

1

m
∑m

i¼1 ru j;I i−Pu j;I i

�� �� ð50Þ

Where ‘n’ is the total number of users, ‘m’ is the total
number of items. ‘Pu j;I i ’ is the predicted rating for the j

th user

and ith item, ru j;I i is the actual rating for the jth user and ith

item, j = {1, 2,…. n}, i = {1, 2,…. . m}.
RMSE is the square root of the deviation between the actual

and predicted rating. RMSE is also known as standard deviation
of residuals or forecasting error. The formula is given below:

RMSE ¼ 1

n
∑n

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m
∑m

i¼1 ru j;I i−Pu j;I i

� �2r
ð51Þ

The lesserMAE and RMSE help to choose the better meth-
od. The predicted rating (Pu j ;I i ) for the existing similarity

measures such as PCC, COS, JACC, JMSD, PIP, NHSM,

Table 6 Number of sub-problems generated by each path

Paths Users Items Rating No. of Sub-problems

1 Varying Varying 1% to 50% 50

2 Varying Constant 1% to 50%

25% 50

50% 50

75% 50

3 Constant Varying 1% to 50%

25% 50

50% 50

75% 50

4 Constant Constant 1% to 50%

25% 25% 150

50% 50% 150

75% 75% 150

Total 800

Fig. 6 Schema for generating
different sub-problems

Table 7 Number of feasible sub-problems

Dataset No. of feasible Sub-problems

Epinions 296

CiaoDVD 305

MovieTweet 314

FlimTrust 323

NetFlix 327

ML1MB 341

ML100KB 349
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BCFcorr, BCFMed, RJACC, RJMSD, and SOQN are calculated
by using Eq. (44). The predicted rating values (Pu j ;I i ) for the

proposed method, are calculated by using Eqs. (45–47).
Finally, the predicted ratings are rounded off to the nearest
integer for both the existing and proposed method.

5.4 Friedman rank test

Friedman rank test is a non-parametric test for finding differ-
ences in methods across multiple replications [47, 48]. This
test does not assume the given data that comes from particular
distribution (i.e., normal distributions). The Friedman values
are calculated by using the given equation

Fr ¼ 12*TS
l l þ 1ð Þ ∑l

y¼1R
2
y−

l l þ 1ð Þ2
4

 !
ð52Þ

Where Fr is the calculated Friedman value, R2
y is the

squared average rank values of method ‘y’, (1 ≤ y ≤ l), ‘l’ is
the total number of methods, ‘sp’ is the number of sub-
problems generated, sp = {1, 2…. TS}, ‘TS’ is the total num-
ber of sub-problems generated. The hypotheses framed for
this test are: Null hypothesis (H0) denotes there is no signifi-
cant difference that occurs between the performance of the
different methods, whereas Alternate hypothesis (H1) denotes
there is significant difference that occurs between the perfor-
mance of the different methods. [49]

5.5 McNemar’s test

McNemar’s test is a non-parametric test used to analyze the
performance of the two methods has a statistically significant
difference [50, 51]. The contingency table used to compare the
two models is given in Table 8.

Where ‘A’ is the number of ratings correctly predicted by
Methods 1 and 2, B is the number of ratings correctly predict-
ed by Method 1 but incorrectly predicted by Method 2, C is
the number of rating correctly predicted by Method 2 but
incorrectly predicted by Method 1, D is the number of ratings
incorrectly predicted by both methods.

χ2 ¼ B−Cj j−1ð Þ2
Bþ C

ð53Þ

The Null hypothesis (H0) for thisχ
2 test is the probabilities,

Pr(B) and Pr(C) are equal. The alternative hypothesis (H1) is
the performances of the two methods are not equal.

For clarity, a graphical representation is presented in Fig. 7
for the McNemer contingency table values. The A value is used
to find out the number of ratings correctly predicted by method
1 and method 2. The D value is used to find out number of
ratings that are incorrectly predicted bymethod 1 andmethod 2.
The B and C values are used to find the best method. If B is

Fig. 7 Graphical Representation
of McNemer table values

Table 9 Confusion matrix format for CF-based RS

Prediction Recommended
(Good Rating)

Not Recommended
(Bad Rating)Actual

Good Rating True Positive False Negative

(TP) (FN)

Bad Rating False Positive True Negative

(FP) (TN)

Table 8 Contingency
table to compare two
methods

Method 2 Correct Incorrect
Method 1

Correct A B

Incorrect C D
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greater thanC value this indicates that method 2 performs better
than method 1. Similarly, if C is greater than B value then, the
performance of method 1 is better than that of method 2.

In addition to McNemer test, the precision, recall, and F1-
measure are calculated. The measures are computed from the
confusion matrix by converting the rating into a good or bad
recommendation. The format of the confusion matrix used for
computing precision, recall, and F1 measure is given in Table 9.

Where True Positive (TP) is the number of actual good ratings
provided by the user and correctly predicted by the CF-basedRS,
False Negative (FN) is the number of actual good ratings pre-
dicted as bad ratings, False Positive (FP) is the number of actual
bad ratings predicted as good ratings, True Negative (TN) is the
number of actual bad ratings correctly predicted.

The rating values are classified into two groups i.e.,
good and bad rating. The rating lies between Rmed to
Rmax which are treated as good ratings; similarly, the
values which are less than Rmed are treated as bad rat-
ings. For example, if rating scale is 1 to 5, where good
rating values are 3,4, and 5, and bad ratings are 1 and
2. This similar process is carried out for various rating
scale.

Precision is the ratio of the number of good ratings (i.e.,
relevant rating) recommendations made to the total number of
recommendations.

precision ¼ TP
TP þ FP

ð54Þ

Table 10 Comparison of minimum MAE values conventional and proposed method

Datasets Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB
Methods

PCC 0.563 1.153 2.313 0.552 0.568 0.427 0.283

COS 0.663 1.276 2.515 0.571 0.545 0.430 0.285

JACC 0.615 1.252 2.466 0.515 0.524 0.416 0.275

JMSD 0.552 1.184 2.430 0.509 0.552 0.507 0.336

PIP 0.601 1.166 2.721 0.607 0.506 0.387 0.256

NHSM 0.546 1.203 2.693 0.534 0.497 0.367 0.219

BCFMed 0.509 1.236 2.846 0.585 0.528 0.408 0.270

BCFcorr 0.530 1.215 2.650 0.472 0.564 0.394 0.261

RJACC 0.497 1.086 2.626 0.479 0.460 0.403 0.267

RJMSD 0.554 0.929 2.162 0.418 0.473 0.382 0.253

SOQN 0.464 1.012 2.595 0.413 0.454 0.330 0.243

Proposed 0.299 0.509 1.430 0.201 0.245 0.172 0.114

The best results are boldfaced

Fig. 8 Overall process carried out
in this study
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A recall is the ratio of the number of good ratings
recommended to the number of actual good ratings.

Recall ¼ TP
TP þ FN

ð55Þ

F1-Measure is the combination of precision and recall

F1 ¼ 2� Precision� Recall
Precisionþ Recall

ð56Þ

The higher precision, Recall and F1-measure shows the
better performance. The overall process of this comparison
is shown in Fig. 8.

5.6 Results and discussion

The comparison of results obtained for the proposed frame-
work and other methods using the performance criteria are
discussed below.

The number of feasible sub-problems generated using the
schema varies for each dataset. Each sub-problem, the con-
ventional methods, and the proposed framework are adopted
to predict the rating values. The MAE and RMSE values are
calculated for all the sub-problems by using Eqs. (50) and
(51), respectively. The set ofMAE and RMSE values are gen-
erated for each dataset. From the set ofMAE and RMSE values
the minimum MAE and RMSE are chosen and listed in
Tables 10 and 11.

Table 11 Comparison of minimum RMSE values conventional and proposed method

Datasets Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB
Methods

PCC 0.813 1.820 3.404 0.902 0.891 0.661 0.402

COS 0.926 1.851 3.411 0.908 0.865 0.704 0.428

JACC 0.949 1.859 3.356 0.871 0.853 0.683 0.415

JMSD 0.927 1.867 3.319 0.853 0.924 0.666 0.405

PIP 0.914 1.780 3.903 1.018 0.819 0.624 0.379

NHSM 0.841 1.994 4.032 0.896 0.761 0.571 0.311

BCFMed 0.789 1.857 3.963 0.976 0.804 0.557 0.339

BCFcorr 0.773 1.933 3.957 0.879 0.808 0.534 0.325

RJACC 0.791 1.804 3.902 0.939 0.675 0.571 0.348

RJMSD 0.883 1.456 3.209 0.874 0.706 0.622 0.378

SOQN 0.747 1.509 3.387 0.853 0.727 0.511 0.347

Proposed 0.432 0.850 1.845 0.328 0.347 0.283 0.172

The best results are boldfaced

Table 12 Comparison of maximum MAE values of the conventional and proposed method

Datasets Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB
Methods

PCC 1.287 2.636 5.287 1.262 1.187 1.184 0.917

COS 1.484 2.917 5.750 1.304 1.234 1.276 1.013

JACC 1.334 2.861 5.638 1.178 1.198 1.234 0.955

JMSD 1.262 2.643 5.987 1.164 1.262 1.360 0.893

PIP 1.374 2.664 6.220 1.388 1.156 1.150 0.868

NHSM 1.248 2.566 6.156 1.220 1.136 1.088 0.821

BCFMed 1.164 2.551 6.547 1.151 1.178 1.117 0.843

BCFcorr 1.094 2.712 5.585 1.055 1.164 1.079 0.708

RJACC 1.136 2.482 5.861 1.094 1.052 0.995 0.751

RJMSD 1.143 2.426 5.647 0.892 0.986 0.944 0.805

SOQN 1.060 2.260 5.793 0.945 1.038 0.982 0.741

Proposed 0.624 1.062 2.988 0.453 0.541 0.494 0.373

The best results are boldfaced
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Our proposed method provides lesser MAE for all the
datasets. The second best results are obtained by SOQN for
Epinions, FlimTrust, NetFlix, and ML1MB. For CiaoDVD
and MovieTweet datasets RJMSD attains the next better solu-
tion. For ML100KB datasets NHSM provides the next better
result. The percentage of improvement for our proposedmeth-
od from the second best solution are 35.56% for Epinions;
45.21% for CiaoDVD; 33.8% for MovieTweet; 51.33% for
FlimTrust; 46.03% for NetFlix, 47.78% for ML1MB and
47.47% for ML100KB datasets. The existing similarity mea-
sures with user-based prediction expression, the high varia-
tions exist between the actual and predicted ratings. This
higher variations leads to maximum MAE values, which de-
creases the prediction quality. In our proposed approach, the
variation is minimal, and the predicted ratings coincide with

the actual rating for most cases; this improves the effective-
ness of the CF-based RS.

The table values indicate that the standard deviation of the
prediction error is minimum for the proposed method com-
pared to the other methods. The percentage of improvement of
our proposed method from the next lesser RMSE values is
42.16%, 41.62%, 42.50%, 61.54%, 48.59%, 44.49%, and
45.35% for Epinions, CiaoDVD, MovieTweet, FlimTrust,
NetFlix, ML1MB and ML100KB respectively. The compari-
son of maximum MAE and RMSE values for all the datasets
are arranged in Tables 12 and 13.

Tables 12 and 13 show the maximum MAE and RMSE
chosen for eachmethod. It is observed that the proposedmeth-
od achieves more improved solutions than the conventional
methods in terms of lesserMAE and RMSE values. Average of

Table 13 Comparison of maximum RMSE values of the conventional and proposed method

Datasets Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB
Methods

PCC 1.859 4.160 7.334 2.061 1.900 1.831 1.446

COS 2.283 4.231 7.797 2.076 1.977 1.949 1.540

JACC 2.024 4.249 7.671 1.991 1.949 1.893 1.495

JMSD 1.977 4.401 7.409 1.949 1.907 1.977 1.562

PIP 2.090 4.069 8.920 2.328 1.872 1.851 1.462

NHSM 1.921 4.254 8.929 2.047 1.739 1.693 1.337

BCFMed 1.804 4.377 8.847 2.230 1.794 1.562 1.234

BCFcorr 1.767 4.314 8.833 1.949 1.630 1.538 1.037

RJACC 1.809 4.026 8.919 2.095 1.506 1.564 1.236

RJMSD 1.823 3.804 8.891 1.821 1.424 1.461 1.215

SOQN 1.707 3.369 8.849 2.010 1.501 1.515 1.197

Proposed 0.902 1.776 4.692 0.725 0.766 0.812 0.674

The best results are boldfaced

Table 14 Comparison of average MAE values of the conventional and proposed method

Datasets Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB
Methods

PCC 0.996 2.060 4.130 0.986 0.950 0.925 0.724

COS 1.124 2.279 4.492 1.019 0.964 0.997 0.800

JACC 1.042 2.235 4.404 0.920 0.936 0.964 0.755

JMSD 0.986 2.115 4.339 0.909 0.986 1.063 0.705

PIP 1.074 2.082 4.859 1.085 0.904 0.898 0.686

NHSM 0.975 2.005 4.810 0.953 0.887 0.850 0.649

BCFMed 0.909 1.993 4.744 0.975 0.942 0.947 0.666

BCFcorr 0.855 2.169 4.733 0.844 0.909 0.914 0.560

RJACC 0.887 1.939 4.689 0.855 0.822 0.844 0.593

RJMSD 0.893 1.895 4.412 0.697 0.789 0.800 0.636

SOQN 0.828 1.808 4.634 0.738 0.811 0.767 0.585

Proposed 0.533 0.908 2.554 0.387 0.462 0.422 0.294

The best results are boldfaced
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46.71% of improved MAE and 45.18% of improved RMSE
values are arrived at from the next best results. The compari-
son of averageMAE and RMSE values are listed in Tables 14
and 15.

From Tables 14 and 15, it is noticed that among all the
methods listed, the proposed method attains the smaller
MAE and RMSE values for all the datasets. The proposed
framework is the combination of MPIP similarity measure

Table 16 Comparison of percentage of improvement of average MAE and RMSE for the proposed method

Methods Performance criteria Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB

PCC MAE 46.49 55.92 38.16 60.75 51.37 54.38 59.39

RMSE 46.90 53.29 30.02 61.51 55.86 51.50 51.50

COS MAE 52.58 60.16 43.14 62.02 52.07 57.67 63.25

RMSE 53.39 54.07 34.18 61.75 57.61 54.43 54.45

JACC MAE 48.85 59.37 42.01 57.93 50.64 56.22 61.06

RMSE 51.23 54.28 33.09 60.15 56.99 53.08 53.08

JMSD MAE 45.94 57.07 41.14 57.43 53.14 60.30 58.30

RMSE 50.10 54.47 32.34 59.29 56.04 55.08 55.12

PIP MAE 50.37 56.39 47.44 64.33 48.89 53.01 57.14

RMSE 52.76 52.25 42.46 65.92 55.23 52.01 52.01

NHSM MAE 45.33 54.71 46.90 59.39 47.91 50.35 54.70

RMSE 48.63 54.33 43.86 61.25 51.80 47.54 47.56

BCFMed MAE 41.36 54.44 46.16 60.31 50.96 55.44 55.86

RMSE 45.28 54.22 43.35 64.41 54.36 46.24 46.27

BCFcorr MAE 37.66 58.14 46.04 54.15 49.17 53.83 47.50

RMSE 44.13 56.01 43.26 59.29 49.77 43.94 41.39

RJACC MAE 39.91 53.17 45.53 54.74 43.80 50.00 50.42

RMSE 45.44 52.87 42.45 63.01 45.64 47.66 47.71

RJMSD MAE 40.31 52.08 42.11 44.48 41.44 47.25 53.77

RMSE 45.86 48.92 42.27 57.45 42.49 46.78 46.80

SOQN MAE 35.63 49.78 44.89 47.56 43.03 44.98 49.74

RMSE 42.20 43.67 41.99 60.51 44.11 41.34 43.97

The minimum values are boldfaced

Table 15 Comparison of average RMSE values of the conventional and proposed method

Datasets Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB
Methods

PCC 1.452 3.250 5.730 1.611 1.484 1.431 1.130

COS 1.654 3.305 6.092 1.621 1.545 1.523 1.203

JACC 1.581 3.320 5.993 1.556 1.523 1.479 1.168

JMSD 1.545 3.334 5.927 1.523 1.490 1.545 1.221

PIP 1.632 3.179 6.969 1.819 1.463 1.446 1.142

NHSM 1.501 3.324 7.143 1.600 1.359 1.323 1.045

BCFMed 1.409 3.316 7.078 1.742 1.435 1.291 1.020

BCFcorr 1.380 3.451 7.067 1.523 1.304 1.238 0.935

RJACC 1.413 3.221 6.968 1.676 1.205 1.326 1.048

RJMSD 1.424 2.972 6.946 1.457 1.139 1.304 1.030

SOQN 1.334 2.695 6.913 1.570 1.172 1.183 0.978

Proposed 0.771 1.518 4.010 0.620 0.655 0.694 0.548

The best results are boldfaced
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and CUIP prediction expression. In MPIP all the three com-
ponents are converted into to range of 0 to 1 values, this
converted value helps to find a better similarity value between
users or items. This goes as an input for prediction expression;
in the proposed method, the item related components and the
user ‘j’ deviation is included; this leads to accurate rating
prediction. For calculating MAE and RMSE the actual range
of rating scales are used.When compared to the existingmeth-
od, the predicted ratings of our proposed method are nearer to
the actual ratings, which reduce the deviation between actual
and predicted ratings.

The averageMAE and RMSE values are computed by con-
sidering all the sub-problems. The percentage of improvement
for the proposed method over other methods is calculated and
listed in Table 16.

The results listed in Table 16 shows that the SOQNmethod
holds the second position by obtaining lesser average MAE
and RMSE for Epinions, CiaoDVD, and ML1MB datasets.
Similarly, RJMSD provides the second best solution for
FlimTrust and NetFlix datasets. PCC provides the next better
solution for the MovieTweet dataset. BCFcorr provides the

second best solution for the ML100KB dataset. Our proposed
framework yields 53.81% and 51.60% of the average percent-
age of improved MAE and RMSE than the conventional sim-
ilarity measures such as PCC, COS, JACC and JMSD.
Similarly, the average percentage of improved MAE and
RMSE for the proposed framework is 49.44% and 49.24%
from specific similarity measures used for CF-based RS are
PIP, NHSM, BCFcorr, BCFMed, RJACC, RJMSD, and SOQN.
This improved solution enhances the accuracy of the CF-
based RS. The above-mentioned tables indicate that the pro-
posed method exhibits superiority over other methods.

The Friedman rank test is conducted to test whether the
performance of all the methods is the same. The MAE values
are computed for all the sub-problems. For each sub-problem
(sp), rank the MAE values from 1 (best results) to ‘l’ (worst
results). Fr values are calculated based on the squared average
rank values of each method. Each dataset the Fr is calculated
and listed in Table 17.

The calculated Fr values are higher than the χ
2 table value,

which is 19.67 for the degrees of freedom 11 with a signifi-
cance level of 0.05. The p-values obtained from the Friedman
test are nearer to zero, which strongly accepts the alternate
hypothesis for all the datasets. The performance of all the
methods is not equal. The comparison of average rank values
for the conventional method and proposed method for all
datasets are shown in Table 18.

The average rank for our proposed method is 1 for all the
datasets. This infers that the proposed framework provide
minimum MAE values for all the sub-problems generated by
using the schema. Similarly, a comparison of Fr values for
RMSE is listed in Table 19.

The p-values of Friedman rank test in Table 18 results in
acceptance of alternate hypothesis for all the datasets, and
hence it is revealed that the performance of all methods is

Table 18 Comparison of average rank values obtained using MAE as references for all dataset

Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB

PCC 8.61 6.89 2.10 9.52 7.69 7.89 9.47

COS 11.64 11.49 6.30 11.39 11.49 11.68 10.68

JACC 9.64 10.56 7.39 6.69 9.68 9.57 8.96

JMSD 8.84 9.63 5.35 6.48 10.46 11.40 11.46

PIP 10.45 7.78 11.42 10.79 5.90 5.74 5.80

NHSM 6.83 5.96 10.78 7.89 4.88 4.96 6.94

BCFMed 6.08 5.42 10.42 9.42 10.87 9.69 9.80

BCFcorr 2.99 9.69 8.55 3.88 6.64 6.88 2.01

RJACC 3.98 3.64 7.63 4.90 3.72 3.87 3.92

RJMSD 5.88 3.81 3.83 2.24 2.12 3.22 4.85

SOQN 2.05 2.11 3.21 3.80 3.55 2.10 3.11

Proposed 1.00 1.00 1.00 1.00 1.00 1.00 1.00

The best results are boldfaced

Table 17 Comparison of Fr values using MAE as reference for all the
dataset

Dataset Fr p-values Results

Epinions 229.88 2.15 × 10−43 H1 Accepted

CiaoDVD 233.78 3.30 × 10−44 H1 Accepted

MovieTweet 247.27 4.99 × 10−47 H1 Accepted

FlimTrust 242.57 4.82 × 10−46 H1 Accepted

NetFlix 270.90 5.57 × 10−52 H1 Accepted

ML1MB 288.15 1.32 × 10−55 H1 Accepted

ML100KB 288.87 9.31 × 10−56 H1 Accepted

608 S. Manochandar and M. Punniyamoorthy



not the same. The comparison of average rank values for
obtaining using RMSE as a reference for all the dataset are
listed in Table 20.

The rank values show that our proposedmethod has proved
better than the existing methods. Compared to other methods,
the proposed framework attains top rank for all the sub-prob-
lems. The proposed method yields a better solution for spar-
sity problems than the existing similarity measures with user-
based prediction expression.

To further validate the proposed method, a McNemer
test is conducted on the confusion matrix. The maximum
and minimum MAE are chosen from the conventional
methods for each dataset, and the corresponding confu-
sion matrix is tested through a McNemer test. The pro-
posed framework is treated as reference for conducting
this test. The corresponding calculated χ2 values for all
the datasets are listed in Table 21.

The calculated χ2 values are higher than the χ2 table value;
this results in acceptance of alternate hypothesis for McNemer
test. This shows that performance of existing method and pro-
posed method are not equal. The values of B and C are the
primary components required for conducting McNemer test.

The McNemer test is conducted by considering our proposed
framework as a reference. The B values are related to the
number of rating incorrectly predicted by our proposed frame-
work but correctly predicted by the existing method.
Similarly, C is related to the number of rating correctly pre-
dicted by our proposed framework but incorrectly predicted
by the existing method. The comparison of B and C values are
listed in Table 22.

The comparison table (Table 22) results clearly show thatC
values are higher than the B values i.e., the number of ratings
predicted by our proposed framework is higher than the other
exiting methods.

The maximum MAE values are chosen from the feasible
number of sub-problems generated for each dataset corre-
sponding predicted values are considered for conducting the
McNemer test by using a confusion matrix. The calculated χ2

and p-values are listed in Table 23.
The calculated χ2 value is greater than the table value,

which agrees with the alternate hypothesis, i.e., a signif-
icance difference exists between the conventional and
proposed methods. The proposed method has proved that
it is better than the existing method for all the datasets.
Table 24 is the comparison of B and C values for max-
imum MAE.

The B and C values comparison for a maximum of MAE
values reveal that the C is greater than the B values for all the
datasets. When compared to the existing method, our pro-
posed method correctly predicts good and bad ratings.

The precision, recall, and F1-measure are calculated for
each sub-problem. The summary of average precision, recall,
and F1-measure for the conventional and proposed methods
are reported in Tables 25, 26, 27.

The comparison table (Table 25) indicates that the average
precision value is higher for our proposed framework. These
results show that from the total predicted ratings most of the

Table 20 Comparison of average rank values obtained using RMSE as references for all dataset

Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB

PCC 6.78 5.98 2.10 7.68 8.87 7.86 9.18

COS 11.04 7.69 5.26 9.75 11.20 11.37 8.84

JACC 9.86 8.55 7.29 4.79 10.68 9.98 10.65

JMSD 9.48 10.41 6.43 3.41 10.45 10.78 11.45

PIP 10.48 3.78 8.64 11.27 7.86 8.55 6.93

NHSM 7.85 9.87 11.51 6.87 5.88 5.88 5.94

BCFMed 4.68 8.28 10.80 11.41 7.88 4.82 9.89

BCFcorr 2.89 11.49 9.67 2.93 4.84 2.85 2.04

RJACC 4.95 4.94 7.86 9.89 3.86 6.89 3.68

RJMSD 6.89 3.89 3.50 2.18 2.13 5.85 5.30

SOQN 2.08 2.06 3.87 6.78 3.30 2.08 3.07

Proposed 1.00 1.00 1.00 1.00 1.00 1.00 1.00

The best results are boldfaced

Table 19 Comparison of Fr values using RMSE as reference for all the
dataset

Dataset Fr p-values Results

Epinions 222.83 6.36 × 10−42 H1 Accepted

CiaoDVD 229.77 2.27 × 10−43 H1 Accepted

MovieTweet 237.46 5.64 × 10−45 H1 Accepted

FlimTrust 276.42 3.86 × 10−53 H1 Accepted

NetFlix 259.90 1.13 × 10−49 H1 Accepted

ML1MB 256.59 5.60 × 10−49 H1 Accepted

ML100KB 285.03 5.99 × 10−55 H1 Accepted
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actual good rating items are correctly predicted by our pro-
posed method.

The results arranged in Table 26 shows that our proposed
method values are greater than the other methods. This

Table 22 Comparison of B and C values for minimum MAE of the conventional and proposed method

Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB

PCC B 105 52 122 62 250 178 20

C 244 154 229 204 476 323 75

COS B 82 56 134 66 276 167 25

C 205 168 267 185 439 342 88

JACC B 102 47 120 78 323 166 22

C 228 156 245 206 524 356 103

JMSD B 121 41 119 80 377 172 24

C 232 141 262 211 596 346 119

PIP B 119 39 101 77 378 161 17

C 244 130 224 203 552 322 98

NHSM B 105 37 109 72 328 151 34

C 222 122 255 209 558 332 95

BCFMed B 99 39 114 74 359 168 29

C 217 108 249 198 548 351 101

BCFcorr B 101 43 115 61 321 169 25

C 219 102 256 182 552 312 105

RJACC B 102 40 128 49 224 132 29

C 216 106 257 137 414 299 112

RJMSD B 112 31 122 43 263 152 35

C 222 83 243 127 431 303 107

SOQN B 124 34 117 37 218 172 41

C 215 96 232 103 364 323 122

The best results are boldfaced

Table 21 The calculated χ2 value for minimum MAE of the proposed method against the conventional method

Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB

PCC 54.80** 49.52** 32.01** 74.74** 69.49** 41.38** 30.69**
(6.7 × 10−14) (1.0 × 10−12) (7.8 × 10−09) (2.7 × 10−18) (3.8 × 10−17) (6.3 × 10−11) (1.5 × 10−08)

COS 51.86** 55.00** 43.45** 55.47** 37.01** 59.48** 34.02**
(3.0 × 10−13) (6.1 × 10−14) (2.2 × 10−11) (4.8 × 10−14) (6.0 × 10−10) (6.2 × 10−15) (2.8 × 10−09)

JACC 47.34** 57.45** 42.12** 56.79** 47.18** 68.43** 51.20**
(3.0 × 10−12) (1.7 × 10−14) (4.3 × 10−11) (2.4 × 10−14) (3.3 × 10−12) (6.6 × 10−17) (4.2 × 10−13)

JMSD 34.27** 53.85** 52.92** 58.07** 49.01** 57.77** 61.79**
(2.4 × 10−09) (1.1 × 10−13) (1.7 × 10−13) (1.2 × 10−14) (1.2 × 10−12) (1.4 × 10−14) (1.9 × 10−15)

PIP 42.35** 47.92** 45.79** 55.80** 32.14** 53.02** 55.65**
(3.8 × 10−11) (2.2 × 10−12) (6.7 × 10−12) (4.0 × 10−14) (7.3 × 10−09) (1.7 × 10−13) (4.4 × 10−14)

NHSM 41.15** 44.37** 57.76** 65.82** 59.18** 67.08** 27.90**
(7.2 × 10−11) (1.3 × 10−11) (1.5 × 10−14) (2.5 × 10−16) (7.2 × 10−15) (1.3 × 10−16) (6.5 × 10−08)

BCFMed 43.32** 31.45** 49.46** 55.62** 38.98** 63.82** 38.77**
(2.3 × 10−11) (1.0 × 10−08) (1.0 × 10−12) (4.4 × 10−14) (2.1 × 10−10) (6.9 × 10−16) (2.4 × 10−10)

BCFcorr 42.77** 23.21** 52.83** 59.25** 60.89** 41.92** 48.01**
(3.1 × 10−11) (7.5 × 10−07) (1.8 × 10−13) (7.0 × 10−15) (3.0 × 10−15) (4.8 × 10−11) (2.1 × 10−12)

RJACC 40.15** 28.93** 42.55** 40.69** 55.75** 63.69** 47.68**
(1.2 × 10−10) (3.8 × 10−08) (3.5 × 10−11) (9.1 × 10−11) (4.1 × 10−14) (7.3 × 10−16) (2.5 × 10−12)

RJMSD 35.57** 22.81** 39.45** 40.52** 40.37** 49.45** 35.50**
(1.2 × 10−09) (9.2 × 10−07) (1.7 × 10−10) (9.9 × 10−11) (1.0 × 10−10) (1.0 × 10−12) (1.3 × 10−09)

SOQN 23.89** 28.62** 37.23** 30.17** 36.15** 45.45** 39.26**
(5.2 × 10−07) (4.5 × 10−08) (5.3 × 10−10) (2.0 × 10−08) (9.3 × 10−10) (7.9 × 10−12) (1.9 × 10−10)

* significance level 5%; ** significance level 1%; () denotes p-values
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Table 24 Comparison of B and C values for maximum MAE of the conventional and proposed method

Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB

PCC B 120 78 248 62 443 397 51

C 281 195 387 187 770 617 143

COS B 94 83 272 66 462 372 53

C 236 202 451 192 799 603 148

JACC B 117 89 244 77 649 370 61

C 262 192 414 213 953 609 135

JMSD B 139 83 242 81 758 384 63

C 267 177 443 209 1086 592 153

PIP B 137 81 205 78 760 359 56

C 281 175 379 196 1005 551 152

NHSM B 121 73 221 73 659 337 54

C 255 166 431 187 960 568 117

BCFMed B 114 69 231 75 722 375 53

C 250 158 421 154 997 600 126

BCFcorr B 116 73 233 69 644 377 43

C 252 151 433 137 934 534 115

RJACC B 117 70 260 66 451 295 32

C 248 155 434 154 660 511 109

RJMSD B 129 79 248 71 528 339 39

C 255 161 411 149 755 518 101

SOQN B 143 66 238 82 440 384 43

C 247 144 392 162 641 552 114

The best results are boldfaced

Table 23 The calculated χ2 value for maximum MAE of the proposed method against the conventional method

Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB

PCC 63.14** 49.28** 30.15** 61.75** 87.78** 47.30** 42.68**
(9.7 × 10−16) (1.1 × 10−12) (2.0 × 10−08) (1.9 × 10−15) (3.6 × 10−21) (3.1 × 10−12) (3.2 × 10−11)

COS 59.76** 48.85** 43.91** 60.56** 89.74** 54.04** 43.96**
(5.4 × 10−15) (1.4 × 10−12) (1.7 × 10−11) (3.6 × 10−15) (1.3 × 10−21) (1.0 × 10−13) (1.7 × 10−11)

JACC 54.56** 37.02** 43.66** 62.84** 57.38** 57.65** 27.18**
(7.6 × 10−14) (5.9 × 10−10) (2.0 × 10−11) (1.1 × 10−15) (1.8 × 10−14) (1.5 × 10−14) (9.5 × 10−08)

JMSD 39.51** 33.26** 58.57** 55.61** 57.92** 43.98** 36.67**
(1.6 × 10−10) (4.1 × 10−09) (9.9 × 10−15) (4.4 × 10−14) (1.3 × 10−14) (1.6 × 10−11) (7.1 × 10−10)

PIP 48.81** 33.78** 51.00** 49.96** 33.64** 39.93** 43.38**
(1.4 × 10−12) (3.1 × 10−09) (4.6 × 10−13) (8.0 × 10−13) (3.4 × 10−09) (1.3 × 10−10) (2.2 × 10−11)

NHSM 47.42** 35.41** 66.76** 49.11** 55.39** 58.48** 22.48**
(2.9 × 10−12) (1.3 × 10−09) (1.5 × 10−16) (1.2 × 10−12) (5.0 × 10−14) (1.0 × 10−14) (1.1 × 10−06)

BCFMed 49.92** 34.11** 54.41** 26.56** 43.94** 51.73** 28.96**
(8.1 × 10−13) (2.6 × 10−09) (8.2 × 10−14) (1.3 × 10−07) (1.7 × 10−11) (3.2 × 10−13) (3.8 × 10−08)

BCFcorr 49.30** 26.46** 58.97** 21.79** 52.84** 26.61** 31.90**
(1.1 × 10−12) (1.3 × 10−07) (8.1 × 10−15) (1.5 × 10−06) (1.8 × 10−13) (1.2 × 10−07) (8.3 × 10−09)

RJACC 46.28** 31.36** 43.35** 34.40** 38.79** 57.52** 40.96**
(5.2 × 10−12) (1.1 × 10−08) (2.3 × 10−11) (2.3 × 10−09) (2.4 × 10−10) (1.7 × 10−14) (7.9 × 10−11)

RJMSD 41.06** 27.33** 39.86** 26.95** 39.86** 37.03** 26.57**
(7.7 × 10−11) (8.8 × 10−08) (1.3 × 10−10) (1.0 × 10−07) (1.3 × 10−10) (5.9 × 10−10) (1.3 × 10−07)

SOQN 27.55** 28.23** 37.459** 25.57** 36.78** 30.07** 31.21**
(7.8 × 10−08) (5.5 × 10−08) (4.7 × 10−10) (2.2 × 10−07) (6.7 × 10−10) (2.1 × 10−08) (1.1 × 10−08)

* significance level 5%; ** significance level 1%; () denotes p-values
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indicates more number of actual good rating items are correct-
ly predicted by our proposed method. Table 27 is the compar-
ison of average F1 measure values for the conventional and
proposed method.

The F1 measure includes both the precision and recall
values. The proposed method attains better results for all the
datasets. To validate the effectiveness of the proposed method
the Friedman rank test is conducted on F1 -Measure values.
The Fr values are listed in Table 28.

The calculated Frvalues confirm that the performance of all
the methods is not equal. Also, the average rank using for Fr
calculation is shown in Table 29.

Table 29 indicate that the proposedmethod provides higher
F1-measure for all the feasible sub-problems. Furthermore,

most of the actual good rating items are correctly recommend-
ed by the proposed method.

The main issue in CF-based RS is sparsity problem. A new
framework is introduced to solve the sparsity problem and to
enhance the prediction performance. The experiments are con-
ducted on various level of sparse data. The MAE and RMSE
results for our proposed approach is minimal compared to
conventional similarity measures like PCC, COS, JACC and
JMSD with user based prediction expression. The specific
similarity methods used for CF-based RS are PIP, NHSM,
BCFcorr, BCFMed, RJACC, RJMSD, SOQN with user based
prediction expression also attains higher MAE and RMSE
values than the proposed methods for all the datasets. This
clearly shows that the predicted ratings by the proposed

Table 26 Comparison of average recall values for the conventional and proposed method

Datasets Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB
Methods

PCC 0.737 0.710 0.785 0.717 0.719 0.723 0.741

COS 0.736 0.725 0.720 0.724 0.714 0.743 0.765

JACC 0.746 0.729 0.722 0.715 0.725 0.739 0.748

JMSD 0.763 0.724 0.726 0.735 0.710 0.761 0.780

PIP 0.764 0.749 0.745 0.743 0.751 0.769 0.782

NHSM 0.776 0.718 0.736 0.718 0.759 0.741 0.795

BCFMed 0.790 0.731 0.743 0.719 0.755 0.743 0.762

BCFcorr 0.788 0.730 0.759 0.727 0.776 0.756 0.775

RJACC 0.793 0.755 0.767 0.754 0.782 0.763 0.784

RJMSD 0.804 0.753 0.763 0.733 0.790 0.780 0.757

SOQN 0.802 0.759 0.713 0.745 0.791 0.782 0.800

Proposed 0.842 0.833 0.814 0.819 0.845 0.856 0.871

The best results are boldfaced

Table 25 Comparison of average precision values for the conventional and proposed method

Datasets Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB
Methods

PCC 0.727 0.685 0.715 0.719 0.721 0.711 0.729

COS 0.725 0.712 0.662 0.717 0.731 0.726 0.747

JACC 0.740 0.722 0.645 0.721 0.729 0.750 0.759

JMSD 0.746 0.732 0.653 0.726 0.747 0.757 0.776

PIP 0.773 0.729 0.671 0.758 0.701 0.761 0.774

NHSM 0.763 0.716 0.681 0.748 0.767 0.750 0.784

BCFMed 0.772 0.721 0.684 0.755 0.774 0.737 0.755

BCFcorr 0.785 0.735 0.698 0.755 0.782 0.754 0.773

RJACC 0.791 0.747 0.703 0.768 0.798 0.758 0.775

RJMSD 0.795 0.749 0.710 0.773 0.799 0.764 0.766

SOQN 0.791 0.752 0.650 0.785 0.795 0.772 0.783

Proposed 0.839 0.828 0.810 0.841 0.837 0.867 0.881

The best results are boldfaced
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framework are closer to the actual ratings and this minimizes
the error values. The average ranking value for MAE and

RMSE of our proposed framework is 1, which denotes that
for various sub-problems, our proposed method provides

Table 29 Comparison of average rank values obtained using F1 as references for all dataset

Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB

PCC 10.84 11.57 2.53 11.76 10.78 11.34 11.56

COS 11.86 11.03 9.93 9.80 8.82 10.80 10.84

JACC 9.88 9.14 10.80 10.82 7.84 9.12 8.95

JMSD 8.94 7.79 11.56 7.93 9.80 4.95 4.99

PIP 8.09 5.78 7.84 3.95 11.76 3.92 5.14

NHSM 6.78 9.54 6.57 8.81 6.86 7.85 2.87

BCFMed 5.88 6.83 6.73 6.92 5.92 8.44 8.89

BCFcorr 4.98 4.85 4.98 5.88 4.90 6.66 6.51

RJACC 3.92 3.26 3.95 4.93 2.94 6.98 5.86

RJMSD 3.26 2.98 3.22 2.48 3.46 4.00 7.75

SOQN 2.56 4.24 8.89 3.72 3.92 2.94 3.64

Proposed 1.00 1.00 1.00 1.00 1.00 1.00 1.00

The best results are boldfaced

Table 28 Comparison of Fr
values using F1 as a reference for
all the dataset

Dataset Fr p-values Results

Epinions 233.02 4.77 × 10−44 H1 Accepted

CiaoDVD 227.08 8.27 × 10−43 H1 Accepted

MovieTweet 239.69 1.92 × 10−45 H1 Accepted

FlimTrust 245.15 1.39 × 10−46 H1 Accepted

NetFlix 243.60 2.92 × 10−46 H1 Accepted

ML1MB 227.71 6.11 × 10−43 H1 Accepted

ML100KB 235.13 1.72 × 10−44 H1 Accepted

Table 27 Comparison of average F1 measure for the conventional and proposed method

Datasets Epinions CiaoDVD MovieTweet FlimTrust NetFlix ML1MB ML100KB
Methods

PCC 0.730 0.696 0.745 0.715 0.716 0.719 0.737

COS 0.729 0.714 0.696 0.722 0.719 0.738 0.759

JACC 0.744 0.725 0.685 0.718 0.725 0.741 0.750

JMSD 0.758 0.727 0.685 0.729 0.717 0.758 0.777

PIP 0.763 0.735 0.707 0.745 0.711 0.763 0.776

NHSM 0.764 0.715 0.708 0.725 0.754 0.744 0.786

BCFMed 0.777 0.729 0.716 0.738 0.760 0.740 0.759

BCFcorr 0.778 0.736 0.731 0.740 0.767 0.753 0.772

RJACC 0.792 0.750 0.737 0.742 0.790 0.752 0.774

RJMSD 0.796 0.744 0.739 0.757 0.791 0.770 0.760

SOQN 0.798 0.757 0.697 0.764 0.789 0.774 0.789

Proposed 0.840 0.829 0.813 0.826 0.843 0.859 0.875

The best results are boldfaced
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better prediction rating. The McNemer test results in accep-
tance of alternate hypothesis, which shows that existing and
proposed methods performance are not same. Each conven-
tional method is tested with our proposed method and in all
the comparison, our proposed approach offers improved solu-
tion in terms of accurate prediction. Finally, the Precision,
Recall, and F1-measure values for our proposed approach
are above 0.8, higher than the other methods. The results ob-
tained from the analysis indicate that our proposed framework
improves the CF-based RS performance by correctly
predicting more good ratings items and reducing the misclas-
sification error. This improved prediction helps the company
to identify and recommend products that are more relevant to
online users.

6 Conclusion

CF-based RS depends on the similarity measures, of which
PIP is one of the most popular techniques for calculating the
similarity between the users. However, the ranges of
proximity-impact-popularity values are wide and each com-
ponent provides a different weight in different scenarios; i.e.,
the magnitude of each component differs. This is a serious
limitation of existing PIPmeasures; therefore, we have devel-
oped a modified PIP similarity measure that provides a com-
mon value range between 0 and 1 for all the three components,
resulting in equal priority. We have also developed a modified
prediction expression to include the item-based average and
weighted average deviation with user-based average and
weighted average deviation in the expression to improve ac-
curacy. Finally, a procedure for forecasting unrated items has
been introduced to improve the recommendation perfor-
mance. The proposed framework was tested by using various
benchmark datasets, namely ML1MB, Netflix, ML100KB,
CiaoDVD, Epinions, MovieTweet, and FlimTrust. The entire
analysis was conducted for a different level of sparsity sub-
problems generated from the user-item rating matrix. The var-
ious level of sparse data is created by varying the number of
users, items, and ratings. This is done for all datasets. The
results obtained from the proposed method are compared with
those of conventional methods. The proposed framework pro-
vides better results for all datasets yielding lower MAE and
RMSE than the existing methods. The McNemer test is con-
ducted to validate the proposed method in terms of good and
bad rating recommendations. This analysis results in the ac-
ceptance of the alternate hypothesis (i.e., the performances of
the conventional and proposed methods are not equal). Also,
precision, recall, and F1-measure are calculated to identify the
best method based on the confusion matrix. The proposed
method attains higher precision, recall, and F1-measure.
Finally, a Friedman rank test was conducted on the MAE,

RMSE, and F1 values. The statistical results show that our
proposed framework outperformed the other methods.
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