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Abstract
The item-based collaborative filtering technique recommends an item to the user from the rating of k-nearest items.
Generally, a random value of k is considered to find nearest neighbor from item-item similarity matrix. However,
consideration of a random value for k intuitively is not a rational approach, as different items may have different value of
k nearest neighbor. Sparsity in the data set is another challenge in collaborative filtering, as number of co-rated items’ may
be few or zero. Due to the above two reasons, collaborative filtering provides inaccurate recommendations, because the
predicted rating may tend towards the Mean. The objective of the proposed work is to improve the accuracy by mitigating
the above issues. Instead of using a random value of k, we use the most similar neighbor for each target item so as to predict
the target item, since finding k for different target item is computationally expensive. Bhattacharyya Coefficient is used
as a similarity measure to handle sparsity in the dataset. The performance of the proposed algorithm is tested the datasets
of MovieLens and Film Trust, and experimental results reveal better prediction accuracy than the best of the prevalent
prediction approaches exist in literature.
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1 Introduction

With the improved technology of the internet based applica-
tions, the most influential method of marketing, promoting
and advertising is the internet itself. Recent commercial and
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entertainment websites are implementing various recom-
mendation algorithms which help in persuading the users to
think about the offer that the website promotes for a prod-
uct. Collaborative Filtering (CF) is an approach to perform
predictions based on similar users or items. There is a grow-
ing interest of CF techniques in the research community
because of the following reasons: i) It benefits from large
user bases, ii) It’s flexible across different domains, iii) It
produces more serendipitous recommendations, and iv) It
can capture more nuances around items. Model-based and
memory-based CF are the two widely used algorithms of
CF-based recommender system (RS). The main advantages
of model-based CF are scalability and prediction speed, but
it suffers from the issues of inflexibility, and Quality of pre-
dictions [1]. Memory-based CF is one of the simplest forms
of CFs used in many early commercial applications. The
effectiveness and ease of implementation of memory-based
CF may still attract more and more attention of the mod-
ern research community, in spite of the approach being a
relatively old one [2]. Memory-based CF has better scope
for successful recommendation because it can sustain on a
very little data feed. For instance, the user’s rating about
an item is enough for performing analysis and easy adjust-
ment of new data; independent of content of the items being
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recommended and good correlation with similar items [3,
4]. The two algorithms used in memory-based CF are user-
based CF and item-based CF. User-based CF employs the
similarity between the target user and other users, whereas
item-based CF uses similarity between the target item and
other items. The underlying assumption of the user-based
CF approach is that if a person ‘A’ has the same opinion as a
person ‘B’ on an issue, ‘A’ is more likely to have B’s opinion
on a different issue than that of a randomly chosen person
[5]. Items-based CF launched by Amazon has been widely
adopted across all the web giants because of the follow-
ing reasons [6–10]: (i) User-based CF is computationally
expensive as the entire system model has to be recomputed
because user profiles changes quickly. (ii) improved scala-
bility and prediction accuracy. (iii) This method is a more
stable method than user-based CF in sparse dataset because
the average item has a lot more ratings than the average user
and as a result individual ratings doesn’t impact much.

Item-based CF relies on the ratings of k nearest neighbors
to predict the rating of target item. A random value of k is
considered and is fixed for different target items. Besides
this, sparsity is another issue in the context of prediction
accuracy because in the presence of sparsity the number
of co-rated items’ is reduced to few or zero. Owing to
the above mentioned reasons, the weighted sum of the k
nearest neighbors’ rating may result in incorrect prediction,
which in turn degrades the accuracy of the item-based CF.
Moreover, we have observed that predicted rating in such
situations leans towards the mean.

However, in real life different people may have different
number of nearest friend and the same analogy can be
used to find k nearest neighbors in rating prediction for
target item in item-based CF. Moreover, correlation based
similarity measure is not suitable in sparse dataset [11].

Although people may be benefited from item-based CF,
an obvious question is: should we use strategies that adopted
the weighted sum of the rating of k nearest neighbors or we
should find the optimal value of k for different target item?
or is it better to rely on the rating of ‘most’ similar item for
recommending a target item?

This paper proposes a modified prediction approach
to improve the accuracy of item-based CF. We consider
Bhattacharyya Coefficient (BC) as a similarity measure
(SM), and only a single item that is ‘most’ similar to
the ‘item-to-be-recommended’ to the target user. Our
contributions of this paper are as follows:

• A modified prediction approach is proposed for
the item-based CF. In modified prediction approach
Bhattacharyya Coefficient is used in SM to increase
the proportion of similar items, and ‘most’ similar item
is considered for rating prediction because number of

k most similar items are different for different target
items.

• A comparison has been adopted to select the best
prediction approach from the traditional prediction
approaches.

• The proposed prediction approach is compared with
the existing best prediction approach in item-based
collaborative filtering. The experimental results have
been shown on the MovieLens and Film Trust datasets
in Section 5, where the proposed approach provides the
enhanced accuracy.

Rest of the paper is structured as follows. Section 2
discusses the Background and Related Work. Motivations,
the proposed approach and algorithm are portrayed by
Sections 3 and 4, followed by the Experimental Analysis
and Results. The last section concludes our paper with
future direction.

2 Background and related work

The goal of CF is to inform the user about new items
or recommend the certain items based on the user’s need.
The memory-based CF is also called as neighborhood-
based CF. The framework of memory-based CF can be
broadly classified into the following parts [8] as illustrated
in Fig. 1: 1). Data Collection, 2). Data Processing using
Similarity Metrics, 3) Rating Prediction, and 4) Top-N
Recommendation. The first part of the framework consists
of the collection of rating information from users. The
collected rating information is used to determine the k most
similar items of the target item using different similarity
measures. After that, calculated k most similar items of the
target item are used to predict the missing rating of the target
item. And, based on these predicted ratings a list of Top-N
items is generated and recommended to the target user.

2.1 Data collection

Data Collection is the lifeblood of RS. Explicit and implict
are the two rating collection methods used in the memory-
based CF [12]. In a traditional memory-based CF scenario,
there is a list of m users, i.e. (U={u1, u2, ......., um}) and
a list of n items, i.e. (I={i1, i2, ......., in}). Each user has
a list of items about which the user expresses his opinion
explicitly using rating score within a certain numerical
scale. In implicit way, the system tries to extract the user’s
preferences based on their behaviour, i.e. 1) Time spent in
searching an item; 2) Click behaviour; and 3) Movement of
mouse cursor. Finally, user-item rating dataset is generated
by combining the above mentioned methods.
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Fig. 1 Conceptual framework of memory-based Collaborative Filtering

2.2 Data processing using similarity metric

In memory-based CF approach, the similarity between a
pair of items is calculated using the SM as listed in the
Table 1.

2.3 Rating prediction

Rating prediction for the target item i of active user u is
determined by a set s of similar items corresponds to item
i. The ratings in item set s which are already given by
user u are used to predict whether the user will like the
item i or not. Different techniques of weighted sum such
as Mean Centering (MC), Weighted Average (WA), and
Z-Score (ZS) have been used for prediction computation.

They use rating of similar items as a weighting factor. The
details of these prevalent prediction approaches (PAs) are as
follows:

Mean Centering: It is the most prevalent PA [17] of
item-based CF. The equation to predict the rating is
shown below.

ˆrui = r̄i +
∑

j∈Nu(i)sim(i, j)(rju − r̄j )
∑

j∈Nu(i)|sim(i, j)| (1)

Here, ˆrui represents the predicted value of item i of user
u.

Weighted Average: The weighted average approach pre-
dicts the rating for an unrated item using the correlation

Table 1 Similarity metrics

Similarity metrics Equation

Cosine Similarity (CS) [7] sim(i, j) = cos(�i, �j) = �i. �j
||�i||2∗|| �j ||2

Adjusted Cosine Similarity (ACS) [7] sim(i, j) =
∑

u∈U (Ru,i−R̄u)(Ru,j −R̄u)
2
√∑

u∈U (Ru,i−R̄u)2 2
√∑

u∈U (Ru,j −R̄u)2

Euclidean Distance (ED) [13] sim(i, j) = 2

√∑
u∈Uij

(riu−rju)2

|Uij |

Manhattan Distance (MD) [13] sim(i, j) =
∑

u∈Uij
(riu−rju)2

|Uij |

Mean Squared Distance (MSD) [14] sim(i, j) =
∑

u∈Uij
(riu−rju)2

|Uij |
Pearson Correlation (PC) [7] sim(i, j) =

∑
u∈U (Ru,i−R̄i )(Ru,j −R̄j )

2
√∑

u∈U (Ru,i−R̄i )
2 2
√∑

u∈U (Ru,j −R̄j )2

Spearman Correlation (SC) [14, 15] sim(i, j) =
∑

u∈U (ku,i−k̄i )(ku,j −k̄j )
2
√∑

u∈U (ku,i−k̄i )
2 2
√∑

u∈U (ku,j −k̄j )2

Bhattacharyya Coefficient (BC) [11, 16] sim(i, j) = Jacc(i, j) + ∑
u∈Ui

∑
v∈Uj

BC(u, v)loc(riu , rjv )
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values as weights [7]. The equation to predict a rating is
given as follows:

ˆrui =
∑

j∈Nu(i)sim(i, j)rju
∑

j∈Nu(i)|sim(i, j)| (2)

Z-Score: This approach was initially proposed to cal-
culate the financial risks (such as to calculate the
bankruptcy of a bank). Unlike Mean Centering, the stan-
dard deviation of ratings of the item is also taken into
consideration [18, 19]. The equation of Z-Score is as
follows:

ˆrui = r̄i + σi

∑
j∈Nu(i)sim(i, j)(rju − r̄j )/σj

∑
j∈Nu(i)|sim(i, j)| (3)

Here, σi and σj are the standard deviation of rating of
item i & j respectively. Some references of frequently
used PAs in item-based CF are shown in Table 2.

2.4 Top-N recommendation

The predicted ratings are fed to the RS, which generates a
user specified list, called Top-N recommendation [35]. The
ratings in the form of user-item dataset are inherently sparse
in the real world. For example if a user rates 1% of the 2
million items available on an e-commerce website, he/she
may only rate at most 20,000 items [7] which causes the
dataset to become sparse.

There exists a plethora of works to improve the accuracy
of the user and item-based CF in literature. The descriptions
of some of the most relevant literature are as follows:

2.4.1 User-based CF

Bobadilla et al. [39] have analyzed the dataset of Movielens,
Netflix, and FilmAffinity, and suggested that traditional
similarity metrics can be improved by appending contextual
information of users. According to their hypothesis, the
similarity value must be modulated by the singularity value,
in such a way that the singular similarity should be awarded
a higher value than any normal similarity. Singularity gives
excellent results for prediction in user-based CF.

Liu et. al have proposed a novel similarity metric based
on the combined information entropy with compressive
distance weight based on the probability distribution of
rating distance [40].

Table 2 Prediction approach

Prediction approach Reference

Mean centering [2, 11, 17, 20–31]

Weighted average [7, 25, 27, 32–36]

Z-Score [18, 19, 37, 38]

Ai et. al have introduced a network model to evaluate
the similarity of the items using a number of corresponding
reviews given by a user and differences between those
viewpoints. The calculated similarity is compared with
Pearson approach [29].

Cacheda et al. [41] have deliberated two new metrics to
measure the precision on items and the results have revealed
theweaknesses ofmany algorithms in extracting information
from user profiles under sparsity conditions. An alternative
approach has been presented based on the interpretation
of the tendencies or differences between users and items.
Two new metrics, i.e. Good Items MAE (GIM), and
Good Predicted Items MAE (GPIM), are used to measure
the quality of a recommendation list using prediction
accuracy techniques. The online datasets have been used
to simplify the evaluation and also used at the same time,
in the detection of undesirable biases in the predictions.
Furthermore, a novel strategy of memory-based CF has been
proposed based on the tendencies or differences between
users and items, instead of their similarities.

Bilge et al. [42] have compared traditional approaches
with multi-dimensional distance to determine appropriate
neighbors which produce more accurate recommendations
by utilizing multi-criteria item-based CF algorithm instead
of a single criterion rating-based algorithm. Giving rating
on various criteria of an item becomes boring to a user, and
it tends to a huge sparse dataset.

Hui et al. [43] have introduced a theoretical framework to
improve the item-based collaborative Filtering using TAG
similarity to minimize the sparsity and cold start issue.
However, the performance of the proposed system is not
tested using any real dataset. To mitigate the problem of
scalability and sparsity, a clustering method is suggested
by Wen et al. [44] to improve the performance of item-
based CF when the item size is large. The authors [4]
have presented a new user similarity model to improve the
recommendation performance when only a few ratings are
available. The model not only considered the local context
information, i.e user ratings but also the global preference,
i.e. proportion of common ratings of the user. They
also analyzed the disadvantages of the existing similarity
measures. Finding similar neighbors with the help of global
preferences of a user is not suitable in highly sparse
dataset.

Koohi and Kiani have explored a method of enhancing
the performance of the recommendation systems by
utilizing the subspace clustering methods to derive the best
similar neighbors without any varying parameters [45]. The
aforesaid user lists are used to construct a tree, where the
target item is the root and the similar items are its children
and so forth. The similarity of the target item is calculated
with correlation to its multiple children and then fed to a
prediction approach for rating prediction.

Enhancing recommendation accuracy of item-based collaborative filtering using Bhattacharyya coefficient... 4711



Ye and Zhang have introduced a similarity paradigm
that evaluates user similarities by utilizing the user’s
interest based on certain predefined categories and the item
similarities are detected using association rule mining [46].
The similarities are then used to predict the ratings using
rating prediction approach.

Patra et al. [11] have introduced a new similarity measure
based on Bhattacharyya coefficient to improve the accuracy
of CF due to the sparsity. Suryakant and Mahara have
proposed a novel similarity mechanism to accurately detect
the correlation among the users by evaluating the mean
divergence of their habits upon the rated items [47]. The
correlation values are used to predict the ratings of target
items.

Stephen et al. have addressed the issues of data sparsity
for evaluation of the similarity in memory-based CF [27].
They have provided a comprehensive study of similarity
metrics and proposed a method that categorizes the items
in a hierarchical order that helps in reducing the sparsity of
user-item rating dataset. To increase the accuracy of user-
based CF, the average rating of users has been taken as an
additional argument in Jaccard based similarity measure by
Ayub et al. [48].

In spite of the improved similarity measure, prediction
score algorithms also play a significant role in the accuracy
of memory-based CF. To justify the aforesaid statement, Al-
bashir et al. have introduced the TOPSIS technique [49]. In
this paper, conventional prediction approaches are replaced
by TOPSIS technique to obtain improved recommendations.
TOPSIS technique utilizes the similarity value of Top-
N users and multi-attribute decision-making (MADM)
technique to generate the Top-N recommendations for the
target user. However, we observed that the most of the
papers available in the literature attempts to improve the
accuracy of user-based CF by proposing a new similarity
measure algorithm. All of them use aggregation to predict
the rating of the target user.

2.4.2 Item-based CF

As per our knowledge, very few works have been addressed
towards the enhancement of accuracy in item-based CF. One
of the major issues of traditional similarity measures is that
equal weight is assigned to all items in the computation
of item-item similarity. An item which is recently rated by
a user should have higher preference than the previously
rated item by that user. To consider user purchase behavior
on time, Ding et al. have introduced a time function to
compute the similarity between two items [50]. With the
help of time function, the proposed algorithm assigns time
weights to different items in decreasing order from recent
to old. In this direction, Zhang et al. have applied a time-
aware similarity computation to improve the performance of

item-based CF [51]. In their proposed approach, the items
which are more relevant to the target users have assigned
with higher weights. Gao et al. have presented a PageRank-
based ranking approach to incorporate the weighted user-
rank in the calculation of item-item similarity [52].

Diversity is considered as a desirable property of a good
RS. An accurate RS may have a diverse recommendation
list for each target user. In this direction, Jain et al. have
introduced a multi-objective recommender framework to
recommend diverse and novel items [53]. The proposed
framework adopts a similarity model using Bhattacharyya
Coefficient to compute the nearest neighbors, and a random
value of k nearest neighbors to evaluate unknown ratings.

We can observe that the most of the existing work of
memory-based CF has hinged around the combination of an
improved similarity measure and the traditional prediction
approach to improve the recommendation accuracy as
shown in Table 3.

Research article available in the literature to improve the
accuracy of CF in sparse dataset mainly focuses on finding
new techniques for similarity measure. However, the size of
nearest neighbor in prediction computation can profoundly
affect the performance of item-based CF in sparse dataset.
Proper selection of optimum number of nearest neighbor for
rating prediction can significantly improve the performance
of CF.

3Motivation

Prediction accuracy in traditional PAs adversely affected
when the dataset is sparse and users’ ratings are few or no
co-rated. The following two datasets with different sparsity
levels are used to explain the limitation of traditional
PAs. Table 4 represents a user-item rating dataset with
moderate sparsity, whereas Table 5 is contained relatively
high sparsity. The symbol ‘?’ in the dataset, indicates the
user does not rate the particular item.

To find the nature of traditional PAs in item-based CF, we
remove randomly 5% and 10% given ratings from Tables 4
and 5, and predict these removed ratings. Figure 2 illustrates
the accuracy of PAs using different threshold values of k

Table 3 Summary of related work

Memory-based CF Reference

Improved Improved

Similarity measure Prediction approach

User-based CF [4, 11, 27, 29, 39–48, 53] [49]

Item-based CF [50–53] X

P. K. Singh et al.4712



Table 4 Users’ rating with
moderate sparsity I1 I2 I3 I4 I5 I6

U1 ? 0.5 3 ? 2.5 1

U2 2.5 ? ? 4.5 ? 3

U3 5 1 3.5 ? 2.5 ?

U4 ? 4 5 2.5 ? 0.5

U5 4 ? ? 2 1.5 ?

in most similar items. The equation for computing mean
absolute error (MAE) is as follows:

MAE =
∑N

i=1|pi − q̂i |
N

(4)

Where, < pi, q̂i > represents the ratings-prediction pair
and N denotes the total number of ratings-prediction pair.

The above graph clearly depicts the fact that prediction
error using all PAs significantly increases when the sparsity
of dataset is increased from 5% to 10%. In most of the
cases, we can also notice that prediction error increases
for the higher value of k in most similar items, and for
k=1 (‘most’ similar item) minimum error is achieved. The
obvious reason is that when sparsity of the dataset and
prediction error are increased the standard deviation (SD)
becomes very less, as a result, the predicted rating leans
towards the item’s mean rating.

The observations (Figs. 2 to 3) clearly explain the
relationship between prediction accuracy and SD. The SD
of the variable can be calculated by following:

SD = 2

√
√
√
√ 1

N

N∑

i=1

(xi − μ) (5)

where xi is the predicted value of item i, μ is the mean of
item i, and N is the total number of observation.

From Figs. 2 to 3, we can notice that prediction error is
directly proportional to the sparsity of the dataset, whereas
in most of the cases, for a large value of k, the prediction
error and average SD of items are high, i.e. more the SD
less will be the prediction error. The above observations

reveal the fact that for a large value of k in a sparse dataset,
the recommended item will reflect the average view, which
deviates from the basic objective of collaborative filtering.
In such scenario, to provide personalized recommendation
in a sparse dataset, it is necessary to reduce the number of
similar items in rating prediction.

4 The proposed approach

The input of the proposed approach is a user-item dataset
generated from the tuple < Uid , Iid , Rating >, where Uid

represents the set of unique user, Iid denotes the set of
unique item and Rating identifies the user’s feedback on the
particular item. The prediction of missing/unknown ratings
play a vital role in CF based recommendation systems,
as low accuracy may cause the enterprise to lose many
potential customers. Many top brands like Amazon, Netfix,
and MovieLens etc. investing a large portion of their budget
to improve the accuracy of CF-based RS [7, 54, 55] to get
competitive advantage. In this direction, we propose the
system model as shown in Fig. 4.

4.1 User reviewmodel

The review model consists of the user set (Uid ) of size m
and item set (Iid ) of size n, represented as a m×n rating
matrix. For a given user-item rating dataset, the target items
represented as:
∃j∀i ¬R(i,j) → T(i,j), which indicates, item j will be the
target item for user i, if he/she has not rated it.

Table 5 Users’ rating with
high sparsity I1 I2 I3 I4 I5 I6

U1 ? 0.5 ? ? ? ?

U2 ? ? ? 4.5 ? 3

U3 5 1 3.5 ? ? ?

U4 ? ? ? 2.5 ? 0.5

U5 4 ? ? ? 1.5 ?
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Fig. 2 Prediction accuracy using different number of similar items at various sparse datasets

4.2 Finding the ‘Most’ similar item using similarity
measure using Bhattacharyya Coefficient

The proposed approach uses the rating of the ‘most’ similar
item corresponding to the target item. For each item i, the

‘most’ similar item j is represented as: ∀i ∃!j (S(i,j) ∧
max(Simj ) → SM(i, j), where S(i,j) denotes the similarity
value of item i and item j computed using BC and SM (i,j)
means that the similarity value between item i and j is found
to be maximum.
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Fig. 3 Standard Deviation of items’ rating at various sparse datasets
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Fig. 4 Rating based movie
recommender system

4.3 Rating predictionmodel

The Top-N recommendation list includes only those items
whose predicted rating satisfies system specified threshold
value. Rating prediction of target item i in the proposed
model is formulated as: RT (i,j) = SM (j,k)*R(i,k), where
RT (i,j) shows the rating value of user i on target item j,
SM (j,k) represents that k is the ‘most’ similar item of j and
R(i,k) denotes the rating of user i on item k.

If multiplication of SM (j,k) * R(i,k) is ≤ 0 then RT (i,j) =
RA(j), where RA(j) stands for average rating of item j.

4.3.1 Proposed algorithm

Determining similarity between items is crucial as all
neighbors’ ratings may not be equally valuable [56]. Two
items are said to be similar if their rating patterns are
same. With this approach, the missing rating is predicted
using similarity value and rating information of the ‘most’
similar item. Hence, prediction formula of Congenerous
items using Congenerous Rating (CR) becomes:

ˆrui = round(sim(i, j) ∗ ruj ) (6)

Where, ˆrui represents the predicted rating of item i of user
u. sim(i,j) means that item i and j are found to be ‘most’
similar, and ruj is the available rating of item j given by
user u. Table 6 shows the mathematical notations used in
the proposed approach, and the detail steps are shown in
Algorithm 1.
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Table 6 List of notations

U={u1, u2,......., um} A set of users where ui (1 ≤ i ≤ m) denotes one user

I ={i1, i2,......., in} A set of items where ii (1 ≤ j ≤ n) denotes one item

Ri = < Ri,1, Ri,2, Ri,n > A vector, denoting the rating information of the user Ui .

IAvg = {A1, A2, ..., An} A set of mean rating of the items, where Ai denotes the average rating of ith item and (1 ≤ i ≤ n).

UI = < R1, R2, Rm > A vector of all user’s rating.

Simi = < Simi,1, Simi,2,..., Simi,n > A vector, represents the similarity value of items (1 ≤ i ≤ n).

Sim(i,j) Similarity between item i and j.

The suggested algorithm can be partitioned into three
sections. These sections are the elimination of self-
similarity, sorting of item similarity values for n items,
and rating prediction. Table 7 illustrates the time/running
complexity of the proposed algorithm in different cases.

5 Experimental analysis and results

The effectiveness of the proposed approach is explained in
this section. The performance of the proposed method is
compared with the best PA available in the literature. The
following two steps are used to perform the analysis.

1. Selection of the best prediction approach.
2. Comparison of the existing best prediction approach

and the proposed prediction approach.

5.1 Selection of the best prediction approach

For evaluating the accuracy of the three traditional PAs
available in the literature, their relative performances are
compared using BC. Further, the PA that excels among the
three is compared against the proposed prediction approach
in order to reach the final conclusion. The datasets that
are usually generated from MovieLens and other such open
sources suffer from a great deal of sparsity and ranges
from being moderately sparse to highly sparse. The standard
datasets of MovieLens, viz., ml-20m, ml-100k, and ml-1m,
and Film Trust used in the experimental analysis are highly
sparse. Brief details of these four datasets are shown in
Table 8.

In order to check the effectiveness of the proposed
approach in different levels of sparsity, the datasetml-20m is
modified into dataset 1* having lesser sparsity. The dataset

2, dataset 3, and dataset 4 are used without any modification.
Thus, the modified ‘dataset 1*’ becomes moderately sparse
based on the following conditions:

1. Only those users who rated at least 100 movies within
the dataset.

2. Only those movies that were rated by at least 1000
different users.

Hence the details of the modified dataset 1* and other three
datasets (dataset 2, dataset 3, and dataset 4) used in the
experimental analysis is shown in Table 9.

The analysis reveals that at 5%, 10%, and 15% sparsity,
the MC approach comes out with the best results. We
create, sparse datasets by randomly removing 5%, 10%,
and 15% of given ratings from datasets. All positive item
similarity value have been considered in this comparative
results. Though there is an increase in error of prediction
with the increasing sparsity, yet the relative performance of
MC approach in comparison with other approaches is a lot
better. The analysis results for the MAE on three different
datasets are shown in Fig. 5.

Often the performance of a system can be ambigu-
ous when considered as a whole, and in consequence the
analysis may go wrong. Considering this fact, the justi-
fication of the prediction algorithms by considering the
individual rating is also performed. We have compared
the root mean square error (RMSE) of 100 randomly
selected movies among the predominant PAs (MC, WA,
and ZS) at different sparsity, as depicted in Figs. 6, 7
and 8 and the equation of finding RMSE value is given
below.

RMSE = 2

√
∑N

i=1(pi − q̂i )2

N
(7)

Table 7 Running Complexity of the proposed algorithm

Cases Removal of self similarity Sorting of similarity values Rating prediction Total complexity

Best O(n) O(n2) O(mn) O(n) + O(n2) + O(mn) ≈ O(n(n + m))

Average O(n) O(n2logn) O(mnlogn) O(n) + O(n2logn) + O(mnlogn) ≈ O(nlogn(n + m))

Worst O(n) O(n3) O(mn2) O(n) + O(n3) + O(mn2) ≈ O(n2(n + m))
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Table 8 Details of the collected datasets

Dataset Purpose # Users # Items # Ratings Sparsity (%) Rating domain

MovieLens ml-20m (dataset 1) Movie 138493 27278 20000263 99.471 0.5 to 5.0 with half increments
MovieLens ml-100k (dataset 2) Movie 943 1682 100000 93.695 1 to 5.0 with one increments
MovieLens ml-1m (dataset 3) Movie 6040 3952 1000209 95.809 1 to 5.0 with one increments
Film trust (dataset 4) Movie 1508 2071 35494 99.988 0.5 to 5.0 with half increments

Table 9 Details of the dataset used in the experiments

Dataset User-Item rating space Sparsity (%) Generated sparsity (%) Density index #R*100
#U*#I

# Ratings
# Users

# Ratings
# Items

5 53.46 660.86 48.25
Dataset 1* 123595 46.53 10 48.12 695.64 45.71

15 45.44 591.29 43.17
5 5.95 100.74 56.48

Dataset 2 1586126 93.69 10 5.67 95.44 53.50
15 5.35 90.14 50.53
5 4.24 157.31 256.39

Dataset 3 22384240 95.80 10 4.02 149.04 242.90
15 3.79 140.76 229.41
5 1.08 22.36 16.28

Dataset 4 3123068 99.98 10 1.02 21.18 15.42
15 0.96 20.01 14.57
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Fig. 5 The graph portrays the comparison among MC, WA, and ZS, using MAE value at three different levels of sparsity
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(a) Left and right portions show the RMSE value at dataset 1* and dataset 2 respectively.
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(b) Left and right portions show the RMSE value at dataset 3 and dataset 4 respectively.

Fig. 6 The graph shows the comparison among MC, WA and ZS using RMSE. The performance of MC is found to be relatively better than the
other two approaches
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(a) Left and right portions show the RMSE value at dataset 1* and dataset 2 respectively.
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(b) Left and right portions show the RMSE value at dataset 3 and dataset 4 respectively.

Fig. 7 The graph represents that MC computes comparatively low RMSE values than the existing approaches at 10% sparsity. Hence, MC
outperforms WA and ZS
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(a) Left and right portions show the RMSE value at dataset 1* and dataset 2 respectively.
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(b) Left and right portions show the RMSE value at dataset 3 and dataset 4 respectively.

Fig. 8 The above comparisons uphold the fact that MC is a better prediction approach at 15% sparsity

Running Complexity of MC, WA, and ZS: In item-
based CF with m number of users and n number of
items, the running complexities of MC, WA, and ZS are
O(n(n + mlogn), O(nlogn(n + m), and O(n2(n + m))

in best, average and worst case respectively. We observe
that MC, WA, and ZS have the same running complexity
in each case due to the utilization of the same random
value of k similar neighbors.

Theoverall comparisonsmade above indicate the facts that
MC outperforms the other prevailing prediction approaches
in terms of accuracy metric at different levels of sparsity.

5.1.1 Comparison of proposed prediction approach withMC

The comparison results of MC and the proposed approach
is divided into three parts. Initially, we compared the
prediction accuracy on the basis of some statistical
measures, i.e. MAE, RMSE, Precision (Truly “high” ratings
among those that were predicted to be “high” by the RS),
Recall (correctly predicted “high” ratings among all the
ratings known to be “high”), Standard Error, and p-value.
Later part consists of comparison of the Mean Centering
approach with the proposed prediction approach on the
basis of prediction behavior and their running complexity.

The comparison is based on the behavior towards the mean
rating of the target item.

1. Comparison of MC and CR based on prediction
accuracy metrics
In the Congenerous Rating (CR) approach, the missing
rating of an item is presumed to directly correlate with
the extent of similarity of the other items concerned.
Thus, CR is developed with the interpretation that both
the SM and the rating of the similar items are the
deciding factors of the missing ratings. The justification
of the fact is that the CR performs better than MC, on
the basis of MAE, RMSE, Precision, and Recall at 5%,
10%, and 15% of sparsity.

• MAE value at different levels of sparsity:
Although it is a known fact that in any dataset
with increases sparsity, the accuracy of the recom-
mendation engine can be decreased significantly.
However, it can be observed from the Fig. 9 that
the two algorithms follow two different traits at dif-
ferent sparsity. MC shows a steady growth of MAE
value at different sparsity level, reflecting almost
linearly increasing error rate. But in the case of CR,
it can be observed that not only the MAE value
is low at each stage, but also the nature of the
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Fig. 9 The graph portrays the comparison of MC and CR at three different levels of sparsity

graph is of slow ascent. Hence in the case of MAE
evaluation, CR is found to perform better than MC.

• RMSE value at different levels of Sparsity:
In the following Figs. 10, 11 and 12, we have
explored the RMSE values of 100 movies for MC
and the proposed prediction approach.

Clearly the above RMSE value comparisons at
increasing levels of sparsity strengthens the fact
that CR performs better than MC.

• Precision and Recall at different levels of
Sparsity:
RS recommends only those Top-N items which
have high predicted rating [57]. In addition to the
above, we have used other accuracy metrics such
as precision and recall. We categorize the rating
dataset into two parts for calculation of precision
and recall. The value of ratings above the threshold
3 is considered as a high rating (Recommended

items) and less than the threshold is considered
as the low rating (Not recommended items). The
classification of the possible results of precision
and recall is shown in Table 10.

Precision and Recall are formulated using the
Table 10 [58] as follows:

Precision = #tp
#tp + #fp

. (8)

Recall = #tp
#tp + #fn

. (9)

Precision is a measure of accuracy and it varies
on a scale of 0 to 1. Higher the precision value
leads to higher accuracy in the result. The following
Figs. 13, 14 and 15, show the precision value of the
proposed approach and MC for 95 users at different
levels of sparsity.
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(a) Left and right portions show the RMSE value at dataset 1* and dataset 2 respectively.
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(b) Left and right portions show the RMSE value at dataset 3 and dataset 4 respectively.

Fig. 10 The graph depicts the comparison between MC and CR based on RMSE values at 5% sparsity. The RMSE value of MC is higher than
CR. This observation is in favor of CR, i.e. CR is less erroneous

The analysis of the precision values at different
levels of sparsity also depicts nearly the same
scenario as the previous analysis put forward. It
becomes clear that the precision of CR gets better
than MC and gradually surpasses it. Recall also

varies on a scale of 0 to 1. Comparison of recall
values at different level of sparsity are illustrated in
Figs. 16, 17 and 18.

Throughout the above Figs. 16 to 18, the
proposed approach proves to be more effective
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(a) Left and right portions show the RMSE value at dataset 1* and dataset 2 respectively.
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(b) Left and right portions show the RMSE value at dataset 3 and dataset 4 respectively.

Fig. 11 The above graph clearly explains that at different sparsity, RMSE in the proposed approach is less compared to MC
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(a) Left and right portions show the RMSE value at dataset 1* and dataset 2 respectively.
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(b) Left and right portions show the RMSE value at dataset 3 and dataset 4 respectively.

Fig. 12 The graph depicts the comparison between MC and CR at 15% sparsity. The observations clearly illustrate the increasing range of RMSE
value, which remains high for MC. It is inferred from the graph, the RMSE values of MC are generally higher than that of CR

in rating prediction than the Mean Centering
approach.

• Comparison of MC and CR using Standard
Error (SE) and p-value
In addition, to the above accuracy measures, we
have also considered SE and p-value. SE of an
estimator is nothing but the estimated standard
deviation of the mean of the sample. Suppose we
draw the N number of repeated samples, then it is
expected that the SD of those sample means should
be closer to the SE of the same. We can estimate the
SE of the sample mean distribution as the sample
SD divided by the square root of the size of the
sample, which can be written as follows [59–61]:

SE = SD
2
√

N
(10)

Probability of (|T | > |t |) is the computed p-value
using the t distribution under two-tailed test [59–
61]. It is nothing but the observing probability
of a greater absolute value of t under the null
hypothesis. If the computed p-value is lesser than
the value of tabulated alpha level (normally 0.01
or 0.05 etc.) then we can conclude that the mean
difference is statistically significant. However,
Probability of (T < t) and Probability of (T > t)
are p-values to evaluate the alternatives of (mean <

H0) and (mean > H0) respectively under one-tailed
test. In Table 11, the SE and p-value of CR is less
than that of MC. Thus, we can conclude that CR is
less prone to be erroneous.

The aforementioned graphical plots (from
Figs. 10 to 18) and Table 11 are illustrating that

Table 10 Classification of the
possible results of a
recommendation of an item to
a user

Type of ratings Prediction

Recommended Not recommended

( Predicted High Rating) (Predicted Low Rating)

Actual high rating True-Positive (tp) False-Negative (fn)

Actual low rating False-Positive (fp) True-Negative (tn)
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(a) Left and Right portions show the precision at dataset 1* and dataset 2 respectively.
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(b) Left and Right portions show the precision at dataset 3 and dataset 4 respectively.

Fig. 13 The graph depicts the comparison between MC and CR based
on precision value at 5% sparsity. The difference of precision values of
CR and MC is negligible, i.e. plots of CR and MC are superimposed

over one another at most of the points of the graph. Although, some
users get the more accurate result in CR as observed

the predictions of rating performed using Congen-
rous Rating approach provides better accuracy than
those predictions performed using Mean Centering
approach.

2. Comparison of MC and CR based on their running
complexity
CR becomes more preferable approach since CR takes
O(n(n + m)) whereas, MC utilizes O(n(n + mlogn))

time in best case.

• Comparison of MC and CR based on the
average standard deviation of items

The comparison of MC and the proposed prediction
approach (CR) based on the average standard deviation
of items’ rating are shown in Figs. 19 to 22. The above
graphs examine the affinity of predicted value towards
the mean rating of the target item for both MC and CR.
Now, the increase in sparsity from 10% to 70% reveals
a stronger bias of MC towards mean of the target item
in comparison with CR.

As we discussed earlier, MC outperforms the other
traditional prediction approaches on the basis of accuracy
in rating prediction. For rating prediction, the equation of
MC in item-based CF can be divided into two parts with
sum operation: (i) the mean rating of the target item, and
(ii) dividing the weighted sum of ratings of the k most
similar items by the sum of all the similarity values of the
k most similar items. For moderately sparse dataset 1* from
Fig. 19, we can notice that the average standard deviation
of all items after the predicted rating using MC is far away
from zero. This nature of predicted rating can be due to
the existing similarity value between items that provides
a nonzero value of the second part in MC approach. In
this scenario, the predicted rating of target item gets some
difference from its mean rating. But, with the increasing
sparsity, the similarity measure faces difficulty in finding of
similarity value between items. Therefore, Patra et al. have
proposed a new similarity measure (BC) that mitigates the
limitation of existing similarity measures by providing the
similarity value between items in a sparse scenario. But, for
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(a) Left and Right portions show the precision at dataset 1* and dataset 2 respectively.
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(b) Left and Right portions show the precision at dataset 3 and dataset 4 respectively.

Fig. 14 The graph portrays the comparison between MC and CR on the basis of precision value at 10% sparsity. The CR has higher precision
value than the MC in most of the observations. Thus, more accuracy in results goes in favor of CR
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(a) Left and Right portions show the precision at dataset 1* and dataset 2 respectively.
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(b) Left and Right portions show the precision at dataset 3 and dataset 4 respectively.

Fig. 15 The graph shows the comparison between MC and CR at 15% sparsity. In most of the observations, the precision value of MC and CR is
not overlapped and the precision value of CR is greater than the precision value of MC. It implies that CR is a more favorable approach than MC
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(a) Left and Right portions show the recall at dataset 1* and dataset 2 respectively.
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(b) Left and Right portions show the recall at dataset 3 and dataset 4 respectively.

Fig. 16 The graph represents the comparison between MC and CR based on recall value at 5% sparsity. Most of the users have higher recall value
of CR than MC. This condition is sufficient to support that CR is more accurate in this sparse dataset
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(a) Left and Right portions show the recall at dataset 1* and dataset 2 respectively.
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(b) Left and Right portions show the recall at dataset 3 and dataset 4 respectively.

Fig. 17 The graph shows the comparison between MC and CR on the basis of recall value at 10% sparsity. The recall value of CR is greater than
MC in all the observations. Hence, CR is more accurate at 10% sparsity also
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(a) Left and Right portions show the recall at dataset 1* and dataset 2 respectively.
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(b) Left and Right portions show the precision at dataset 3 and dataset 4 respectively.

Fig. 18 The graph portrays the comparison between MC and CR on the basis of recall value at 15% sparsity. It can be clearly observed that the
recall value of CR is higher than MC. Thus, the CR approach is more favorable for rating prediction

Table 11 Results of the estimations of missing values

Used dataset

Prediction Similarity dataset 1* Dataset 2 Dataset 3 Dataset 4

Approach Metric Standard
error

Probability
of error

Standard
error

Probability
of error

Standard
Error

Probability
of error

Standard
error

Probability
of error

MC BC 40.02 0.04 32.21 0.01 30.45 0.01 49.27 0.04

CR BC 14.01 0.0052 16.03 0.00 15.62 0.00 31.89 0.01

Fig. 19 The graph portrays the comparison of MC and CR at different levels of sparsity on dataset 1*
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Fig. 20 The graph portrays the comparison of MC and CR at different levels of sparsity on dataset 2

Fig. 21 The graph portrays the comparison of MC and CR at different levels of sparsity on dataset 3

Fig. 22 The graph portrays the comparison of MC and CR at different levels of sparsity on dataset 4
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a large number of similar items, the sum of the similarity
values of k most similar items, used in the second part of the
MC approach becomes very large. Hence, the second part
of the MC approach will highly tend toward the zero value.
In such scenario, the predicted rating of the target item will
be equal to the mean rating of the target item in the MC
approach and the average standard deviation of an item will
incline towards zero.

To mitigate the above limitation, the proposed prediction
approach uses only the similarity value of the ‘most’
similar item and the rating of the ‘most’ similar item. The
rationale behind considering the ‘most’ similar item in the
proposed work is summarized as: (i) Item-item correlation
matrix generated using correlation measure such as Pearson
correlation or its variants may be positive or positive semi
definite matrix for which all Eigenvalues are positive or
non-negative. Therefore, the determinant of the correlation
matrix always lies between 0 and 1 and inclusive. (ii) If
the value of the determinant is below certain threshold
value, then the matrix will be collinear. However, sparsity
in the large dataset causes most of the item-item correlation
matrix non-collinear. In such scenario, Principle Component
Analysis (PCA) and Orthogonal transformation can be used
to find the optimal value k nearest neighbor for different
target item which is computationally expensive.

From Section 5.1.1, it is observed that for all the
considered datasets, the proposed CR outperforms MC.
Hence, the similarity measure using the Bhattacharyya co-
efficient, and the proposed prediction approach enhance the
accuracy of existing item-based CF.

6 Conclusion and future work

The efficiency of business analytics is much dependent on
the success of RS. The impact of RS in CF technique is
influenced more by the prediction accuracy rather than the
similarity in the sparse dataset. The accuracy of the existing
prediction approaches used in item-based collaborative
filtering is not impressive for a large value of k in most
similar items, since the predicted rating of the target item
may tend to mean or zero leading to lesser accuracy in the
result. In such a scenario, if the prediction is done using
the ‘most’ similar item, the accuracy improves significantly
as the predicted rating shifts from the mean rating of the
target item. The proposed approach provides a two-fold
advantage, viz. providing better accuracy than the best
of the prominent prediction approaches and secondly, a
more personalized recommendation as average similar item
ratings are no more taken into consideration.

Several experiments were conducted on three popu-
larly used data sets to demonstrate the effectiveness of the

proposed approach. From the experimental results, we
observed that the proposed prediction approach can perform
better than the existing methods. These results demonstrate
the effectiveness of the proposed method and it success-
fully overcame the drawbacks of the existing prediction
approaches. According to the experimental results, the pro-
posed prediction approach significantly outperformed the
traditionally best prediction approach in terms of precision,
recall, F1, MAE, RMSE, SE, and p-value etc. even when the
similarity is calculated using the Bhattacharrya coefficient.
Hence, we conclude that the idea of selecting most simi-
lar item of a target item contributes more to the prediction
of accurate and personalized items which target users may
prefer.

Mere accuracy in the statistical analysis will not always
lead to an efficient recommendation as it may not reflect
the personal taste of the user. Therefore, the future scope
of the work will be to extract the intensity of users’ choice
depending on the features of the item for a fully matured and
accurate recommendation. The recommendation list may
contain diversified items as proposed by Jain et al. In this
direction, diversity and accuracy of recommendation will be
more enhanced using the combination of the multi-objective
similarity model by Jain et al., and our modified prediction
approach (i.e. ‘most’ similar neighbor).
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