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Abstract
In this paper, a novel zig-zag scan-based feedback convolution algorithm for image encryption against differential attacks
is proposed. The two measures Number of Pixel Change Rate (NPCR) and Unified Average Changed Intensity (UACI) are
commonly utilized for analyzing the differential attacks. From the study of the existing papers, even though high Number
of Pixel Change Rate and Unified Average Changed Intensity values are obtained, a few values lie in the critical range of α-
level significance which in turn increase the possibility of differential attacks. To overcome differential attacks, two aspects
of scanning with different test cases are analyzed and from these analyses, it is concluded that zig-zag scan based feedback
convolution in forward and reverse direction achieves good Number of Pixel Change Rate and Unified Average Changed
Intensity without critical values. Zig-zag scan based feedback convolution in forward and reverse direction is enforced for
key sequence generation and applied in diffusion process to achieve high level of security. Moreover, plain image related
initial seed is also generated to overcome the chosen/known plain text attacks. Both numerical and theoretical analyses
are performed to prove that the proposed encryption method is resistant to differential attacks. General security measures
are carried out for the proposed method to validate its security level. From the simulations, it is shown that the proposed
methodology has good keyspace, high key sensitivity, good randomness, and uniform distribution of cipher image pixels.

Keywords Convolution · Differential cryptanalysis · Image encryption · Security

1 Introduction

Due to the incredible development of information tech-
nology, numerous information/data is being transferred via
telecommunication networks like internet, computer net-
works, telephone networks, TCP/IP networks, etc. The
information may be a text or multimedia information like
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image, audio, video, etc. In today’s world, the security of
information/data is questionable because of the develop-
ment of network technologies. Particularly, image security
is essential for many domains and at the same time conven-
tional cryptographic algorithms like RSA, AES, and DES
are not pertinent because of certain aspects of the image
such as huge data size, high correlation, etc. Over the last
two decades, chaotic system is utilized for image encryption
due to the extrinsic features like ergodicity, high random-
ness and high sensitivity to initial conditions/parameters. As
a result of the fabulous features of chaos, many researchers
have been developing chaos-based image cryptosystem for
the past few years [9, 11, 16, 29, 30, 32, 40]. The security
of the cryptosystem is proved theoretically by analyzing the
cryptosystem against computational uncertainty for which
the system gives high randomness. But in the practical
level of cryptography, security is analyzed by checking
its resistance to various kinds of attacks such as differ-
ential attacks, brute force attacks, pattern attacks, etc. [6,
18, 19, 27, 31]. Jakimoski and Kocarev [14], proposed a
new block cipher using one-dimensional chaotic map which
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is analyzed against two necessary attacks i) differential
analysis (chosen/known-plaintext attacks) ii) linear crypt-
analysis (use of linear expressions used in the cryptosystem
to reveal the weakness in the cipher image). Of these pos-
sible attacks, the most vulnerable is the differential attack,
since the attackers target on plain image related attacks and
any encryption algorithm should resist this kind of attack.

The differential attack is analyzed with the help of two
measures - NPCR (Number of Pixels Change Rate) and
UACI (Unified Average Changing Intensity) [2, 5, 9, 11,
28, 29, 32, 38, 40]. Yue et al. [36] have formulated a
mathematical design for Number of Pixel Change Rate and
Unified Average Changed Intensity and used these values
to regulate the statistical belief of Number of Pixel Change
Rate and Unified Average Changed Intensity. From this
statistical hypothesis, few values are identified as critical
values with three α-level significance values 0.01, 0.05, and
0.001. However, all the existing encryption algorithms skip
the observations on “differential attacks.” The researchers
focus on encryption algorithms with less computational
complexity and fewer encryption times forget about the
protection against differential attacks. Among the many
attacks possible in image encryption the most vulnerable
attack is differential attacks. Also, the security of any
encryption scheme highly depends on diffusion process as
it is easy to cryptanalyse permutation only process. The
main aim of this paper is to provide good encryption from
diffusion effect itself by analyzing good Number of Pixel
Change Rate and Unified Average Changed Intensity values
as it can be concluded that the overall encryption system
is enough to withstand differential attacks if the diffusion
effect itself achieves good Number of Pixel Change Rate
and Unified Average Changed Intensity.

The main contributions of the present work are,

(i) A novel zig-zag scan based chaotic feedback convo-
lution model is constructed, and this model is inves-
tigated for its feasibility against differential attacks
by learning the Number of Pixel Change Rate and
Unified Average Changed Intensity values.

(ii) Various scanning methodologies for chaotic feedback
convolution model are analyzed for finding the best
model.

(iii) Inspired by the constructed chaotic forward and
reverse zigzag scan convolution with feedback given
in middle as the best model , this model is integrated
into the key generation process of encryption in order
to overcome differential attacks.

(iv) Non-critical Number of Pixel Change Rate and Uni-
fied Average Changed Intensity values are obtained
from the diffusion effect itself.

(v) Further, to overcome plain image related attacks, the
initial seed of logistic map is generated from plain

image. Also, realization of one-time pad technique is
also utilized for highly secure applications.

The rest of this paper is organized as follows: Section 2
gives a detailed explanation of the existing encryption
algorithms. Section 3 explains the preliminary concepts
used in the proposed method, the construction of proposed
framework along with its investigation and the integration
of the proposed framework into the encryption procedures.
Security analysis of the proposed method and theoretical
proof for perfect secrecy are given in Section 4 and the
findings are summarized in Section 5.

2 Related work

Due to rapid growth in multimedia and internet technology,
multimedia information such as images, videos, etc are
shared online. So, the confidentiality of information i.e.,
information security has become more important. For this
purpose, different techniques are approached. Rasul et al.
[8], have designed image encryption based on DNA
sequence and the NPCR and UACI values of different
sample images are indeed theoretically critical in the null
hypothesis test at 0.05 level suggested in [36]. Teng et al.
[34] implemented self-adaptive chaotic image encryption
for bit-level encryption and decryption for which the
NPCR value is 93.6768% and UACI value is 33.3364%.
These values intuitively show that the cryptosystem is
vulnerable to differential attack. In [24, 35, 39], some of
the NPCR and UACI values are theoretical critical values.
In these schemes, even though the keystream is strongly
correlated with the plain image, they are vulnerable to
differential attacks due to ineffective diffusion effect. In
Shannon’s theory [33], it is described that good mixing of
transformations is needed for achieving perfect secrecy of
the cryptosystem and one-time pad technique is observed
to be highly secure as the key is changed for every
encryption. Based on this, one-time keys are generated
and applied in encryption scenarios [3, 7, 10, 17, 21, 22].
Liu et al. [23] have proposed a coupled chaotic network
model for image encryption which does not have critical
values but involves one-time pad for secure encryption.
Chang’e Dong [7] has proposed an image encryption
technique based on a coupled chaotic system with one time
keys and the average Number of Pixel Change Rate and
Unified Average Changed Intensity values are 99.61233%,
33.45033%, and it shows that all Number of Pixel Change
Rate and Unified Average Changed Intensity values are
non-critical because of one-time keys. Liu et al. [22] have
proposed image encryption for color images and the one-
time initial values are generated from environmental noise
and the average of non-critical Number of Pixel Change
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Rate and Unified Average Changed Intensity values are
99.6097% and 33.4819% respectively. Moreover, Cao et al.
[3] proposed an encryption scheme at bit-level with initial
seeds of chaotic map updated in real-time based on the
acquired ciphertext. Gao, H and Gao, T [10] implemented
an encryption scheme that possesses double verification and
one-time pad is used for achieving high level of security.
The disadvantage of one-time keys is, if they are not random
for every encryption then there will be a possibility to
attacks. In the work proposed by Li et al. [20], image
encryption is formulated in which the key sequence is
related with the plain image and the pixels are permuted in
two stages; pixel level and bit level. Brindha and Ammasai
[28], proposed a plain image related strong diffusion for
images without critical values but computational load is
high in the diffusion phase. Also, the keys with same size as
that of the plain image need to be sent for decryption.

Hua et al. [12] proposed a high-efficiency scrambling
by newly designed cosine transform related chaotic systems
and the diffusion process achieves high Number of Pixel
Change Rate and Unified Average Changed Intensity
without the knowledge of plain image. Similarly, a
novel cyclic group-based sequence is produced for image
encryption in [15, 26], and in these schemes the keys are
not correlated with plain image and there is no strong
diffusion. Hence, in both schemes there is a possibility
to plain image related attacks. Moreover, in Luo et al.
[26] scheme, the histogram plots are not uniform and
the entropy value is 7.9974 which is less compared
with recent encryption techniques and this may induce
statistical attacks. Chai et al. [4] have suggested plain
image related chaotic encryption using DNA encode rules
with no theoretical values in Number of Pixel Change
Rate and Unified Average Changed Intensity but DNA
operations are time-consuming which in turn increase cost.
To overcome the limitation in [4], optical XOR operation
is implemented by Huo et al. [13] but this scheme does not
show the resistance against differential attacks and does not
pass the randomness test. But the advantage is its fastest
implementation in encryption process. Yavuz [37] proposed
a content-sensitive dynamic switching function with good
security and without any critical values, but the keys used in
the encryption process is not dynamic.

From the study of the existing literature, it is found that
even though Number of Pixel Change Rate and Unified
Average Changed Intensity values are good enough to resist
the differential attack, these values are yet to be analyzed
for finding further security leakages based on critical values
as suggested by Wu et al. [36]. Also some of the plain
image related encryption schemes [5, 28] are having same
size key as the input which leads to high transmission
load. Moreover, few encryption schemes [7, 17, 21–23,
38] fully rely on one-time keys without strong diffusion to

overcome the differential attacks. If the one-time keys are
not completely random for every encryption then it may lead
to differential attack.

Different from previous research, this paper thoroughly
studies the effects of non-critical Number of Pixel Change
Rate and Unified Average Changed Intensity values to
differential attacks. Meanwhile, to overcome the differential
attacks, a new image encryption scheme is proposed in
the present work to achieve non-critical Number of Pixel
Change Rate and Unified Average Changed Intensity values
only from the diffusion effect using chaos-based zig-zag
feedback convolution. One-time key is also presented but it
is an optional add-on security for highly secure applications.
Thus, the proposed work can make significant contributions
to the chaotic image encryption research area.

3 Proposed framework

In this section, the basics behind the proposed framework
along with clear explanation about the proposed work is
explained.

3.1 Fundamental knowledge

The fundamental concepts behind the proposed image
encryption are described as follows:

3.1.1 Chaos theory

Due to intrinsic properties of Chaos, it is useful in many
applications like image encryption, pseudo-random number
generation, hash functions, etc. In the key generation of
the proposed encryption process, random numbers are
generated from the chaotic map, and for simplicity, one-
dimensional chaotic map such as a logistic map is used. The
logistic map is defined as:

xq+1 = μxq

(
1 − xq

)
(1)

where the initial seed x0 varies from 0 to 1 and the parameter
μ has the range [3.54.0].

3.1.2 Convolution function

Ahmad and Sundararajan [1] proposed a two-dimensional
convolution with discrete space for processing the image in
spatial domains. Spatial information of an image is utilized
for filters and are applied in edge detection, smoothening,
enhancing and sharpening of images. Ludwig [25] explains
that, each pixel of the image is processed by chosen
kernel matrix values. Figure 1 clearly shows the convolution
applied for a sample matrix and the shaded boxes represent
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Fig. 1 General Framework of
convolution

the matrix padded with zeros. The steps involved in general
convolution are:

i) The kernel matrix is shifted horizontally and vertically
using the raster scan method in each element of the
matrix A(i, j) to perform convolution.

ii) The kernel matrix is multiplied with the neighbouring
pixel values of A(i, j) and finally the multiplied values
are added to get A′(i, j) and are stored in the same
position.

3.2 Overview of the proposed framework

The convolution function describes the spatial information
of an image and this is an approach used for ideal
filtering. The same function is used to construct the chaotic
convolution function and relevant analyses are carried out
for this model for analysing non-critical Number of Pixel
Change Rate and Unified Average Changed Intensity values
with different test cases. According to the Number of
Pixel Change Rate and Unified Average Changed Intensity
values, the proposed zig-zag scan based chaotic feedback
convolution model is proved to be good enough to describe
the key sequence of an image encryption process. From
the analyses, it is also proved that the proposed zig-
zag scan based model is good in terms of withstanding
differential attacks from diffusion effect itself and shows
its adaptability to image encryption. Moreover, a simple
method is provided for the initial seed generation of Logistic
map to withstand the chosen/known plain text attacks. In
view of this, the proposed model has greater ability to
withstand differential attacks than other existing models.
In the following sections, the procedure for constructing
the chaotic convolution function and the investigation
for finding the best model to overcome the differential

attacks are explained. The constructed chaotic convolution
function is embedded into the key generation function of
encryption system. Followed by this, the encryption and
decryption procedures are explained. Then, the relevant
security analyses and theoretical proof for perfect secrecy
of the model are presented. The overview of the proposed
framework is illustrated in Fig. 2. It clearly explains
the proposed framework with its investigations against
differential attacks. Followed by this, the best method is
integrated into encryption process and then security analysis
for the proposed encryption process is also performed.

3.3 Construction of chaotic convolution function

A chaotic feedback based convolution is used for the
key generation process of proposed image encryption. The
general convolution function given in (2) is modified and
applied in the key generation process of image encryption.
The random matrix A (i, j) is filled with arbitrary numbers
where 1 ≤ i ≤ m, 1 ≤ j ≤ n and m & n are the number of
rows and columns in the random matrix generated, H (x, y)

denotes the kernel or mask matrix values applied for each
element of the random matrix where −∞ ≤ x ≤ ∞,
−∞ ≤ y ≤ ∞.

The general convolution formula applied in any discrete
two-dimensional space is given as

A′ (i, j) =
∞∑

y=−∞

∞∑
x=−∞

A (i − x, j − y) .H (x, y) 1

≤ k ≤ m × n (2)

In the general framework, same kernel H(x, y) is selected
for image processing depending on the applications like
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Fig. 2 Overview of the proposed framework

smoothing, filtering, blurring, etc. Kernel/mask varies for
each element of random matrix used in the key generation
process which is generated by the pseudo-random generator
like logistic map.

For the key generation process, a separate kernel matrix
is applied for each element of random matrix, so the

convolution operation for each element in the random
matrix is described as,

A′ (i, j) =
∞∑

y=−∞

∞∑
x=−∞

A (i − x, j − y) .Hk (x, y) 1

≤ k ≤ m × n (3)
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where Hk (x, y) is described as the separate kernel for
each element in the random matrix and this matrix is
generated from the logistic map. Equation (3) is used for the
generation of keys in the image encryption process.

3.4 Investigation of chaotic convolution function
against differential attacks

In this section, the effectiveness of combining chaotic
convolution in 10 different models is investigated. The
models are basically designed by two scanning methods,
feedback position in kernel matrix. The main objective
of this investigation is to learn Number of Pixel Change
Rate and Unified Average Changed Intensity values for
designed test models as those are the measures to evaluate
the differential attacks. Among the differently designed
models, the effective model which gives good Number of
Pixel Change Rate and Unified Average Changed Intensity
to overcome the differential attacks is found out and is
applied for encryption. Basically, the two measures NPCR
and UACI are used to analyze the differences of ciphered
images with a tiny change given in the input image. These
two measures are defined as,

NPCR =
∑m

p=1
∑n

q=1 δ (p, q)

mn
× 100% (4)

where δ (p, q) =
{
1, if c1 (p, q) �= c2 (p, q)

0, otherwise

UACI = 1

mn

m∑
p=1

n∑
q=1

( |c1 (p, q) − c2 (p, q)|
255

)
× 100%

(5)

where m and n are the number of rows and columns in the
image and c1 and c2 are the two cipher images. To analyze
the proposed model of key generation, a logistic map with
initial seeds x0 = 3.4 and x0 = 3.5 are used and iterated
for generating random values in MATLAB and these values
are changed into a matrix with a size equivalent to the plain
image. The theoretical critical values for NPCR and UACI
are given in Table 1 for various levels which is noted in
[36]. Using these reference values in Table 1, the NPCR

and UACI values computed for formulated test cases are
checked whether it is theoretically critical or not.

For formulating various models/test cases, two strate-
gies are considered (i) Feedback (ii) Scanning methodology.
Feedback is analysed because independent element oper-
ation is also a factor of attacks in the resultant matrix.
The dependency on the previously computed value reduces
attacks and also increases the number of pixel change
rate.The feedback is given to one of the elements in the mask
matrix. The size of the mask matrix is 3 × 3 having 3 rows
and 3 columns and a total of 9 entries. Hence there is a need
to analyze which entry is suitable for giving the feedback to
get high change rate and changing intensity. For analyzing
this, the representation of random matrix is given in Fig. 3a
and further, the kernel mask is analyzed for giving feed-
back in middle or neighbouring 8 entries. The neighbouring
entries of mask matrix are specified as dotted entries and the
middle entry is represented by X as shown in Fig. 3b. More-
over, each and every element of the random matrix are read
and convolution operation is performed. For scanning the
elements, two scanning techniques are considered: i) snake
scan as illustrated in Fig. 3c ii) zigzag scan which is illus-
trated in Fig. 8 and the test cases are analyzed for these types
of scanning.

Using these strategies, the 10 test cases are analyzed
with examples. The first 5 test cases read the elements of
the random matrix to perform convolution operation using
snake scan in forward and reverse directions. The remaining
5 test cases employ a zigzag scan method in forward and
reverse directions. The cases are i) without feedback ii)
forward feedback given in one of the neighbouring entries in
mask matrix iii) forward feedback given in middle entry of
mask matrix iv) forward and reverse feedback given in one
of the neighbouring entries of mask matrix v) forward and
reverse feedback given in middle entry of mask matrix. The
numerical analysis for all cases is performed in a random
matrix of size 8×8 as shown in Fig. 4a. The one bit changed
matrix at position (1, 8) is illustrated in Fig. 4b. Similarly, 16
locations are chosen such that (1, 1), (88, 150), (193, 66),
(179, 229), (141, 36), (66, 216), (209, 63), (158, 122),
(213, 150), (235, 74), (193, 98), (246, 168), (10, 218),
(1, 8), (128, 128), (256, 256) positions are tested against all
cases to find out the number of elements change rate and
changed intensity values.

Table 1 Theoretically NPCR & UACI critical values with three α-level significance

Tested image size NPCR % UACI %

0.05-level 0.01-level 0.001-level 0.05-level 0.01-level 0.001-level

256 × 256 99.5693% 99.5527% 99.5341% 33.2824% - 33.64447% 33.2255% - 33.7016% 33.1594% - 33.7677%

512 × 512 99.5893% 99.5810% 99.5717% 33.3730% - 33.5541 33.3445% - 33.5826% 33.3115% - 33.6156%
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Fig. 3 a Random matrix
representation with padded zeros
(b) kernel matrix (c) Snake scan

3.4.1 Reading each element using snake scan

Case 1: Forward Snake scan without feedback

For the random matrix, the convolution operation is
applied to each element with the individual mask without
feedback. The resultant matrix named as c1 got from
random matrix is compared against the resultant matrix c2
generated from one (one bit) change in the random matrix.
After analyzing these two resultant matrices it is found that
the change in one element affects only the neighbouring

elements of the changed element and it is shown in Fig. 5a.
The Number of Pixel Change Rate and Unified Average
Changed Intensity value is also very less.

Case 2: Forward snake scan convolution with feedback
given in one of the neighbouring entries of mask
matrix

For each value of random matrix, the convolution
operation is applied together with feedback given in one of
the neighbouring 8 entries in the forward direction as shown

Fig. 4 a Random matrix of the
size of 8 × 8 (b) Same random
matrix of entry (1, 8) with one
bit changed
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Fig. 5 The resultant matrices C1 and C2 for cases (1)-(5): Top row is the resultant matrix of a random matrix, bottom row is the resultant matrix
of random matrix with one-bit change

in Fig. 3b. The resultant matrices c1 and c2 are obtained
from same input matrix with one-bit difference in singe
element/entry. By analyzing these two matrices, it is found
that the convolution effect starts from changed bit position.
Consider a change in location entry (1, 1) which is expected
to produce all entry changes in resultant matrix c2 but due to
edge and corner entries, the effect of feedback is not taken
for computation. From Fig. 5b, it is inferred that the change
starts from one-bit change in the random matrix and the

change rate of resultant matrix c2 is 1
4
th

of resultant matrix
c1 which leads to less Number of Pixel Change Rate and
Unified Average Changed Intensity values.

Case 3: Forward snake scan convolution with feedback
given in middle entry of mask matrix

This case is the same as the previous case, but the feedback is
given in the middle of the mask value to overcome the
issues of edge and corner entries. Analysis of resultant
matrices shows that the change starts from one-bit change
entry and this is illustrated in Fig. 5c from which it can be
observed that 50% of the entries remain same for both resul-
tant matrices which results in less Number of Pixel Change
Rate and Unified Average Changed Intensity values.

Case 4: Forward and reverse snake scan convolution
with feedback given in one of the neighbouring
entries of mask matrix

The feedback is given similar to case 2 and the
resultant Number of Pixel Change Rate and Unified Average
Changed Intensity values are little bit high compared to that
of case 2 because of the convolution operation done in both
directions. In this case, many of the entries are changed as
given in Fig. 5d but few of the entries remain same because
of less impact of feedback on edge and corner entries which
leads to less intensity change.

Case 5: Forward and Reverse snake scan convolution
with feedback given in the middle entry of mask
matrix

The feedback given in the mask matrix is the same
as case 3, but the convolution is performed in both
directions (forward and reverse). Analysis of this case shows
high Number of Pixel Change Rate and Unified Average
Changed Intensity for first and last entry of the input
matrix because one-bit change starts from the first element
onwards, which in turn induces changes in all elements in
the randommatrix. Figure 5e illustrates that only five entries
are same in the resultant matrices.

3.4.2 Reading each element using the Zigzag scan

Case 6: Forward zigzag convolution without feedback

Similar to case 1, the convolution operation is applied
to the random matrix without feedback but it reads each
element using zigzag scan. Here also the neighbouring
elements get affected as illustrated in Fig. 6a and it has
less Number of Pixel Change Rate and Unified Average
Changed Intensity values.

Case 7: Forward zigzag convolution with feedback given
in any one of the neighbouring entries

For each element of the random matrix, the convolution
operation is applied together with feedback given in any
one of the neighbouring entries in forwarding direction as
shown in Fig. 3b. For one-bit change in any one element of
random matrix, the changes between two resultant matrices
start from the neighbouring elements, and after that, all the
remaining elements are changed. But the major drawback
of this case is explained by the following examples: i) if the
value in entry (1, 8) at random matrix is changed then in
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Fig. 6 The resultant matrices C1 and C2 for cases (6)-(10): Top row is the resultant matrix of a random matrix, bottom row is the resultant matrix
of random matrix with one-bit change

the resultant matrix c2, all pixels are not changed because
the change starts from that chosen entry and sometimes less
intensity change leads to less Number of Pixel Change Rate
and this is demonstrated in Fig. 6b. If the feedback is given
to edge or corner entries it does not give much effect due
to which there is a less intensity change. ii) if the value
at entry (8, 8) of random matrix is changed, then in the
resultant matrix c2, only 5 elements/entries are changed as
it is a corner element. So the Number of Pixel Change Rate
decreases as in this case feedback is given in the forward
direction neighbouring pixels only.

Case 8: Forward zigzag convolution with feedback given
in middle entry of mask

This case is same as the previous case but the feedback
is given in the middle of the mask values to overcome
the issues of edge and corner pixels. Analysis of this case
shows that input matrix and one-bit change in one element
of input matrix produces two different resultant matrices,
but the effect is only for the first entry and the last entry.
For all the remaining entries, the change starts from that
changed entry and a few of the intensity changes produce
the same intensity value again in the resultant matrix c1.
For example, if the entry in (1, 8) is changed for one-
bit then the resultant matrix c2 changes starting from that
neighbourhood elements only as shown in Fig. 6c. From
this analysis, it is evident that all entries do not give full
effect for one-bit change so Number of Pixel Change Rate
and Unified Average Changed Intensity values are very less
which may further lead to attacks.

Case 9: Forward and reverse zigzag convolution with feed-
back given in any one of the neighbouring entries

From the analysis of the above cases, the values
of Number of Pixel Change Rate and Unified Average

Changed Intensity are very less, so the zigzag convolution is
applied reversely, i.e., from the last element to first element
of random matrix. In this case also, similar to case 7, very
less Number of Pixel Change Rate and Unified Average
Changed Intensity values are obtained at edge and corner
elements as the feedback effect are not taken. For change in
location (1, 8), the resultant matrices c1 and c2 have 17 same
entries because of edge and corner entries and is illustrated
in Fig. 6d.

Case 10: Zigzag forward and reverse convolution with
feedback given in middle pixel

The above case 9, achieves good Number of Pixel
Change Rate and Unified Average Changed Intensity values
for the changed entries (1, 1) and (256, 256) of a random
matrix. The remaining entries depend on the change of
intensity in the elements. Figure 6e shows the resultant
matrices for this case and it shows that all element values
are modified for one-bit change in any one element of
random matrix. So, the zigzag scan convolution operation
applied in forward and reverse directions and the middle
of the mask replaced by the previously computed value
play an important role in achieving the good Number of
Pixel Change Rate and Unified Average Changed Intensity
values without any theoretical critical values for resisting
differential attack.

3.4.3 Observations made from the investigations

Using MATLAB, all the above investigated test cases are
simulated for a random matrix of size 256 × 256 in which
the random values are generated from a Logistic map.
The generated random matrix and its variant (i.e., one-
bit changed similar random matrix) are given as input
to the all 10 test cases to generate two cipher matrices
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Table 2 NPCR values for various test cases

S.no Position changed NPCR %

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 Case 9 Case 10

1 1,1 0.093079 0.094604 0.372314 0.38147 99.61395 0.094604 0.09613 99.55139 0.186157 99.58801

2 88 ,150 0.187683 0.85144 1.126099 2.279663 68.38074 0.187683 5.574036 60.00671 10.95886 99.57275

3 193, 66 0.189209 1.13678 1.141357 2.352905 27.91595 0.183105 5.931091 51.30005 8.952332 99.55444

4 179 , 229 0.093079 0.570679 0.759888 1.2420 31.09894 0.091553 3.656006 10.15778 3.703308 99.58038

5 141, 36 0.091553 0.561523 0.669861 0.956726 46.62628 0.09613 6.211853 78.90472 6.268311 99.57123

6 66, 216 0.186157 0.572205 0.566101 1.972961 75.20447 0.18158 5.909729 42.79785 8.293152 99.60632

7 209, 63 0.186157 1.597595 1.216125 2.806091 21.67358 0.190735 7.041931 48.08655 8.511353 99.61853

8 158, 122 0.093079 0.663757 0.665283 1.235962 40.40833 0.093079 3.514099 45.12482 8.288574 99.57733

9 213, 150 0.094604 0.567627 0.663757 1.341248 18.65082 0.09613 3.514099 18.42651 5.387878 99.57581

10 235, 74 0.093079 0.932312 1.039124 1.332092 9.339905 0.088501 4.806519 34.08356 7.10144 99.58649

11 193, 98 0.186157 0.946045 1.210022 2.555847 27.92358 0.187683 5.189514 39.43939 7.923889 99.53613

12 246, 168 0.193787 0.665283 0.575256 1.145935 6.166077 0.186157 2.362061 8.80127 3.439331 99.60327

13 10, 218 0.09613 0.468445 0.576782 1.513672 97.03979 0.094604 5.386353 62.78381 7.772827 99.53461

14 1,8 0.10032 0.10287 0.39242 0.41123 99.59871 0.09652 0.09723 99.5789 0.19987 99.59934

15 128, 128 0.376892 1.028442 1.03302 2.072144 52.85797 0.372314 7.196045 54.21906 8.937073 99.57581

16 256, 256 0.09613 0.189209 0.559998 0.471497 99.57733 0.088501 0.094604 99.56207 0.093079 99.57581

C1 and C2. Then, the Number of Pixel Change Rate and
Unified Average Changed Intensity results are obtained
from analysing the cipher images for all test cases are listed
in Tables 2 and 3. From Tables 2 and 3, after analyzing
the test cases, the feedback convolution model, i.e. using
zigzag scan and feedback applied in the middle of the mask
for changing the value in forward and reverse directions

is proved to give better security. The Number of Pixel
Change Rate and Unified Average Changed Intensity values
given in Tables 2 and 3 are plotted in Fig. 7 and it is
inferred that cases 5, 8, and 10 give better Number of Pixel
Change Rate and Unified Average Changed Intensity values
because of the feedback given in middle entry. Also it is
noted that change rate of each element fully depends on

Table 3 UACI values for various test cases

S.no Position changed UACI %

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 Case 9 Case 10

1 1,1 0.006702 0.009083 0.030805 0.046291 33.65896 0.006109 0.00503 33.44212 0.011698 33.5487

2 88 ,150 0.011244 0.076108 0.096699 0.280534 22.48499 0.013051 0.525315 19.5065 1.69448 33.63124

3 193, 66 0.013063 0.101653 0.100056 0.268106 8.683418 0.007516 0.648947 16.86803 1.686838 33.57429

4 179 ,229 0.007264 0.080878 0.090823 0.209793 10.3655 0.006911 0.313278 2.995228 0.620303 33.61157

5 141, 36 0.007839 0.087496 0.090637 0.224556 15.44337 0.008611 0.618166 25.76697 1.068732 33.62502

6 66, 216 0.010496 0.069634 0.065152 0.213007 25.29309 0.011944 0.571774 13.947 1.354717 33.54818

7 209, 63 0.012004 0.144599 0.103185 0.332534 6.605955 0.013703 0.608287 15.37408 1.312202 33.5292

8 158, 122 0.008886 0.081386 0.088609 0.235255 13.26878 0.007564 0.342078 14.28433 1.404341 33.57631

9 213, 150 0.010214 0.076898 0.094485 0.231886 5.969131 0.007761 0.342078 5.907575 0.841944 33.60791

10 235, 74 0.006313 0.123117 0.12818 0.263642 3.092322 0.009969 0.519044 10.97219 1.210393 33.46492

11 193, 98 0.015199 0.087759 0.111766 0.28306 8.777155 0.012273 0.517716 12.86989 1.225191 33.64035

12 246, 168 0.011321 0.072075 0.073906 0.220307 1.677533 0.186157 0.315743 2.714796 0.633395 33.61475

13 10, 218 0.00809 0.068006 0.069131 0.174614 32.70687 0.009532 0.53824 20.66791 1.2042 33.49575

14 1,8 0.08731 0.62541 0.020703 0.48871 33.4569 0.005321 0.00407 33.43217 0.011745 33.5678

15 128, 128 0.017958 0.093228 0.090625 0.255803 17.16906 0.018861 0.572977 17.24535 1.539947 33.45092

16 256, 256 0.006451 0.009425 0.042515 0.041665 33.47295 0.004937 0.00432 33.49468 0.010633 33.57071
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Fig. 7 The NPCR and UACI values plotted for all test cases

the changed intensity. Further, it can be observed that the
variation of Number of Pixel Change Rate and Unified
Average Changed Intensity values is exactly similar and

proportionate i.e., the changed intensity is 1
3
rd

of the change
rate of elements, which is an added advantage of the
proposed algorithm. Hence, it is concluded that feedback
given in middle entry gives much more effect compared to

feedback given in neighbouring entries. And at the same
time, to overcome the differential attacks, the key generation
process is finally correlated with the plain image, i.e. the
seed taken for the pseudo-random generator is computed
from the plain image. If the attacker use the same plain
image to reveal the secret key in such cases, one-time key is
also proposed for the encryption scheme.
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3.5 Integration of zig-zag scan based chaotic
convolution into the key generation process

Any encryption scheme will provide better security if it
has a good diffusion effect. Permutation of the plain image
does not give better effect as it can be easily broken
by cryptanalysis. So, in order to improve the effect of
diffusion and to overcome differential attacks, two aspects
of scanning with different test cases are analyzed using
NPCR and UACI measures for the key generation of
the proposed encryption scheme. From the investigations,
the zig-zag scan based chaotic convolution operation with
feedback given in middle is integrated into the generation
of keys applied in the image encryption process i.e.,
diffusion phase. Further, the clear explanation about the key
generation process is explained here which is done in two
directions.

i) Forward direction
ii) Reverse direction

3.5.1 Forward direction

For the key generation, the random values are generated
from the pseudo-random generator (logistic map), and these
values are stored in an array

arrm×n = {a1, a2, ..., am×n} (6)

and this array is reshaped into a matrix described as

A (i, j) =
⎛
⎜⎝

a11 · · · a1m

· · · . . .
...

an1 · · · amn

⎞
⎟⎠ (7)

This random matrix is used as the input for the convolution
operation. Using the same pseudo-random generator (logis-
tic map) another set of random values is generated for the
kernel matrix which is to be applied for each element in the
matrix A (i, j) and these values are stored into an array

arr1m×n = {kr1, kr2, ..., krm×n×3×3} (8)

These values are reshaped into a matrix described as

Kr =
⎛
⎜⎝

kr11 · · · kr19

· · · . . .
...

kr(m×n)1 · · · kr(m×n)9

⎞
⎟⎠ (9)

Each row of this matrix is extracted and reshaped into a
mask size of 3 × 3, and is applied to each element in the
matrix A (i, j), to get the intermediate output described as

O1 =
⎛
⎜⎝

o11 · · · o1m

· · · . . .
...

on1 · · · omn

⎞
⎟⎠ (10)

For instance, for the first element in A (i, j) which is
represented as a11, the needed kernel matrix is extracted
from the first row of matrix Kr and is represented as

Kr1 = {kr11, kr12, ..., kr19} (11)

This is reshaped into a 3 × 3 matrix represented as

H1 =
⎛
⎝ kr11 kr14 kr17

kr12 kr15 kr18
kr13 kr16 kr19

⎞
⎠ (12)

After applying the values of H1 to a11, the computed value
is stored in the intermediate output o11.For the second
element, the kernel matrix is represented as

H2 =
⎛
⎝ kr21 kr24 kr27

kr22 kr25 kr28
kr23 kr26 kr29

⎞
⎠ (13)

This middle value of the matrix is replaced by the previously
computed value of the intermediate matrix O1 and the
kernel matrix for the second element is modified to get the
feedback from the previous output

H2 =
⎛
⎝ kr21 kr24 kr27

kr22 o11 kr28
kr23 kr26 kr29

⎞
⎠ (14)

This feedback based convolution is applied for all the
elements in A (i, j) and for the last element in the matrix,
the kernel matrix is described as

Hm×n =
⎛
⎝ kr(m×n)1 kr(m×n)4 kr(m×n)7

kr(m×n)2 o(m−1)(n) kr(m×n)8

kr(m×n)3 kr(m×n)6 kr(m×n)9

⎞
⎠ (15)

The convolution applied for the matrix A (i, j) for each
element using zigzag scan method in two directions is
shown in Fig. 8. After computing the intermediate value
in the forward direction from the first element to the last
element using random values generated from the chaotic
map, the convolution is applied in the reverse direction for
different kernel values generated from same chaotic map
with different initial seed from the last element to the first
element. The reverse process also follows zigzag scan from
the last element to the first element and is explained in the
next section.

3.5.2 Reverse direction

The intermediate output O1 is given as the input to this
process. Using the chaotic map, the random numbers are
generated and these values are stored in an array as

arr2 = {krr1, krr2, ..., krrm×n×3×3} (16)
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Fig. 8 Zigzag scan process for
reading pixels in the image

a b

This array is reshaped into a matrix, represented as

krr =
⎛
⎜⎝

krr11 · · · krr19

· · · . . .
...

krr(m×n)1 · · · krr(m×n)9

⎞
⎟⎠ (17)

Each row of the matrix krr is used as kernel value and is
applied to the matrix O1 to get final output matrix

O2 =
⎛
⎜⎝

o11 · · · o1m

· · · . . .
...

on1 · · · omn

⎞
⎟⎠ (18)

Here the last element omn is read and changed using the
kernel matrix described as

krr1 = {krr11, krr12, ..., krr19} (19)

These array values are reshaped into a 3 × 3 matrix,
represented as

H1 =
⎛
⎝ krr11 krr14 krr17

krr12 krr15 krr18
krr13 krr16 krr19

⎞
⎠ (20)

For the last element omn, the value of the first element o11
in the intermediate matrix O1 is given as the feedback in the
middle of the mask matrix H1 and is represented as

H1 =
⎛
⎝ krr11 krr14 krr17

krr12 o11 krr18
krr13 krr16 krr19

⎞
⎠ (21)

Using this kernel matrix, the value of the last element is
changed and for o(m−1)(n−1) element of the intermediate
matrix, the kernel matrix is represented as

H2 =
⎛
⎝ krr21 krr24 krr27

krr22 krr25 krr28
krr23 krr26 krr29

⎞
⎠ (22)

Now the middle value of the mask is replaced by the
previous computed value of the output matrix, and this is
represented as

Hm×n =
⎛
⎝ krr(m×n)1 krr(m×n)4 krr(m×n)7

krr(m×n)2 o(m)(n+1) krr(m×n)8

krr(m×n)3 krr(m×n)6 krr(m×n)9

⎞
⎠ (23)

After applying the reverse convolution operation, each ele-
ment is modified and made dependent on the previously
computed value. This zig-zag scan based feedback convolu-
tion method is used in the diffusion process of the proposed
encryption process and it is found to be very effective
against differential attacks.

3.6 Proposed encryption and decryption process

From the proper investigations, the zig-zag scan based feed-
back convolution is utilized for the proposed encryption pro-
cess as it is proved to be effective to withstand differential
attacks. The block diagram for the encryption/decryption
process is given in Fig. 9. Permutation and Diffusion phases
are involved in the encryption of images. The initial seed
generated from the plain image is accorded to the chaos gen-
erator to generate random values. The same random values
are utilized to get index order sequences applied in per-
mutation process. The key matrix obtained from proposed
chaotic convolution model is XORed with permuted image
to get the cipher image. The initial value of logistic map is
generated from the plain image to overcome the differential
attacks and the one time key is also applied in the generation
of initial value to overcome plain image related attacks.

3.6.1 Initial seed generation

The generation of initial seed used in the Logistic map is
explained here. The following steps are performed in the
seed generation process.
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Fig. 9 Block diagram of the proposed encryption scheme

Step 1: The count of each pixel level in the plain
image and the probability of each pixel level is
calculated.

Step 2: 100 random pixel levels are chosen and, the sum
of the probabilities of chosen pixel levels are given
as initial seed for the logistic map.

sumR(1−100) = ∑100
1 r1, r2, r3, ..., r100

= 0.003781 + 0.003766+, ..., +0.0036
= 0.390305

(24)

This initial seed is given for the proposed key
generation process and it acts as the one-time key.
If same 100 random pixels are used then the key
depends only on plain image.

3.6.2 Permutation phase

Step 1: A plain image of the size I = m × n is taken
and is converted into a one dimensional array P ={
p1, p2, ..., p(m×n)

}
, where m and n are the height

and width of the plain image, respectively.
Step 2: The initial value x0 of the logistic map is obtained

from the initial seed generation and iterated for
m × n times, to generate the sequence X =
{x1, x2, ..., xm×n}. The sequence X is sorted in
ascending order to get the index order sequence
FX = {

Fx1 , Fx2 , ..., Fxm×n

}
.

Step 3: From the index order sequence, the plain image
is shuffled and the shuffled values are stored in
an array S = {s1, s2, ..., sm×n} and the array is

reshaped into a matrix S =
⎛
⎜⎝

s11 · · · s1m

· · · . . .
...

sn1 · · · smn

⎞
⎟⎠ to get

the shuffled/permuted image.

3.6.3 Diffusion phase

The chaotic map given in (1), is used to generate the chaos
sequence xi (q) by utilizing the initial seed generated from
probability of pixels and the key sequence is generated from
zigzag convolution method in (3), and is given by

ki (q) = o2mod (m) (25)

where o2 is the final output matrix of the modified
convolution process and m is the positive number described
by the quantization level of plain image pi (q). The
shuffled image si (q) and the key matrix ki (q) are given to
encryption function (XOR) and the cipher image ci (q) is
obtained. This encryption function is described as

ci (q) = E (si (q) , ki (q)) = si (q) ⊕ ki (q) (26)

where E (s, k) is the bit-wise XOR function. The cipher
image is transmitted to the corresponding receiver through
a proper channel. The results for the proposed encryption
method with different stages are illustrated in Fig. 10. In
this, the standard test image of size 256 × 256 from SIPI-
USC database is given as input and this is given Fig. 10a–d.
The results obtained for permutation, diffusion phases are
shown in Fig. 10e–h and i–l respectively. The obtained
permuted and encrypted images totally disrupt the plain
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Fig. 10 Results obtained for
different stages of proposed
encryption process using
different test images (a–d) Input
image (e–h) Permuted image
(i–l) Encrypted image (Lena,
Peppers, Cameraman, Baboon)

image pixels i.e., none of the information is revealed to the
attackers.

3.6.4 Decryption

For decrypting the cipher image, the initial value for the
logistic map is sent to the receiver. Now, the receiver
will have the knowledge of the secret key, cipher image
and the defined encryption process. Using this, the same

convolution process is applied for generating the key
sequence given in (27). The decryption function is described
as

pi (q) = D (ci (q) , ki (q)) = ci (q) ⊕ ki (q) (27)

where i = 1, 2, ..., m × n.

That is,si (q) = ci (q) ⊕ ki (q) (28)
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From (28), the shuffled values are converted into a plain
image.

4 Security analysis

This section gives the possible cryptographic attacks for
breaking confidentiality. The performance of the proposed
method is evaluated using different security measures to
overcome the cryptographic attacks such as statistical, and
differential attacks. For the sake of that, different standard
security measures are simulated against certain amount of
sample images with different sizes from the USC-SIPI
image database, and they are described in the following
subsections.

4.1 Key sensitivity analysis

In this analysis, a trivial change in encryption and
decryption key is analyzed for three different cases: i) the
encryption/decryption key is changed from x0 to x0 + 1 or
x0 − 1 ii) the magnitude of the key is changed from 1015

to 107 iii) the parameter value μ is changed to μ + 1 or
μ − 1. The sample image Lena of size 256 × 256 is given
in Fig. 11a and the encrypted and decrypted images using
the correct key are given in Fig. 11b–c. For these above
mentioned three cases, the simulation is done and shown
in Fig. 11d–f. In this, the encryption key is incremented or
decremented by single bit and then the decrypted image is
given Fig. 11d is obtained. Similarly, the magnitude of the

key x0 and parameter value is changed and the decrypted
image given in Fig. 11e–f is obtained. From these results, it
is shown that, the proposed image encryption is sensitive to
the secret keys which further shows its resistance to attacks.

4.2 Correlation among adjacent pixels

In the plain image, the adjacent pixel correlation is very
high. In order to hide the statistical behaviour of the image,
the correlation of adjacent pixels should be nearer to zero
so that the intruder does not get any information about
the image. For various images, simulation is done for
analyzing the correlation of the adjacent vertical, diagonal
and horizontal pixels, for w = 6000 pairs of random
samples. The following formulas are used for computing the
correlation among adjacent pixels.

Rij = |cov (i, j)|√
D (i) × √

D (j)
(29)

in which

cov (i, j) = 1

w

w∑
t=1

(it − E (i)) (jt − E (j)) (30)

E (i) = 1

w

w∑
t=1

it (31)

D (i) = 1

w

w∑
t=1

(it − E (i))2 (32)

Fig. 11 Key sensitivity analysis
(a) Plain image (b) Encrypted
image using correct secret key
(c) Decrypted image using
correct secret key (d) Decrypted
image with single bit changed
(e) Decrypted image for change
in magnitude of the key x0 (f)
Decrypted image for change in
magnitude of the parameter
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where it and jt are the chosen t th pair of adjacent pixel
grey values. E(i) and D(i) are the expectation and variance
of the pixels. The correlation between the adjacent pixels
of the plain and encrypted image is given in Table 4. From
the numerical results noted in Table 4, it is shown that there
is very less correlation among adjacent pixels of encrypted
image. In other words, the correlation among adjacent pix-
els in all three directions is less than 0.01. For, Fig. 11a and
b, the correlation analysis is performed and Fig. 12 repre-
sents the original image and cipher image correlation in
horizontal, vertical, and diagonal directions of three planes.
From the Fig. 12a, c, e, it is clearly observed that the plain
image is having high correlation compared to the cipher
image correlation given in Fig. 12b, d, f. The cipher image
correlation is close to zero to resist the statistical attack.

4.3 Histogram analysis

The statistical property is revealed from histograms, as in
an image if the Grey values are not uniformly distributed,
then the attackers can easily retrieve the information
from histogram analysis. If the encryption algorithm is
good, then the Grey values in the image are uniformly
distributed which means that all pixel values have equal
probability. The histograms of plain and enciphered images
are illustrated in Fig. 13 and it proves that it is difficult to
get the original image from histogram analysis.

Figure 13a and b are the original and encrypted images
where as c and d are the histogram plots of original
and encrypted images respectively. Here, Fig. 13c reveals
some pattern (non-uniform distributions) in their histogram
plots for all the test images. But for all test images, the
proposed cryptosystem makes the ciphered image to be
uniformly distributed as given in Fig. 13d which confirms
that proposed scheme withstands statistical attack.

4.4 Entropy analysis

The entropy is computed by,

H(d) =
2n−1∑
q=0

P (di) × log2 (P (di)) (33)

where P (di) represents the probability of each pixel level.
According to (33), the ideal value for H(d) is equal to 8.
Using (33), the entropy is calculated for various enciphered
images and they are listed in Table 5. From the simulation
results, the maximum value achieved for entropy of the
proposed algorithm is found to be 7.9994. It shows that
the proposed system generates encrypted images with very
high entropy, and it is also nearer to the ideal entropy
value. Moreover, it indicates that the cryptosystem has high
randomness.

4.5 Differential analysis

The differential attack will frame a relationship among
the differences in plain and ciphered image to predict the
original image. Number of Pixel Change Rate and Unified
Average Changed Intensity are the two good measures for
analyzing differential attacks.

In [36], the randomness tests are carried out for both
Number of Pixel Change Rate and Unified Average
Changed Intensity. From this, the Theoretical Critical
Values(TCV) for NPCR and UACI with different size
of images are given in Table 1. Three different α-level
significance are α = 0.05, α = 0.01, α = 0.001, and
the Number of Pixel Change Rate and Unified Average
Changed Intensity score to meet the requirements are given
in Table 1. If the Number of Pixel Change Rate value is
less than the critical values then the cipher images are not
random-like in a particular α level significance. Similarly,
if the Unified Average Changed Intensity values does not
fall into the expected intervals given in the table, then the
cipher pair is not a random one in the α-level significance.
In order to analyse this, randomly selected test images with
one-bit(arbitrarily) modified image variants are used and
the analyses is made for three cases (i) diffusion only (ii)
plain image related (iii) One-time key. The obtained values
are recorded in Table 5. From this evaluation, it is shown
that the proposed method has high Number of Pixel Change
Rate and good Unified Average Changed Intensity in order
to withstand differential attacks. The values of Number of
Pixel Change Rate and Unified Average Changed Intensity

Table 4 Correlation values of all three planes for different images

S.No Image Correlation analysis

Plain image Cipher image

Horizontal Vertical Diagonal Horizontal Vertical Diagonal

1 Lena 0.9472 0.9728 0.9273 –0.002062 0.003685 2.4912 ×10−04

2 Baboon 0.678453 0.614037 0.60294 –0.00589 –0.001884 –0.00967
3 Cameraman 0.9257 0.9555 0.8989 –0.00028 –0.000445 0.00025938
4 Boat 0.95392 0.95082 0.91611 –0.002261 –0.0001625 0.0002075
5 Peppers 0.94432 0.941382 0.89462 –0.000434 –0.000446 0.000195
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Fig. 12 Correlation between adjacent pixels in horizontal, vertical, and diagonal directions

for different images of the proposed algorithm with one-
time key added method is added only for the additional level
of security as diffusion itself gives high level of security in
the key generation method.

4.6 Speed analysis

In general, for any algorithm, the encryption time and
computational load are to be analyzed. The algorithm runs
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Fig. 13 Histogram analysis (a) Plain image (b) cipher image (c) Histogram of plain image (d) Histogram of cipher image

on Windows 10, 64 Bit, Matlab R2018a, Intel Pentium
N3540, CPU @2.16 GHz processor, with RAM of 8.00
GB memory. The basic operations of the proposed model
are addition, multiplication, modulo and XOR. Due to
the multiplication operation in key generation process
of the proposed model, the proposed method has high
computational load. The execution time of the proposed
algorithm is 10.44 seconds which is somewhat high
compared to other existing algorithms. The assured level

of security from the diffusion effect itself, may compensate
the speed limitations of the proposed method as it can be
overcome by making use of high end processors.

4.7 Discussion and evaluation of the proposed
scheme against existingmethods

In this section, the superiority of the proposed method
against other existing schemes is discussed in two different

Table 5 NPCR, UACI for different images using three cases and Entropy value for different cipher images

S.No Image Diffusion only Plain image related One-time key Entropy

NPCR UACI NPCR UACI NPCR UACI

1 Lena 99.58801 33.45785 99.64529 33.46164 99.6803 33.46562 7.9994

2 Baboon 99.57739 33.46110 99.62444 33.55154 99.6773 33.47164 7.9991

3 Cameraman 99.61663 33.51157 99.64106 33.6161 99.6810 33.45154 7.9992

4 Boat 99.60522 33.46631 99.61733 33.45442 99.67420 33.4061 7.9990

5 Peppers 99.58981 33.49575 99.63038 33.40547 99.68132 33.55442 7.9993

3119Analysis of zig-zag scan based modified feedback convolution algorithm against differential attacks...



ways. The superiority is evaluated (i) Using properties
behind a good encryption scheme (ii) Using standard
security measures.

4.7.1 Performance comparison with respect to properties
behind a good encryption scheme

From the review of existing encryption techniques, all
encryption schemes rely on the following properties to
achieve high level of security. The security features are
given as (i) Null Theoretical Critical Values(TCV) of
Number of Pixel Change Rate & Unified Average Changed
Intensity specified in [36] (ii) Incorporate plain image
in key generation (Plain Image Related-PIR) (iii) One-
time key (OTK) (iv) Strong Diffusion (SD). Along with
these features Decryption Complexity (DC) is also analyzed
against different schemes.

Using these features, the proposed scheme is compared
with different encryption schemes and are listed in Table 6.
From Table 6, it is inferred that few schemes [3, 24, 30,
38] are having theoretical critical values of Number of Pixel
Change Rate and Unified Average Changed Intensity. Even
though, the schemes [38] & [3] are related to plain image
or/and one-time key they provide critical values of Number
of Pixel Change Rate & Unified Average Changed Intensity.
Using the second feature, i.e., generation of keys related to
plain image the schemes [2, 4, 28, 37] are proposed without
critical values. But [2, 28] are having high transmission
load and [4] takes high computation time. Similarly, [10,

13] impose PIR encryption and PIR+OTK based encryption
respectively and produces good Number of Pixel Change
Rate and Unified Average Changed Intensity but [13]
impose a possibility to statistical attacks and [10] depends
on OTK to get non critical Number of Pixel Change Rate
and Unified Average Changed Intensity values. The third
feature OTK is solely utilized to achieve good encryption
in a few schemes [3, 17, 22] but if one-time key is
not completely random-like then there is a potential to
attacks. Further, the schemes [12, 15] have strong diffusion
property without relating to plain image for withstanding
differential attacks but these schemes are vulnerable to the
chosen/known plain text attacks. The encryption scheme
given in [26] achieves good Number of Pixel Change Rate
and Unified Average Changed Intensity without any critical
values and without any specified feature listed above, but
this scheme is vulnerable to statistical attacks and plain
image related attacks.

Finally, [5, 7] are having similar features of the proposed
method (i.e., plain image related, strong diffusion, and one-
time key) with good Number of Pixel Change Rate and
Unified Average Changed Intensity values. But [5] needs to
send key matrix with the same size of input image to the
receiver end whereas [7] needs to send the plain image itself
for generating keys which are not feasible in real time.

From the analysis of the existing schemes using various
properties, the proposed method is highly superior to other
encryption methods. In the next section, security metrics are
compared with the other existing methods.

Table 6 Comparison of the proposed method with respect to properties

S.no Encryption schemes TCV PIR SD OTK DC

1 [38] � � × � Plain image + initial seeds of chaotic map

2 [5] × � � � Same as input image size keys

3 [2] × � � × Half size of input image keys

4 [28] × � � × Same as input image size keys

5 [24] � × × × Initial seeds of chaotic map

6 [7] × � � � Plain image+initial seeds of chaotic map

7 [22] × × × � Initial seed of chaotic map

8 [12] × × � × initial seeds of chaotic map

9 [15] × × � × Same as input image size keys

10 [4] × � � × initial seeds of chaotic map

11 [37] × � � × initial seeds of chaotic map

12 [13] - � × × initial seeds of chaotic map

13 [26] × × × × Initial seeds of chaotic map

14 [3] � × � � Initial seeds of chaotic map

15 [10] × � × � Initial seeds of chaotic map

16 [30] � × × × Initial seeds of chaotic map

17 [17] × × × � initial seeds of chaotic map

18 proposed method × � � � Initial seed of chaotic map
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4.7.2 Performance comparison with respect to security
metrics

In this section, the proposed encryption method is compared
with the existing literature using general security measures
utilized for evaluating the encryption scheme. For this, Lena
image of size 256×256 is taken and the entropy, correlation
values are noted in Table 7. From Table 7, it is inferred
that in a few schemes [4, 5, 15, 28, 37], the entropy value
is closer to the proposed scheme but these schemes do not
achieve all the quality features whereas in the remaining
schemes, entropy is lesser than the proposed scheme. From
this, it is shown that the randomness of the existing system
is less compared with that of the proposed one. Moreover,
the adjacent pixel correlation values also indicate that the
proposed scheme is superior to the other methods. The
algorithm presented in [22] obtains a high Number of
Pixel Change Rate of 99.66653 % which is closer to the
proposed work but this algorithm relies fully on one-time
key. Similarly, [15] has Number of Pixel Change Rate of
99.6944 but this scheme does not relate with plain image
leading to plain image related attacks. From the above three
security measures, it is shown that our scheme is better than
other existing methods.

4.8 Chosen/known plain text attacks

A cryptanalyst literally knows about the design and work
flow of the cryptosystem by its study. Realizing the secrets
about key is hard compared to realizing the intermediate
parameters of the cryptosystem. Generally, the attackers
focus to reveal the intermediate parameters. From (26), if

the attacker realizes the key matrix ki(q), the permuted
matrix si(q) can be revealed simply and, after that using
shuffled image the plain image can be easily retrieved from
the analysis. For extracting the key matrix ki(q), the attacker
chooses the plain pixels Pi = p1p2p3... = 000... and the
permuted plain image si(q) = 0 is obtained for the pixels
pi = 0 where 1 ≤ i ≤ m × n. It looks that, the key matrix
ki(q) can be retrieved by (34).

ci(q) = ki(q) (34)

But in the proposed scheme, as the plain image is correlated
with the generation of initial value used in the logistic map,
different key matrix is generated for every plain image and
also during every time of encryption. Hence the proposed
method is ineffective to the chosen/known plain text attacks.
Similar to realizing ki(q), for extracting the shuffled matrix
si(q), the attacker chooses an input image P of size m × n

with all rows of the 1st column represented as 1, all rows of
the 2nd column represented as 2 and so on, until all rows of
the last column are represented as n and then tries to reveal
the order of the shuffled transformations. But the shuffled
vector is also changed every time in the proposed scheme
because of initial seed generation of logistic map. So the
attacker will not be able to get the shuffled vector also. It
shows that the chosen/known plain text attack is infeasible
for our proposed scheme in the confusion stage itself.

4.9 Theoretical proof

The proposed convolution method is analyzed theoretically
for Shannon’s perfect secrecy in this section.

Table 7 Comparison of the proposed method with respect to security metrics

S.no Encryption schemes Correlation analysis Entropy Differential analysis

Horizontal Vertical Diagonal NPCR% UACI%

1 [5] –7.7419 ×10−04 0.0045 0.0061 7.9993 99.62 33.43

2 [2] 0.0020 0.0033 0.0005 7.9973 99.60 33.47

3 [28] 0.00281 0.00183 8.27303 ×1004 7.9994 99.6144 33.4467

4 [12] –0.003280 –0.000777 –0.000181 – 99.6292 32.3651

5 [15] 0.0009466 0.0008444 0.0027413 7.9993 99.6944 33.4162

6 [4] –0.0139 0.0177 6.7947 ×10−04 7.9993 99.58 33.43

7 [37] 0.001987 0.004498 –0.00873 7.9992 99.61 33.45

8 [13] –0.0075 0.0045 0.0050 – – –

9 [26] 0.0005 0.000617 –0.00030 7.9974 99.60 33.49

10 [3] 0.0019 0.0012 0.0009 7.9973 99.6096 33.4574

11 [10] 0.0014 0.0036 0.0005 7.9975 99.61 33.56

12 [30] –0.00021 –0.00021 –0.0005 7.9914 99.6323 28.7909

13 [17] 0.0065 –2.5 ×10−04 0.0029 7.9988 99.6095 33.4623

14 proposed method –0.002062 0.003685 2.4912 ×10−04 7.9994 99.67828 33.4616
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4.9.1 Perfect secrecy

The proposed image encryption algorithm needs to satisfy
the unconditional security (perfect secrecy) which specifies
the cipher image’s security against all attacks ignoring the
attacker’s ability. For analyzing such unconditional security,
the following two assumptions are made:

(i) The attacker has only cipher image and does not have
the key matrix and plain image.

(ii) The key used in the proposed algorithm is used only
once because of one-time encryption.

The proposed encryption scheme is defined as

C (j) = Enc (K (x) , A (i))

= a ⊕ k, f ora ∈ A, k ∈ K, (35)

A (j) = Dec (K (x) , C (i))

= c ⊕ k, f ora ∈ A, k ∈ K, (36)

An encryption system achieves perfect secrecy if it meets
the requirements for all pixels a1, a2, ..., an in the space A

for all cipher pixels c1, c2, ..., cn, such that

prob [enc (k, a1) = c] = prob [enc (k, a2) = c] = ...
= prob [enc (k, an) = c]

(37)

According to (37), if the probability distributions of cipher
image are equal, then perfect secrecy is achieved.

4.9.2 Theorem

Let an image encryption algorithm have |A| = |K| = |C|,
then the perfect secrecy is allowed if and only if,

i) the key matrix has an equal probability of each pixel
1/ |K| and ∀i ∈ P, ∀j ∈ C and there exists a unique
key for each encryption such that ek (i) = j .

ii) if the proposed cryptosystem has perfect secrecy then
prob [C = c] = prob [A = a]

Proof i) prob [C = c|A = a] =
prob [k = (c ⊕ k) mod 256]

prob [C = c|A = a] = 1

m × n
(38)

i.e., the generated key has a uniform distribution with
equal probability in the proposed work

ii) prob [C = c] = ∑
prob

[
C = c|A = a′].prob[a

= dk (c)]

by using (35), prob [a = dk (c)] = prob
[
m′

= c ⊕ k]

=
∑

prob
[
k = m′ ⊕ c

]
.prob

[
m′ = c ⊕ k

]

=
∑ 1

m × n
.prob

[
m′ = c ⊕ k

]

=
∑ 1

m × n
.1

Therefore prob
[
m′ = c ⊕ k

] = 1 (sum of the
probabilities of plain pixels is one)

prob
[
k = m′ ⊕ c

] = 1

m × n

prob [C = c] =
∑ 1

m × n
(39)

Using Bayes theorem,

prob [A=a|C =c]= prob [C = c|A = a] .prob [A = a]

prob [C = c]

From (38) and (39),

prob [A = a|C = c] = prob [A = a] (40)

From (40), the proposed method is said to achieve perfect
secrecy and this can be proved from the distributions of
pixel values in the ciphered image.

5 Conclusion

In this paper, an efficient zig-zag scan based feedback con-
volution in forward and reverse direction is proposed, which
is used for describing the key sequence in image encryp-
tion. The chaotic convolution framework is constructed
from traditional convolution function, and then this model
is investigated using different test cases on two aspects (i)
scanning the pixels (ii) feedback applied in middle or neigh-
bour pixels. From the proper investigations, it is found that
the effect of the proposed chaotic convolution is superior at
zig-zag scan with feedback given at middle position in both
directions. In other words, from the analyses, the established
model is concluded to provide good diffusion effect to with-
stand differential attacks without any critical Number of
Pixel Change Rate and Unified Average Changed Intensity
values. The effect of the proposed model is integrated into
key generation process of the image encryption. Meanwhile,
to overcome the plain image related attacks, (chosen/known
plain text attacks) the initial seed is generated from the plain
image. High Number of Pixel Change Rate and Unified
Average Changed Intensity are obtained from the proposed
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key generation with less correlation and uniform distribu-
tion of cipher image. The proposed methodology achieves
better randomness and keys exhibit high sensitivity. Numer-
ical results are analyzed and it is shown that the proposed
work is efficient for generating dynamic keys. The Shan-
non’s perfect secrecy is also proved theoretically for the
proposed encryption system. In future, hardware implemen-
tation of the proposed model will be realized to integrate it
with real time applications such as surveillance camera.
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23. Liu H, Wan H, Chi KT, Lü J (2016) An encryption scheme based
on synchronization of two-layered complex dynamical networks.
IEEE Trans Circ Syst I: Regular Papers 63(11):2010–2021

24. Liu Y, Tong X, Ma J (2016) Image encryption algorithm based on
hyper-chaotic system and dynamic s-box. Multimed Tools Appl
75(13):7739–7759

25. Ludwig J (2013) Image convolution. Portland State University
26. Luo Y, Yu J, Lai W, Liu L (2019) A novel chaotic image

encryption algorithm based on improved baker map and logistic
map. Multimed Tools Appl, 1–21

27. Masuda N, Aihara K (2002) Cryptosystems with discretized
chaotic maps. IEEE Trans Circ Syst I: Fund Theory Appl
49(1):28–40

28. Murugan B, Gounder AGN (2016) Image encryption scheme
based on block-based confusion and multiple levels of diffusion.
IET Comput Vis 10(6):593–602

29. Rahman SMM, HossainMA,Mouftah H, El Saddik A, Okamoto E
(2012) Chaos-cryptography based privacy preservation technique
for video surveillance. Multimed Syst 18(2):145–155

30. Rajagopalan S, Sharma S, Arumugham S, Upadhyay HN,
Rayappan JBB, Amirtharajan R (2019) Yrbs coding with logistic
map–a novel sanskrit aphorism and chaos for image encryption.
Multimed Tools Appl 78(8):10513–10541

31. Rhouma R, Solak E, Belghith S (2010) Cryptanalysis of a new
substitution–diffusion based image cipher. Commun Nonlinear
Sci Numer Simul 15(7):1887–1892

32. Seyedzadeh SM, Mirzakuchaki S (2012) A fast color image
encryption algorithm based on coupled two-dimensional piece-
wise chaotic map. Signal Process 92(5):1202–1215

33. Shannon CE (1949) Communication theory of secrecy systems.
Bell Labs Techn J 28(4):656–715

34. Teng L, Wang X (2012) A bit-level image encryption algorithm
based on spatiotemporal chaotic system and self-adaptive. Opt
Commun 285(20):4048–4054

35. Wang B, Zheng X, Zhou S, Zhou C, Wei X, Zhang Q, Che C
(2014) Encrypting the compressed image by chaotic map and arith-
metic coding. Optik-Int J Light Electron Opt 125(20):6117–6122

36. Wu Y, Noonan JP, Agaian S (2011) Npcr and uaci randomness
tests for image encryption. Cyber journals: multidisciplinary
journals in science and technology. J Selected Areas Telecommun
(JSAT) 1(2):31–38

37. Yavuz E (2019) A novel chaotic image encryption algorithm
based on content-sensitive dynamic function switching scheme.
Opt Laser Technol 114:224–239

38. Ye G, Huang X (2016) An image encryption algorithm based
on autoblocking and electrocardiography. IEEE MultiMedia
23(2):64–71

39. Ye R (2011) A novel chaos-based image encryption scheme
with an efficient permutation-diffusion mechanism. Opt Commun
284(22):5290–5298

40. Zhou Y, Bao L, Chen CP (2013) Image encryption using a new para-
metric switching chaotic system. Signal Process 93(11):3039–3052

Publisher’s note Springer Nature remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

3123Analysis of zig-zag scan based modified feedback convolution algorithm against differential attacks...



R. Vidhya received the B.E.
degree in Computer Sci-
ence and Engineering from
ACCET, Karaikudi in 2013,
M.E. degree in Software
Engineering from College of
Engineering, Guindy in 2015
and also is pursuing her Ph.D.
degree from NIT Trichy. Her
research interests include
Image Security, Cryptography,
and Information retrieval.

Dr. M. Brindha was born in
Nagercoil, Tamil Nadu, India,
in 1983. She received her B.E.
degree from Dr. Sivanthi Adi-
tanar College of Engineeing,
Tiruchendur, India in the year
of 2004; and her M. E. Degree
from Government College
of Engineering, Tirunelveli,
India in the year of 2006. She
received her Ph.D. degree
from National Institute of
Technology, Tiruchirappalli,
in 2016. From February 2009
onwards she is working as
an Assistant Professor in the

Department of Computer Science and Engineering, National Institute
of Technology Tiruchirappalli, Tamilnadu, India. Her areas of inter-
est include Multimedia security, Cryptanalytic attacks, Multimedia
compression, Chaos Theory, Cellular automata.

Dr. N. Ammasai Gounden
was born in Coimbatore,
Tamil Nadu, India, on October
5, 1955. He received the B.E.
degree from the College of
Engineering (Madras Univer-
sity), Guindy, India, in 1978,
the M.E. degree in control
systems from the P.S.G. Col-
lege of Technology (Madras
University), Coimbatore, in
1980, and the Ph.D. degree
from the Bharathidasan Uni-
versity, Tiruchirappalli, India,
in 1990. He is currently a
Professor at the Department

of Electrical and Electronics Engineering, National Institute of Tech-
nology, Tiruchirappalli, where he has been since 1982. His research
interests include power-electronic applications in renewable-energy
systems, image processing and multimedia security. Dr. Gounden is a
Life Member of ISTE and Fellow of Institution of Engineers, India.

3124 R. Vidhya et al.


	Analysis of zig-zag scan based modified feedback convolution algorithm against differential attacks...
	Abstract
	Introduction
	Related work
	Proposed framework
	Fundamental knowledge
	Chaos theory
	Convolution function

	Overview of the proposed framework
	Construction of chaotic convolution function
	Investigation of chaotic convolution function against differential attacks
	Reading each element using snake scan
	Reading each element using the Zigzag scan 
	Observations made from the investigations

	Integration of zig-zag scan based chaotic convolution into the key generation process
	Forward direction
	Reverse direction

	Proposed encryption and decryption process
	Initial seed generation
	Permutation phase
	Diffusion phase
	Decryption


	Security analysis
	Key sensitivity analysis
	Correlation among adjacent pixels
	Histogram analysis
	Entropy analysis
	Differential analysis
	Speed analysis
	Discussion and evaluation of the proposed scheme against existing methods
	Performance comparison with respect to properties behind a good encryption scheme
	Performance comparison with respect to security metrics

	Chosen/known plain text attacks
	Theoretical proof
	Perfect secrecy
	Theorem


	Conclusion
	References


