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Abstract Constructing effective classifiers from imbal-
anced datasets has emerged as one of the main challenges
in the data mining community, due to its increased preva-
lence in various real-world domains. Ensemble solutions
are quite often applied in this field for their ability to
provide better classification ability than single classifier.
However, most existing methods adopt data sampling to
train the base classifier on balanced datasets, but not to
directly enhance the diversity. Thus, the performance of
the final classifier can be limited. This paper suggests a
new ensemble learning that can address the class imbalance
problem and promote diversity simultaneously. Inspired by
the localized generalization error model, this paper gener-
ates some synthetic samples located within some local area
of the training samples, and trains the base classifiers with
the union of original training samples and synthetic neigh-
borhoods samples. By controlling the number of generated
samples, the base classifiers can be trained with balanced
datasets. Meanwhile, as the generated samples can extend
different parts of the original input space and can be quite
different from the original training samples, the obtained
base classifiers are guaranteed to be accurate and diverse. A
thorough experimental study on 36 benchmark datasets was
performed, and the experimental results demonstrated that
our proposed method can deliver significant better perfor-
mance than the state-of-the-art ensemble solutions for the
imbalanced problems.
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1 Introduction

The ultimate goal of constructing a classifier is to learn a
set of essential classification rules that can provide accu-
rate classifications on previously unseen data. However,
when the class imbalance problem occurs (i.e., the instances
of one class significantly outnumber the others), learning
essential rules can be challenging. Most of the standard
classification algorithms are designed to work on balanced
datasets, and they tend to generate classification models
maximizing the overall accuracy. Consequently, the result-
ing classifier will strongly favor the instances of the major-
ity class, because the rules that correctly predict those
instances are positively weighted in favor of the overall
accuracy, whereas the rules that predict instances of the
minority class are fewer and weaker, because minority class
is both outnumbered and under presented [1–3]. This could
be problematic, because the instances of the minority class
usually represent the concept of greater interest, and biased
classification on these instances can make the classifier
useless during practical use.

Learning from imbalanced datasets has become a crit-
ical area in the machine learning community [4] due to
its increased prevalence in various real-world domains.
Many approaches have been suggested for tackling the class
imbalance problem. Data sampling is one of the most com-
monly used techniques in this field. These methods attempt
to artificially rebalance the data distribution by increasing
the number of the minority instances (oversampling) [5–8],
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decreasing the number of the majority instances (under-
sampling) [9–11], or combing them both [12, 13]. Data
sampling techniques are classifier-independent solutions to
the class imbalance problem, and their general effectiveness
has been proven [2, 3]. However, undersampling meth-
ods might remove some useful information that could be
very important for the classifier training, whereas oversam-
pling methods may increase the possibility of overfitting
during classifier training [2]. Cost-sensitive learning (CSL)
has also been used to address the class imbalance prob-
lem. This method assigns different misclassification costs
for different classes, generally a higher cost for the minority
class and a lower cost for the majority class, and therefore,
it attempts to minimize the overall misclassification cost.
Although the idea of CSL seems to be intuitive, this method
is much less popular than data sampling methods. It is diffi-
cult to determine a suitable misclassification cost for a given
task, and different misclassification costs result in classifiers
with different generalization ability. Thus the classification
results are not stable [14]. Besides, it presents a significant
technical hurdle for those researchers who are not expert
in machine learning to modify the learning algorithm for
incorporating the idea of CSL.

Compared with individual classifiers, ensemble solutions
have acquired popularity in this domain for their better
performance acquisition [2]. However, to address the class
imbalance problem, the ensemble methods need to com-
bine with techniques like oversampling and undersampling
[2, 3]. The primary motivation of adopting these tech-
niques is to train the base classifiers on a balanced dataset,
not to directly promote the diversity within an ensemble.
Thereby, the performance of the final ensemble can be lim-
ited. Increasing diversity and decreasing the individual error
are two crucial factors for the construction of an optimal
ensemble. The general anticipation for an ensemble is that
the base classifiers are accurate and mutually complemen-
tary so that all the base classifiers can perform like a unified
one. Diversity allows different classifiers to offer comple-
mentary information for the classification, which in turn,
can result into better classification ability [15]. Although,
previous study [16] has revealed that diversity-increasing
technique can significantly improve the performance of
ensemble methods for imbalanced problem, a limited num-
ber of studies [16, 17] have been proposed to address the
class imbalance problem and promote diversity simulta-
neously. This study attempts to propose a new ensemble
solution that brings these two issues into one unified frame-
work. To accomplish so, a special type of samples, called
the neighborhoods of the training samples, is synthetized
and imported into the ensemble learning. The generation
of these samples is inspired by the localized generalization
error model (L-GEM) [18].

L-GEM evaluates the generalization ability of a classifier in
a restricted input space. In the authors’ opinion, the commonly
used learning algorithms, such as SVM and neural network,
are local learning machines. The classification boundary of
such classifier is shaped by the patterns hidden in the training
samples, and samples far away from the training samples
will not affect the construction of classification boundary.
So, instead of evaluating a classifier’s classification abil-
ity in the entire input space. Yeung et al. [18] proposed a
L-GEM to assess the classification ability of radial basis
function neural networks (RBFNNs) in some limited neigh-
borhoods of the training samples. The idea proves to be
effective and efficient in many applications, such as model
selection [19] and feature selection [20] for RBFNNs.

Our previous study [21] has incorporated the synthetic
neighborhoods into an ensemble learning to maximize the
overall accuracy and achieved a significant improvement in
generalization ability for the balanced datasets. In this paper,
we propose a sample-generation-based ensemble learning
for the class imbalance problem. When training a base
classifier, the proposed method randomly selects a sub-
set of training samples from the original training set, and
replaces them with their synthetic neighborhoods. The syn-
thetic neighborhoods are beneficial extensions to the input
space of original training samples, so the base classifiers can
improve their classification ability in different parts of the
input space by learning these synthetic samples. Moreover,
as the generated samples are randomly generated and can
be different from the original training samples, the diver-
sity within the final ensemble can be promoted. In addition,
the synthetic samples are different but not conflicting with
the original training samples, so we can rebalance the class
distribution by generating certain number of minority sam-
ples and not worrying about decreasing the base classifiers’
generalization ability.

Although L-GEM has highlighted the importance of the
neighborhoods of the training samples, it does not gener-
ate any actual sample. It is essential to generate available
synthetic neighborhoods that can be used to solve the class
imbalance problem and promote diversity simultaneously.
We provide our solution of synthetic neighborhood genera-
tion, and assess its effectiveness on 36 benchmark datasets.
The experimental results demonstrated that our proposed
method significantly outperformed the state-of-art ensemble
learning in terms of area under receiver operation character-
istic (AUC) and G-mean.

2 Related work

In this paper, the binary-class imbalanced datasets are the
focus, in which there is a positive (minority) class, with the
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lowest number of instances, and a negative (majority) class,
with a significantly higher number of instances. Of the two
classes, the minority class is usually the class of interest,
but it is difficult to identify because it might be associated
with exceptional and significant cases, or the process of
acquiring these examples is costly [22]. Over the years, a
significant amount of work has been done to address class
imbalance problem. These methods can be broadly divided
into four categories: (1) algorithm level approaches, (2) data
level approaches, (3) cost-sensitive learning, and (4) ensem-
ble solutions. In this section, we only focus on the ensemble
solutions that have been proposed to address this issue. A
general introduction and additional details about the other
techniques can be found in [1–3].

Specifically, the best ensemble solutions to the class
imbalance problem are reviewed firstly. Then the commonly
used assessment metrics for the imbalanced learning are
given.

2.1 Ensemble solutions for the imbalanced learning

Ensembles of classifiers have been adopted and their robust-
ness at handling imbalanced datasets has been proven [10,
16]. Ensemble techniques by themselves do not ameliorate
the class imbalance problem, because they are designed to
achieve a maximal accuracy on the training set. However,
their combination with previous techniques leads to promis-
ing results. Ensemble techniques in this field can be classi-
fied into two types: cost-sensitive boosting approaches [23]
and ensemble learning algorithms with embedded data pre-
processing techniques [9, 24–26]. The cost-sensitive boost-
ing approaches share a similar spirit with non-ensemble
cost-sensitive approaches, which assign different misclassi-
fication cost for different classes. The main difference is that
the costs minimization is guided by the boosting algorithm.
Cost-sensitive boosting approaches share same idea, as well
as same shortcoming, as the non-ensemble cost-sensitive
methods: it is not an intuitive task to assign appropriate
costs for the different classes. On the other hand, ensem-
ble methods combined with data sampling are more popular.
According to Galar et al. [2], these methods can be further
classified into three subclasses: (1) bagging-, (2) boosting-,
and (3) hybrid-based approaches, depending on the ensem-
ble learning algorithm that they use. These approaches
do not change the original process of ensemble learning,
they just adopt data-level approaches, such as oversampling
and undersampling, to rebalance the data distribution and
train the base classifiers with balanced datasets. As most
related works [2, 16, 17] indicate good performance of
Bagging [27] and Boosting [28] in combination with data-
level approaches some of these ensemble algorithms are
recalled.

• SMOTEBagging [24] has an operating procedure that
is similar to that of Bagging, except that each base clas-
sifier is trained on a balanced dataset. At each iteration,
the method generates a dataset that has two times the
number of majority samples. Half of the instances are
randomly sampled from the majority class with replace-
ment whereas the second half is generated through a
combination of SMOTE [5] and random oversampling
on the minority class. The oversampling percentage
varies from 10% in the first iteration to 100% in the last,
always being a multiple of ten. The remaining minority
instances are generated by SMOTE.

• UnderBagging [26]. In each iteration of UnderBag-
ging, the number of majority class instances is ran-
domly reduced to the number of the minority class to
allow the base classifier to be trained with a balanced
dataset.

• SMOTEBoost [29] is a modification of AdaBoost.M2
[30]. After each iteration, this approach uses SMOTE to
balance the dataset. The newly generated instances will
be assigned a weight, which is the proportion of gener-
ated instances to the overall number of instances. Other
than the newly generated instances, the weights of the
original instances will be normalized. During the whole
procedure, the instances’ weights are updated according
to the algorithm of Adaboost.M2.

• RUSBoost [25] has a similar procedure to SMOTE-
Boost. However, it adopts a random undersampling
method to balance the dataset. Thus, no instances will
be generated, and the weights of the instances will be
updated according to the algorithm of Adaboost.M2.

• EUSBoost [10] is a modification of RUSBoost. This
approach aims to improve the original method by using
an evolutionary undersampling approach. To be spe-
cific, it attempts to promote diversity by selecting
different subsets of the majority instances for differ-
ent base classifiers with an evolutionary undersampling
approach.

• EasyEnsemble [9] has a similar procedure to Under-
Bagging. However, instead of training a base classifier
for each new bag, it adopts an AdaBoost as a base
classifier. When training each of the base classifiers,
EasyEnsemble samples several subsets from the major-
ity class, and trains a base classifier with these subsets
repeatedly. So, EasyEnsemble works like an ensemble
of ensembles.

Other than combining ensemble with data-level
approaches, researchers in this field have been con-
stantly seeking new framework of ensemble learning. For
example, the study in [16] demonstrated that diversity-
increasing techniques are effective methods for improving
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the performance on imbalanced problems. In addition, the
study also suggested that diversity-enhancing techniques
should be adopted when the overlap of the per-class bound-
ing boxes is high. Bhowan et al. [31] adopted genetic
algorithm to evolve ensemble. In their proposed approach,
the construction of an ensemble was transformed to a multi-
objective optimization problem, in which a set of accurate
and diverse base classifiers were built by trading-off the
minority and majority class during the learning of base clas-
sifier. Dı́ez-Pastor et al. [32] proposed a data-level approach
that can be used to build ensembles for class imbalance
problem. In their approach, the data for training a base clas-
sifier is sampled from the training data using random class
proportions. The diversity can be promoted by randomly
undersampling or oversampling the original training data.

3 Proposed method

3.1 Motivation

We attempt to propose a new sample generation based
ensemble learning for the class imbalance problem, which
can bring the issues of addressing the imbalance prob-
lem and promoting diversity into one unified framework.
Sample generation is not a new idea for ensemble learn-
ing. Importing properly synthesized samples into ensemble
learning has proven to be an effective way for improv-
ing a classifier’s generalization ability [33–36]. In previous
studies, the synthetic samples are generated mainly for
two purposes: (1) addressing the class imbalance problem
by generating some new synthetic minority samples (over-
sampling); (2) creating diversity in the ensembles. When
applying oversampling techniques to ensemble learning,
they are used to address the problem of class imbalance,
not to directly enhance the diversity within an ensemble.
Thereby, the diversity and generalization ability of the final
classifier could be limited.

Sample generation methods [33–36] have been con-
stantly used to increase diversity within an ensemble. These
methods generate some synthetic samples and a particular
base classifier is trained with the synthetic samples along
with the original training samples. Theoretical and empiri-
cal studies [37, 38] reveal that one may get very promising
diversity by generating very different samples with any of
the existing sample generation methods, however, when
addressing the imbalance problem, these methods are lim-
ited, because: (1) the diversity of the final ensemble is
promoted at the cost of base classifiers’ classification abil-
ity; (2) existing sample generation based ensembles are
accuracy-oriented. They are designed to maximize the over-
all accuracy. Although theoretically, the generated samples
can be used to rebalance the class distribution, but importing

too many of these samples could be problematic, because
the samples generated by any of the existing methods can
be quite different from the original training samples [38].
Learning too many these synthetic samples can misguide the
training of a classifier.

The work of Yeung et al. [18] highlights the importance
of unseen samples located within some neighborhood of
the training samples. The effectiveness of L-GEM in vari-
ous applications [19, 20, 39] also proves that the synthetic
samples located within this area can be beneficial exten-
sions to the original input space, and it would be desirable
to design a particular ensemble learning, which incorporates
these synthetic neighborhoods for the class imbalance prob-
lems because we can bring the issues of increasing diversity,
decreasing individual error and addressing class imbalance
problem into one unified framework, by incorporating the
synthetic neighborhoods into the ensemble learning.

3.2 Synthetic neighborhoods generation

It is essential to generate available synthetic neighborhoods
that are properly located within some neighboring area of
the training samples. The generated samples must have
appropriate distance to the training samples, so that a bal-
ance between increasing diversity and decreasing individual
error can be achieved.

Central Limit Theorem Let Xi (i = 1, 2, . . . , n) be a
random sample from the same underlying distribution with
mean μ and variance σ 2. Let X be the average of Xi

(i = 1, 2, . . . , n), if n is “sufficiently large”, then X obeys
a normal distribution with mean μ and variance σ 2.

X − μ

σ/
√

n
=

∑n
i Xi − nμ√

nσ
→ N(0, 1) (1)

The central limit theorem shown in (1) can be applied
for any distribution. This permits us to generate synthetic
neighborhoods for any unknown data distribution.

The symbols that will be used in this paper are described
as follows. D = {(xi, yi)|xi ∈ R

p, yi ∈ Y}Ni=1 is the train-
ing set, where p is the number of input features, N denotes
the number of training samples, and Y = {label1, label2}
indicates the class labels in a binary classification problem.

In a multiple feature dataset D, each training sample
is composed of multiple features, and each feature can
be treated as a random variable that obeys an unknown
distribution. When generating one synthetic neighborhood
for a specific training sample, a new dataset Dj =
{(xi, yi)|(xi, yi) ∈ D, yi = labelj )} is gathered by select-
ing all the samples labeled with labelj in D. After that, the
mean value μi and standard variance σi for the ith attribute
ai in Dj are calculated, and we use μ′

i and σ ′
i to represent
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Fig. 1 a Original simulated dataset. b The synthetic minority instances (blue hollow squares) generated by our method when λ=1/
√

n. (c) λ = 0.5

the real mean and standard deviation of attribute ai . n is the
number of samples in Dj . If n is large enough, according to
Central Limit Theorem, the following can be obtained:

μ − μ′
i

σ ′
i /

√
n

→ N(0, 1) (2)

Because (2) is satisfied only when n is “sufficiently
large”, it can be used to approximate the real mean value μ′

i :

μ′
i = μ − r × σ ′

i√
n

(3)

Where r is a sampling value of normal distribution
N(0,1). By substituting the mean value μ with an feature
value, then for each instance j in Dj , given its ith attribute
value ai(j), a synthetic value a′

i (j) can be generated as
follows:

a′
i (j) = ai (j) − r × σ ′

i√
n

(4)

Here, σ ′
i in (4) represents the true standard deviation

of the attribute ai in Dj , and it is unknown. We can
approximate it with σi , and the following can be obtained:

a′
i (j) = ai (j) − r × σi√

n
(5)

Zhang and Li [40] use the equation (5) as an oversam-
pling technique. The samples generated by oversampling
techniques are safely located within the area that surrounds
all the training samples. The method combining ensem-
ble learning with synthetic samples generated by (5) has
no essential difference to current ensemble solutions for
imbalanced dataset. So, the size of the synthetic attribute is
expanded, so that the diversity within final ensemble can be
enhanced

a′
i (j) = ai (j) − λrσi (6)

Equation (6) is the one used to generate the synthetic
neighborhoods, where parameter λ is a trade-off between

Fig. 2 Pseudo code of the
proposed ensemble method

Input: 

D: The training set, 1{( , ) | , }p N
i i i i iD x y x y

M:  The number of base classifiers. 

RR: The parameter determining the proportion of samples that needs to be replaced. 

λ :  The parameter used to control the distance from the synthetic samples to the training samples. 

Training Begin: 

for i=1 to M
get a copy of the original training set, Di = D
get the number of training samples that will be replaced as follows: 

( )P round n RR
for j=1 to P 

Randomly select a sample x from Di 
If x is a majority class sample, then

Generate a synthetic neighborhood of x according to equation (6), and replace x in Di with 

the synthetic neighborhood

Elseif x is a minority sample, then

Generate m synthetic neighborhoods of x according to equation (6), and replace x in Di with 

the m synthetic neighborhoods. m can be calculate by equation (7)

End loop 

Construct a base classifier Ci from Di. 

End loop 

Classification Phase: 

For a given x, use the ensemble 1 2{ , ,..., }MC C C  to classify the sample x with simple majority voting 

strategy
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Table 1 Dataset details

No. Name IR #Ex #Atts

1 ecoli0vs1 1.86 220 7

2 pimaimb 1.87 768 8

3 iris0 2.0 150 4

4 glass0 2.06 214 9

5 yeast1 2.46 1484 8

6 vehicle2 2.88 846 18

7 vehicle3 2.99 846 18

8 glass0123vs456 3.20 214 9

9 vehicle0 3.25 846 18

10 ecoli1 3.36 336 7

11 newthyroid2 5.14 215 5

12 newthyroid1 5.14 215 5

13 ecoli2 5.46 336 7

14 segment0 6.02 2308 19

15 glass6 6.38 214 9

16 yeast3 8.10 1484 8

17 ecoli3 8.6 336 7

18 yeast2vs4 9.08 514 8

19 vowel0 9.98 988 13

20 glass016vs2 10.29 192 9

21 glass2 11.59 214 9

22 shutlec0vsc4 13.87 1829 9

23 glass4 15.46 214 9

24 ecoli4 15.8 336 7

25 abalone9-18 16.40 731 8

26 glass016vs5 19.44 184 9

27 shuttlec2vsc4 20.5 129 9

28 glass5 22.78 214 9

29 yeast5 32.72 1484 8

30 ecoli0137vs26 39.14 281 7

31 abalone17vs78910 39.31 2338 8

32 krvskvs8 53.07 1460 6

33 shuttle2vs5 66.67 3316 9

34 kddcuplandvssatan 75.67 1610 41

35 krvskvs15 80.22 2193 6

36 kddcuprootkitimapvsback 100.13 2225 41

Table 3 Confusion matrix

Predicted positive Predicted negative

Actual positive TP FN

Actual negative FP TN

increasing diversity and decreasing individual error. A
larger λ will result into a set of synthetic neighborhoods that
are very different to the corresponding training samples. The
opposite scenario can happen if we decrease λ. It is also
worth mentioning that the equation (6) considers some kind
of global distribution information by importing the standard
deviation σi into the equation. By doing this, the proposed
method can work reasonably well under some fixed settings
of parameter λ.

For each sample in Dj = {(xi, yi)|(xi, yi) ∈ D, yi =
labelj )}, we use (6) to generate one synthetic feature value
for each of its attribute, and a feature vector can be con-
structed by gathering all the corresponding synthetic values.
labelj will be assigned to the feature vector as its class
label, and then the vector is taken as a synthetic neigh-
borhood to the training sample. In order to illustrate the
proposed method in better way, we run our sample gener-
ation method on a simulated dataset. Figure 1 shows the
results. Figure 1a presents the simulated dataset, where the
black circle points denote the majority class instances and
the red plus symbols denote the minority class instance. The
blue hollow square symbols in Fig. 1b and c denote the syn-
thetic minority instances generated by (6) under different
settings of parameter λ.

3.3 Synthetic neighborhood generation based ensemble
learning for imbalanced problem (SNGEIP)

We formally propose our ensemble solution for imbalanced
problem (SNGEIP) in Fig. 2. The basic aim of the sample
generation is to create different training sets for differ-
ent base classifiers so that a promising diversity can be

Table 2 State-of-the-art
ensembles used in our
experiments

Abbr. Method Description

EUS EUSBoost [10] Adaboost embedded with evolutionary random undersampling

SBO SMOTEBoost [29] RUS embedded with SMOTE

RUS RUSBoost [25] Adaboost embedded with random undersampling

UBAG UnderBagging [26] Bagging embedded with undersampling

SBGA SMOTEBagging [24] Bagging embedded with SMOTE

SESNG SMOTE + ESNG [21] ESNG method combined with SMOTE

EASY EasyEnsemble [9] Bagging with undersampling of the majority class and Adaboost
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achieved. At the same time, the class distribution can be
rebalanced by controlling the number of generated samples.

Specifically, given a training set D = {(xi, yi)}ni=1,
where n is the number of samples in D, and IR denotes
the imbalance ratio of D. The proposed SNGEIP method
first gets a copy of the original training set, and randomly
selects some training samples. The selected samples will
be replaced by their synthetic neighborhoods. If a majority
sample is chosen, it will be replaced by its one synthetic
neighborhood generated by (6). Otherwise, if a minority
sample is chosen, it will be replaced by its m synthetic
neighborhoods. The synthetic minority samples are more
than the majority samples, so the class distribution can be
rebalanced. m can be calculated as follows:

m = Round((IR − 1)/RR + 1) (7)

Where IR is the imbalance ratio of D, and RR is the
abbreviation for the replacement ratio, a parameter used to
determine the proportion of training samples that needs to
be replaced. RR can be set as any value in the range [0, 1].
If we set RR = 0, no synthetic sample will be generated
and we will obtain a set of identical base classifiers. If we
set RR = 1, every training sample must be replaced by
their synthetic neighborhoods and the diversity within the
final ensemble can be promoted. The choices of RR and λ

have significant influences on the generalization ability of
final ensemble. In this paper, the default settings for these

two parameters are RR = 0.368, and λ = 0.5. We give the
reason for this default setting in Section 4.6, where we can
discuss the influence of these two parameters.

4 Experiments

4.1 Benchmark datasets

A series of experiments were conducted to test the per-
formance of our method, the synthetic neighborhood gen-
eration based ensemble learning for imbalanced problem
(SNGEIP). We have selected 36 imbalanced binary datasets
from the KEEL repository [41], and the detailed information
about these datasets is given in Table 1. The datasets are
ordered according to their IRs. Before testing the perfor-
mance of our method, all the datasets need to be pre-
processed. All the datasets have been transformed into Lib-
svm format [42], a data format that only contains numeric
type attributes. By doing this, we can automatically trans-
form all the non-numeric attributes into numeric one, and
calculate the standard deviation for each attribute.

4.2 Benchmark algorithms and parameter settings

We analyze the quality of our proposed method against
seven other methods (described in Section 2). To be spe-
cific, we only compare our proposed method with Bagging

Fig. 3 Example of ROC curve.
Three classifiers’ curves are
plotted. The area under the
curve is the AUC
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and Boosting in combination with data-level approaches.
After comparing 20 different ensembles from simple modi-
fications of Bagging or Boosting to complex cost or hybrid
approaches, Galar et al. [2] found that methods combin-
ing Bagging or Boosting with simple versions of under-
sampling or SMOTE work better than more complex ensem-
ble solutions. Other than Bagging and Boosting methods,
we combined ESNG [21] method with SMOTE method.
ESNG [21] incorporated the synthetic neighborhoods into
an ensemble learning to maximize the overall accuracy and
achieved a significant improvement in generalization abil-
ity for the balanced datasets. We combined it with SMOTE
method and tested its performance on imbalanced datasets.
It will better reveal the advantages or drawbacks of our
method by comparing it with ESNG method. Table 2 shows
the operating procedure and the abbreviations that will be
used through the experiments. The C4.5 decision tree was
chosen as the base classifier for all the ensemble learning.

40 decision trees were trained for each of the ensemble
methods. It is worth mentioning that the choices of parame-
ters RR and λ have significant influence on the classification
ability of our proposed method. In all the experiments, we
set RR = 0.368, and λ = 0.5. All experiments have been
conducted using the KEEL software [41] and Weka [43].
The ESNG combined with SMOTE method has been imple-
mented in Weka, whereas the other six learning algorithms
in Table 2 are publicly available in KEEL.

4.3 Assessment metrics used in the experiments

The way of assessing a classifier is very important for prop-
erly evaluating its classification performance and guiding its
modeling. In order to take the class distribution into account,
we must use specific metrics to evaluate the classifier’s per-
formance. Focusing on binary-class problems, the confusion
matrix (shown in Table 3) records the results of correctly
and incorrectly recognized examples of each class. Specif-
ically, TP represents the number of positive examples that
have been correctly predicted as positive, FN represents the
positive example number that have been falsely predicted
as negative, FP represents the negative example number
that have been falsely predicted as positive, and TN repre-
sents the negative example number that have been correctly
predicted as negative. From Table 3, some metrics can be
calculated and used as assessment metrics in the imbalance
framework:

True positive rate: T Prate = T P/(T P + FN) (8)

True negative rate: T Nrate = T N/(FP + T N) (9)

Precision: P = T P/(T P + FP) (10)
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Fig. 4 Average rankings
obtained from Friedman
aligned-rank test based on the
AUCs
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Recall: R = T P/(T P + FN) (11)

F -measure: F = (2 × P × R)/(P + R) (12)

G-mean: Gmean = √
T Prate × T Nrate (13)

Clearly, the first four measures in (8–11) describe clas-
sifier’s performance on positive class and negative class
separately, but none of these measures is adequate enough
to describe the overall performance. Both F -measure and
G-mean can be used as the measures to evaluate a classi-
fier’s performance in class imbalance problem. But when a
classifier classifies all the instances as negative class (i.e.,
T P = 0, and FP = 0), the F -measure would be +∞,
making the experimental results incomparable.

Another well-known approach to produce an overall
evaluation criterion is the receiver operation characteristic
(ROC) curve [44]. ROC curve is formed by plotting T P rate

over FP rate, and any point in ROC space corresponds to the
performance of a single classifier on a given distribution.
ROC curve provides a visual representation of the trade-off
between benefits (T P rate) and costs (FP rate) of classifi-
cation. Area under the ROC curve (AUC) [45] provides a
quantitative measure of a classifier’s performance for the
evaluation of which model is better. The computation of
AUC depends on classifier’s type. If the classier is hard-type

Table 5 Holm post-hoc test results based on the AUCs

Control method (SNGEIP)

Algorithm
(ranking)

Z p-value Holm Hypothesis
(α = 0.05)

7 EASY(7.11) 8.5881 0.0000 0.0071 Rejected

6 EUS(5.61) 5.9900 0.0000 0.0083 Rejected

5 UBAG(5.47) 5.7494 0.0000 0.0100 Rejected

4 RUS (5.42) 5.6532 0.000 0.0125 Rejected

3 SENSG (3.88) 3.0070 0.0043 0.0167 Rejected

2 SBAG(3.28) 1.9486 0.0598 0.0250 Not rejected

1 SBO(3.07) 1.5877 0.1131 0.0500 Not rejected

The bold emphasis indicates the significant statistical test results

which outputs only discrete class labels, the AUC can be
computed as:

AUC = (1 + T Prate − FPrate)/2 (14)

If the classifier is soft-type which outputs a continuous
numeric value to represent the confidence of an example
belonging to the predicted class, a threshold can be used
to produce a series of points in ROC space. The AUC is
computed as the area under these points. Figure 3 shows the
idea of ROC and AUC.

In this paper, G-mean and AUC are adopted to evaluate
the classifier’s performance. Considering the fact that all the
classifiers used in our experiment are soft-type classifiers,
we used a threshold to produce a series of points in ROC
space, and the AUC is computed as the area under these
points.

4.4 Experimental procedure and statistical tests

We follow a procedure that is similar to that outlined in
[10]. Specifically, an experiment framework using 3 × 5
cross-validation is adopted to compare the performance of
different algorithms. For each dataset, 5-fold stratified cross
validation is used to divide the dataset into training parts
and testing parts. The training parts are used to train the
classifiers, while the testing parts are used to calculate the
AUC and G-mean metrics. Here, 5-fold cross validation was
conducted three times with different random seeds, and the
average value of all the obtained AUCs or G-means can be
used as a single measure, which provides a reliable estima-
tion on the classifier’s ability of dealing with imbalanced
datasets.

Statistical analysis needs to be conducted in order to
determine whether the classification ability of different

Table 6 Wilcoxon pairwise test result of SNGEIP vs. SBAG and SBO
based on the AUCs

Comparison R+ R− p-value Hypothesis (0.05)

SNGEIP vs. SBAG 414.0 147.0 0.017 Rejected

SNGEIP vs. SBO 397.5 163.5 0.037 Rejected

The bold emphasis indicates the significant statistical test results



A synthetic neighborhood generation based ensemble learning for the imbalanced data classification 2451

algorithms are significantly different. As suggested by pre-
vious study [46], we consider two different non-parametric
statistical tests to perform two comparisons:

• Multiple comparisons. As suggested by Demšar [46],
we first use Friedman test [47] with its corresponding
post-hoc test to detect statistical differences between all
the methods. Then, if significant differences exist, we
check whether the control method (the one with lowest
average ranking) is significantly better than the others
using Holm test [48].

• Pairwise comparisons. Pairwise comparison is used
as a complementary test here, because the Friedman
test occasionally reports a significant difference but
the post-hoc test might fail to detect it. Wilcoxon
paired signed-rank test was conducted to further con-
firm whether the classification abilities of two methods
are significantly different.

Moreover, instead of simply giving an overall summary,
we show the p-value associated with each comparison,
which indicates the lowest level of significance of a hypoth-
esis that results in a rejection. In such a manner, we can
know whether two algorithms are significantly different and
how different they are. The average rankings of each method
have also been used as a complementary visualization tool.
These rankings are obtained from the Friedman aligned-
rank test, and a lower ranking indicates better classification
ability.

4.5 Performance of SNGEIP and comparison
with conventional methods

4.5.1 AUC as a measure

Table 4 shows the average AUC over 3 × 5 cross valida-
tion in the form of ‘average ± standard deviation’. For each
dataset, the best AUC over eight methods is shown in bold-
face type. Taking a quick glance at this table shows that the
proposed work is the best performing method, because it
achieves the highest number of best AUCs (on 20 of the 36
datasets) and the highest average AUC (0.9587) over all the
eight methods. In order to check if the higher average AUC
indicates actual better classification ability, non-parametric
statistical tests have been conducted on the obtained AUCs.
The average rankings from the Friedman test are shown in
Fig. 4.

From Fig. 4, we can observe that our proposed
work excels, followed by the SMOTE-based methods
(SBO SBAG and SENSG). The performance of the
undersampling-based methods (RUS, UBAG, and EUS)
is mediocre, and the worst performer is the hybrid-based
method (EASY). The Friedman aligned-rank test is con-
ducted, resulting in a significance level of p =0.000, which

is low enough to reject the hypothesis of equivalence. There-
fore, we continue with the Holm post-hoc test and present
the adjust p-values in Table 5.

The proposed SNGEIP method was chosen as the con-
trol method, as it achieves the lowest average ranking in
the Friedman test. The Holm test brings out the good per-
formance of SNGEIP. SNGEIP statistically outperforms all
the methods except for SBAG and SBO. As pointed by
[46], sometimes the Friedman test reports a significant dif-
ference but the post-hoc test may fail to detect it, due to
the lower power of the latter. For this reason, we use the
Wilcoxon paired signed-rank test to compare the perfor-
mance of SNGEIP SBAG and SBO. The test results have
been reported in Table 6. The test rejects the hypothesis
of equivalence with significance level at p = 0.017 and
p =0.037, and hence, being the average ranking in favor
of SNGEIP, its superiority over SBAG and SBO can be
confirmed. Following all the results of the non-parametric
statistical tests, we can state that SNGEIP outperforms the
previous methods in the framework of imbalanced datasets.
In addition to all these promising results, it’s also worth
pointing out that the method proposed in this paper provides
significant better performance than SENSG. Both SNGEIP
and SENSG have adopted the synthetic neighborhoods in
their framework, but the synthetic samples in SENSG are
composed of two parts: synthetic neighborhoods and syn-
thetic samples generated by SMOTE. The superiority of
our method over SENSG confirms that synthetic neighbor-
hoods can bring more benefits than rebalancing the class
distribution.

Finally, to visually show the advantage of SNGEIP with
respect to the others, a scatter plot is provided in Fig. 5,
where each point compares SNGEIP with one of other algo-
rithms on a dataset. The x-coordinate of a point represents
the AUC measure obtained by SNGEIP, whereas the y-
coordinate represents the AUC measure obtained by other

Fig. 5 Scatter plot of SNGEIP vs. other ensembles
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methods. Therefore, points that appear below the y = x

line correspond to the datasets where SNGEIP outperforms
the other methods. From Fig. 5, we can observe that most
of the points lie under the y = x line. In addition, we
find that when SNGEIP performs better, it usually provides
much better AUCs than the benchmark algorithms (the cor-
responding points have higher distance to the y = x line).
On the contrary, when it provides worse performance, its
loss is not so significant.

4.5.2 G-mean as a measure

Table 7 reports the average G-means obtained from the cross
validation. The results are presents in the form of ‘average
± standard deviation’, and the bold-face indicates the best
G-mean in each dataset. The results in Table 7 also con-
firm the superiority of our proposed method. Among the
eight ensemble solutions for class imbalance problem, our
method achieves highest number of G-means (on 17 of the
36 datasets), and highest average Gmean (0.9010). We con-
ducted Friedman aligned-rank test on the obtained G-means,
and presented average rankings in Fig. 6. From Fig. 6, we
can find that the average rankings computed from the G-
means are different from the ones computed from AUCs, but
our proposed method still achieves the lowest average rank-
ing. The Friedman test results in a significance level at p =
0.000, which rejects the hypothesis of equivalence. As there
exists a significant difference, we continue with the Holm
post-hoc test (Table 8). Still, our method has been chosen as
the control method. Table 8 shows the average rankings of
the algorithms and the adjusted p-values computed from the
Holm test. As we can see, SNGEIP statistically outperforms
all the other methods.

4.5.3 Efficiency

The average runtimes of all the ensemble solutions, except
the SENSG method, on all the considered datasets are pre-
sented in Table 9. We didn’t report the efficiency of SENSG
because SENSG was tested on the Weka, a platform differ-
ent from the other ensemble solutions. All the results were
obtained on the same PC with an i5 CPU (2.7 GHz) and 8GB
RAM. According to the average runtimes, all the algorithms
can be classified into three groups. The first group consists
of EASY, RUS and UBAG. These three algorithms combine
the ensemble learning with undersampling techniques, and
their base classifiers are trained on a shrinking of the orig-
inal training data, so they present highest efficiency. The
second group consists of SBO, SBAG and the proposed
SNGEIP method. All these methods combine ensemble
learning with oversampling techniques. Their base classi-
fiers are trained on the union of the original training set
and the synthetic data. Besides, it takes some extra time to
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Fig. 6 Average rankings
obtained from Friedman
aligned-rank test based on the
Gmean

4.69 4.56
5.15

4.46
3.89

4.65

6

2.6

0

2

4

6

8

EUS SBO RUS UBAG SBAG SENSG EASY SNGEIP

A
ve

ra
ge

 R
an

ki
ng

generate the synthetic samples, so these three methods show
lower efficiency. It is worth mentioning that our proposed
method presents the lowest efficiency in the second group.
It is because all the other two algorithms generate the minor-
ity samples only one time, on the contrary, our proposed
method needs to generate the samples for each of the base
classifiers iteratively. Among all the eight methods, EUS
takes significant longer time than the other seven methods.
This is because EUS adopts genetic algorithm to prepare the
training set for each base classifier.

4.6 Parameters

We analyze whether the factors that account for the diver-
sity help to improve the generalization ability of the final
ensembles. In our proposed method, two parameters, the
replacement ratio (RR) and λ, can determine the diversity of
the final ensemble. The effects on diversity and AUCs of the
varying parameter values are explored.

We follow a procedure that is similar to that outlined
in [36], four datasets were randomly selected for analysis,
based on variations in the number of samples, attributes,
and imbalance ratio. We use the pairwise plain disagreement
measure technique [49] to evaluate the diversity of our pro-
posed method. The plain disagreement diversity for a base
classifier pair Ci and Cj can be computed according to:

divi,j == 1

N

N∑

k=1

Diff (Ci(xk), Cj (xk)) (15)

Table 8 Holm post-hoc test results based on Gmean

Control method (SNGEIP)

Algorithm Z p-value Holm Hypothesis

(ranking) (α =0.05)

7 EASY (6) 5.8938 0.0000 0.0071 Rejected

6 RUS (5.15) 4.4264 0.0000 0.0083 Rejected

5 EUS(4.69) 3.6325 0.0005 0.0100 Rejected

4 SENSG (4.65) 3.5603 0.0007 0.0125 Rejected

3 SBO (4.56) 3.3919 0.0013 0.0167 Rejected

2 UBAG(4.46) 3.2235 0.0022 0.0250 Rejected

1 SBAG(3.89) 2.2372 0.0327 0.0500 Rejected

The bold emphasis indicates the significant statistical test results

Where N is the number of training samples, and Ci(xk)

is the classification result assigned by the classifier Ci to
sample xk . Here Diff (a, b) = 0 if a = b, otherwise
Diff (a, b) = 1. The average value of diversity between all
pairs of classifiers is used as the diversity measure for the
ensemble.

A 5-fold CV was adopted to divide the dataset into train-
ing parts and testing parts. The training parts were used
to learn the classifiers and calculate the diversity. Testing
parts were used to calculate the AUCs. The diversity mea-
sures and AUCs obtained from the whole procedure are
then averaged to produce a single measure. Figure 7 shows
the obtained diversities and AUCs under different setting of
RR and λ. In order to study the parameters’ influence sep-
arately, one parameter was fixed when studying the other
one. Specifically, when studying the influence of RR, we set
λ = 0.5 and varied the value of RR from 0.1 to 0.9. The
first and second rows of Fig. 7 show the effect of RR on
the classification ability and diversity. On the other hand,
when studying the effect of λ, we set RR = 0.3, and var-
ied the value of λ from 0.1 to 0.9. The third and fourth rows
of Fig. 7 show the effect of λ on classification ability and
diversity.

Considering all the experimental results in Fig. 7, the
following conclusions and analyses can be provided.

(1) Greater diversity can be achieved by assigning a larger
value to parameter RR or λ. Larger values of RR and
λ indicate the generated samples can be more differ-
ent from the original training samples, and the base
classifiers will be more diverse. The second and forth
rows of Fig. 7 show the influence of parameters on the

Table 9 Average runtime (seconds) for all the ensembles

Rank. Algorithm Average runtime (s)

1 EASY 7.31

2 RUS 8.75

3 UBAG 25.58

4 SBO 52.63

5 SBAG 142.23

6 SNGEIP 395.26

7 EUS 2043.5
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(a) The influence of parameter RR on classification ability

(b) The influence of parameter RR on diversity

The influence of parameter λ on classification ability

(d) The influence of parameter λ on diversity 

(c)

Fig. 7 Influence of replacement ratio (RR) and λ on classification ability and diversity

diversity. In most of the cases, the diversity increases
monotonically by increasing the parameter RR and λ.
This indicates a desirable level of diversity can be
achieved by setting proper values for parameter RR
and λ.

(2) Increasing the diversity is not always beneficial. A
fundamental issue toward designing an optimal ensem-
ble learning is how to address the conflict between
increasing diversity and decreasing individual error.
Sample-generation based methods try to address this
conflict by generating very different samples and train-
ing the base classifier with the generated samples
along with the original ones. Although greater diver-
sity can be achieved by these methods, AKHAND et
al. [38] have pointed out that greater diversity achieved
by these methods does not necessarily lead to a bet-
ter classification ability. The first and third rows of

Fig. 7 confirm that. In first and third rows of Fig. 7,
the AUC does not improve along with the increase in
the diversity. Once parameter RR or λ reaches a certain
level, the AUC does not improve. This seems to vio-
late the motivation for promoting diversity. However,
the experimental results in last section confirms that
significant better performance can be achieved by set-
ting proper parameters, for example RR = 0.368 and
λ = 0.5.

The setting of parameter RR and λ is the trade-off
between increasing diversity and decreasing individual
error. It requires appropriately setting for these two parame-
ters. For this, parameter setting in our experiments is given.
All the results in Tables 4 and 7 were achieved under the
setting of RR = 0.368 and λ = 0.5. The proposed method
is variant of Bagging method [27]. In Bagging [27], the
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Table 10 Variations of AUC and diversity during the grid search
procedure

Dataset AUC Diversity

RR λ RR λ

Ecoli4 0.0055 0.0450 0.0371 0.0202

Glass2 0.0913 0.0865 0.1417 0.0653

Vehicle2 0.0032 0.0027 0.0550 0.0553

Yeast3 0.0045 0.0065 0.0449 0.0060

Average 0.0261 0.0352 0.0697 0.0367

The bold emphasis indicates more dramatic change in the diversity
or AUC

training set for each base classifier is randomly sampled
from the original training set with replacement, and a par-
ticular training data has a probability of (1-1/n)n ≈ 0.368
of not being picked. In Bagging, each base classifier is
trained with about 63.2% of the original training data. We
set RR = 0.368, so that each base classifier in our proposed
method can be trained with 63.2% of the original training
data and 36.8% of augmented data. With such a setting, we
can expect a significant improvement in performance com-
pared to Bagging. As for the parameter λ, it is a trade-off
between increasing diversity and decreasing individual error
of base classifier. By now, there is no theoretic way of com-
puting the λ value. We can select the optimal λ by using
grid search method, or set it by experience. In this paper, we
set λ = 0.5. This setting was determined by trial-and-error
method.

However, based on our observation, better generalization
ability can be ahieved by conducting a parameter optimiza-
tion. An optimal RR can be chosen from the range [0.1,
0.9], and an optimal λ can be chosen from the range [0.3,
1]. These two ranges are much narrower than those of other
classifiers, such as SVMs. The parameters can be set as the
ones suggested in our experiments, or be selected by a stan-
dard grid search procedure, with the AUC obtained from
k-fold cross validation as its generalization estimation. It is
also worth mentioning that the parameter RR deserves more
attention during a grid search procedure. Table 10 presents
the variations of AUC and diversity during a standard grid
search procedure. The results in Table 10 suggest that the
change of parameter RR can lead to more dramatic change
of the diversity within the final ensemble.

5 Discussion and conclusion

Recent developments in science and technology have
enabled the growth and availability of raw data to occur at
an explosive rate. While this data provides the opportunity
of extracting knowledge that is impossible to get before, the

increased prevalence of class imbalance problems in various
real-world domains also presents a great challenge to extract
knowledge for future prediction. Ensemble learning embed-
ded with various data sampling techniques have proven to
be a powerful way of addressing this challenge. However, in
order to construct an optimal ensemble learning for the class
imbalance problems, the conflict between increasing diver-
sity and decreasing individual error needs to be properly
addressed.

In this paper, we introduce a new ensemble learning for
the class imbalance problem that addresses the class imbal-
ance problem and maintain proper diversity simultaneously.
Inspired by the L-GEM [18], a special type of samples,
called the neighborhoods of the training samples, is syn-
thetized and imported into the ensemble learning. Experi-
mental results on 36 public imbalanced datasets prove that
our proposed method can produce promising results in this
unfavorable scenario and significantly outperform previous
state-of-the-art ensemble learning.

Although the strength of our method has been proven,
there also exist some limitations in the current research.
First, we only test the idea of synthetic neighborhood gen-
eration on the ensemble of decision tress. Ensemble of
other base classifiers, such as SVMs and neural networks,
should also be tested. Second, we do not use any sophis-
ticated ensemble pruning technique to remove the useless
base classifiers in the final ensemble Third, the classifica-
tion ability of our method largely relies on the quality of
synthetic neighborhoods, so other method should be studied
to generate more qualified synthetic neighborhoods.
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