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Abstract Sentiment classification plays a significant role
in everyday life, in political activities, in activities relat-
ing to commodity production, and commercial activities.
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Finding a solution for the accurate and timely classifica-
tion of emotions is a challenging task. In this research, we
propose a new model for big data sentiment classification
in the parallel network environment. Our proposed model
uses the Fuzzy C-Means (FCM) method for English senti-
ment classification with Hadoop MAP (M) /REDUCE (R)
in Cloudera. Cloudera is a parallel network environment.
Our proposed model can classify the sentiments of millions
of English documents in the parallel network environment.
We tested our model using the testing data set (which com-
prised 25,000 English reviews, 12,500 being positive and
12,500 negative) and achieved 60.2 % accuracy. Our English
training data set has 60,000 English sentences, compris-
ing 30,000 positive English sentences and 30,000 negative
English sentences.

Keywords Sentiment classification · English sentiment
classification · Opinion mining · English document opinion
mining · Fuzzy C-Means · FCM · Cloudera · Parallel
environment · Parallel network · Parallel network
environment · Distributed system

1 Introduction

Sentiment classification plays a significant role in everyday
life, in political activities, in activities relating to commod-
ity production, and commercial activities. Finding a solution
for the accurate and timely classification of emotion is a
challenging task.

Data clustering is the process of putting objects into
classes where the objects are similar. A cluster is a set of
data objects which are similar in scope, but are not simi-
lar to objects in other clusters. Number of data clusters
are clustered which can be identified firstly following

http://crossmark.crossref.org/dialog/?doi=10.1007/s10489-016-0858-z&domain=pdf
http://orcid.org/0000-0001-6047-9066
mailto:vongocphu@tdt.edu.vn
mailto:duydatspk@gmail.com
mailto:vtntran@hcmut.edu.vn
mailto:
mailto:tuanna@uit.edu.vn


718 V. N. Phu et al.

experience or can be automatically identified in the cluster-
ing method.

This technique clusters a set of n data object vectors X =
{x1,x2, . . . ,xn}⊂ Rs into c fuzzy clusters based on calculat-
ing the minimum objective function to measure the quality
of clustering and find the cluster centers in each cluster to
minimize the cost measurement function.A fuzzy set is a set
in which each x basic member is assigned a μ(ξ) real value
in [0, 1] to display the dependency measure of this mem-
ber in the set. When the dependency measure equals 0, the
basic member does not belong to the set; but if the depen-
dency measure equals 1, the basic member belongs to the
set completely. Therefore, a fuzzy set is a set of (x, μ(x))
pairs.

Fuzzy C-Means (FCM) is also a method of clustering
which allows one element to belong to two or more clusters.
It is often used to cluster the data but seldom used for data
classification.

We suggest many basic principles of our model to clas-
sify the opinions (positive, negative, neutral) expressed
in the English documents in the English testing data set,
based on the large number of English sentences in the
English training data set. The principle underpinning our
proposed model, which uses clustering techniques to clas-
sify the semantics of the English documents are as follows:
assuming that an English document contains n English sen-
tences, the English document has a positive polarity if the
number of English sentences clustered into the 30,000 pos-
itive English sentences of the training data set is greater
than the number of English sentences clustered into the
30,000 negative English sentences of the training data set.
Conversely, the English document has a negative polar-
ity if the number of English sentences clustered into the
30,000 positive English sentences of the training data set
is less than the number of English sentences clustered
into the 30,000 negative English sentences of the train-
ing data set. Finally, the English document has a neutral
polarity if the number of English sentences clustered into
the 30000 positive English sentences of the training data
set is equal to the number of English sentences clustered
into the 30,000 negative English sentences of the training
data set.

Based on these principles, we implement our proposed
model in the Cloudera parallel network environment. Our
model uses FCM combined with Hadoop Map (M)/Reduce
(R) to classify the sentiments (positive, negative, neutral) of
one English document in the English testing data set into
either positive polarity, negative polarity or neutral polarity
in the Cloudera parallel network environment.

To implement this study, we use the basis Fuzzy C-Means
algorithm (the core basis of the Fuzzy C-Means algorithm)

presented in [8–24]. There are also many studies which use
the FCM in semantic classification (opinion mining, senti-
ment analysis) but there is not much work which uses FCM
for sentiment analysis with the aforementioned principles of
our proposed model.

FCM is a clustering technique in the data mining field
and it has been applied in the natural language processing
field where we have had many difficulties and it has taken
a long time to implement this research. There are many
advantages of FCM, such as: it is unsupervised, it always
converges; it provides membership values which are useful
for interpretation; it is flexible with respect to the distance
used; and if some of the membership values are known,
this can be incorporated into the numerical optimization.
There are several disadvantages of FCM as follows: long
computational time; sensitivity to the initial guess (speed,
local minima); and sensitivity to noise - one expects
low (or even no) membership degree for outliers (noisy
points).

In addition, based on the work related to FCM and the
sentiment analysis of big data in [8–24], there are not studies
which use FCM for big data in sentiment classification. We
use FCM in our model opinion mining in big data, although
our English data set in this work is a small English testing
data set with 25,000 English document in each testing data
set.

In addition, based on many works related to FCM
in the parallel system (or FCM in the distributed sys-
tem) in [25–27], many studies relate to parallel systems
or distributed systems, in [28–42], FCM used research
for sentiment classification in [43–50], and many stud-
ies in the world, there is not any study related to FCM
for sentiment classification in parallel system but our
model uses FMC for semantic analysis in the distributed
system.

Many studies, such as [2–56], use Hadoop Map
(M)/Reduce (R), and Cloudera; Vector Space Models
(VSM); FCM; FCM in parallel systems (distributed sys-
tems)sentiment classification and big data. However, to the
best of our knowledge, no studies use all of them. Our
proposed model uses all of these.

Finally, we build many FCM-related algorithms in our
new model based on the basic FCM in the Cloudera dis-
tributed system with Hadoop Map (M) /Reduce (R) and
these algorithms have not been used in any other study.

This study comprises six sections: Section 1 is the intro-
duction; Section 2 discusses the related work on Fuzzy C-
Means (FCM), Hadoop, Cloudera, etc.; Section 3 discusses
the English data set; Section 4 overviews the methodology
of our proposed model; Section 5 describes the experiment
and Section 6 provides the conclusion.
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2 Related work

In this section, we overview several studies related to Fuzzy
C-Means (FCM), the Vector Space Model, Hadoop, Cloud-
era, etc.

There are many studies which are related to the Vector
Space Model [2–4]. First of all, the authors of [2] transfer
all English sentences into many factors which are used in
VSM algorithm. In this research, the authors examine the
Vector Space Model, an information retrieval technique and
its variations. The rapid growth of the World Wide Web and
the abundance of documents and different forms of infor-
mation available on it, has resulted in the need for better
information retrieval techniques. The Vector Space Model
is an algebraic model used for information retrieval. It rep-
resents a natural language document in a formal manner by
the use of vectors in a multi-dimensional space, and allows
decisions to be made as to which documents are similar to
each other and to the queries fired. This work also explains
the existing variations of the VSM and proposes a new
variation that should be considered [3]. In the text classifi-
cation task, one of the main problems is to choose which
features give the best results. Various features can be used
such as words, n-grams, syntactic n-grams of various types
(POS tags, dependency relations, mixed, etc.), or a com-
bination of these features. Also, algorithms to reduce the
dimensionality of these sets of features can be applied, such
as Latent Dirichlet Allocation (LDA). In this research, the
authors consider the multi-label text classification task and
apply various feature sets. The authors consider a subset of
multi-labeled files of the Reuters-21578 corpus. The authors
use traditional TF-IDF values of the features and tried both
considering and ignoring the stop words. The authors also
tried several combinations of features, like bi-grams and
uni-grams. The authors also experimented by adding LDA
results into Vector Space Models as new features. These lat-
ter experiments obtained the best results [4]. KNN and SVM
are two machine learning approaches to text categoriza-
tion (TC) based on the Vector Space Model. In this model,
borrowed from information retrieval, documents are repre-
sented as a vector where each component is associated with
a particular word from the vocabulary. Traditionally, each
component value is assigned using the information retrieval
TFIDF measure. While this weighting method seems very
appropriate for IR, it is not clear that it is the best choice
for TC problems. Actually, this weighting method does not
leverage the information implicitly contained in the catego-
rization task to represent documents. In this research, the
authors introduce a new weighting method based on the sta-
tistical estimation of the importance of a word for a specific
categorization problem. This method also has the benefit

of making feature selection implicit, since useless features
of the categorization problem considered are assigned a
very small weight. Extensive experiments reported in the
research show that this new weighting method significantly
improves classification accuracy as measured on many cat-
egorization tasks.

Many studies such as [5–7] are related to the implemen-
tation of algorithms and applications in the parallel network
environment. Hadoop is an Apache-based framework which
is used to handle large data sets on clusters consisting of
multiple computers, using the Map and Reduce program-
ming model. The two main projects of Hadoop are the
Hadoop Distributed File System (HDFS) and Hadoop M/R
(Hadoop Map/Reduce). Hadoop M/R allows engineers to
program for writing applications for the parallel processing
of large datasets on clusters consisting of multiple com-
puters. An M/R task has two main components: (1) Map
and (2) Reduce. This framework splits the input data into
chunks which multiple Map tasks can handle as a sepa-
rate data partition in parallel. The outputs of the map tasks
are gathered and processed by the Reduce task which is
ordered. The inputs and outputs of each M/R are stored
in HDFS because the Map tasks and the Reduce tasks
are performed on the pair (key, value), and the formatted
input and output formats will be the pair (key, value) [7].
Cloudera, the global provider of the fastest, easiest, and
most secure data management and analytics platform built
on ApacheTM Hadoop� and the latest open source tech-
nologies, announced in November 2015 that it will submit
proposals for Impala and Kudu to join the Apache Software
Foundation (ASF). By donating its leading analytic database
and columnar storage projects to the ASF, Cloudera aims to
accelerate the growth and diversity of their respective devel-
oper communities. Cloudera delivers the modern data man-
agement and analytics platform built on Apache Hadoop
and the latest open source technologies. The world’s lead-
ing organizations trust Cloudera to help solve their most
challenging business problems with Cloudera Enterprise,
the fastest, easiest and most secure data platform avail-
able currently. Cloudera’s customers are able to efficiently
capture, store, process and analyze vast amounts of data,
empowering them to use advanced analytics to drive busi-
ness decisions quickly, flexibly and at a lower cost than
has been possible before. To ensure Cloudera’s customers
are successful, it offers comprehensive support, training and
professional services.

There are many studies, such as [8–24] which are related
to the FCM algorithm.

Many studies are related to FCM in parallel systems
(or FCM in distributed systems) such as the work in
[25–27].
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Fig. 1 Our english training data
set

millions of English websites and English Facebook, social networks

Extracted 60000 English sentences automatically in the movie field

We labelled the 60,000 English sentences as either positive or negative

Our English training data set

30000 positive English sentences 30000 negative English sentences

30000 positive English sentences 30000 negative English sentences

Many studies, such as [28–42] are related to parallel
systems or distributed systems.

Research using FCM for sentiment classification can be
found in [43–50].

The latest research on sentiment classification can be
found in [51–54, 56].

3 Data set

The English training data set includes 60,000 English sen-
tences in the movie field, of which 30,000 are positive Eng-
lish sentences and 30,000 are negative English sentences.

All English sentences in our English training data set
have been automatically extracted from Facebook and web-
sites in social networks, after which we labeled them as
either positive or negative. Figure 1 is the English training
data set of this model.

We used a publicly available large data set of movie
reviews from the Internet Movie Database [1]. This English
data set comprises a testing data setwhich we refer to as
the first testing data set and also a training data setwhich
we refer to as the second testing data set. Both our
first testing data set and our second testing data set con-
tain 25,000 English documents, each with 12,500 positive
English movie reviews and 12,500 negative English movie

Fig. 2 Our english testing data
set Large Movie Review Dataset[1]

“testing data set” folder “training data set” folder

50000 English documents

25000 English documents 25000 English documents

125000

positive

English

documents

125000

negative

English

documents

125000

positive

English

documents

125000

negative

English

documents

We call the “testing data set” folder as

first testing data set

We call the “training data set” folder as

second testing data set

First English testing data set: t1 Second English testing data set: t2

Our English data set
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reviews. Figure 2 is the English testing data set of this
model.

4 Methodology

The methodology section comprises two parts: the semantic
classification of the 25,000 English documents in the testing
t1 and the 25,000 English documents of the testing t2 on the
sequential environment is presented in the first part and the
sentiment classification of the 25,000 English reviews of the
testing t1 and the 25,000 English reviews of the testing t2 in
the parallel network environment is presented in the second
part.

In the English training data set, there are two clusters:
the first, called the positive cluster, contains 30,000 posi-
tive English sentences and the second, called the negative
cluster, contains 30,000 negative English sentences. All
English sentences in both the first cluster and the second
cluster have undergone word segmentation and stop-word
removal after which they are transferred into vectors (vec-
tor representation). The 30,000 positive English sentences
in the positive cluster are transferred into the 30,000 posi-
tive vectors, called the positive vector group (or the positive
vector cluster). The 30,000 negative English sentences in the

negative cluster are transferred into 30,000 negative vec-
tors, called the negative vector group (or the negative vector
cluster). Therefore, the English training data set includes
the positive vector group (or the positive vector cluster) and
the negative vector group (or the negative vector cluster)
[2–4]. The VSM is an algebraic model used for informa-
tion retrieval. It represents a natural language document in
a formal manner by the use of vectors in a multidimen-
sional space. The VSM is a way of representing documents
through the words that they contain. Vector space modeling
places terms, documents, and queries in a term-document
space so it is possible to compute the similarities between
queries and the terms or documents, and allow the results
of the computation to be ranked according to the similar-
ity measure between them. The VSM allows decisions to be
made about which documents are similar to each other and
to queries.

We transferred all the English sentences in the training
data set into vectors similar to VSM [2–4].

4.1 Fuzzy C-means algorithm in the sequential
environment

Figure 3 illustrates how sentiment classification is under-
taken in the sequential environment.

Fig. 3 Fuzzy c-means algorithm
in the sequential environment English training data set

60000 English sentences

Transfer each English

sentence into each vector

Results of semantic classification

30000 positive vectors 30000 negative vectors

The positive vector group The negative vector group

Called the positive vector group Called the negative vector group

English testing data set

25000 English documents

of tesing t1

25000 English documents

of tesing t2

Transfer each English

sentence into each vector

One English document

n English Sentences

n Vectors

One Vector Fuzzy C-Means algorithm

Result of clustering the vector into the positive vector group or the negative vector group

In n vectors:

The number of the vectors in the positive vector group is greater

than the number of the vectors in the negative vector group

The document has

positive polarity

True

The number of the vectors in the positive vector group is less than

the number of the vectors in the negative vector group

The document has

negative polarity

True

False

The document has neutral polarity

False

The sentiment classification result of the document
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With each English document in the English testing data
set, we assume that each English document has n English
sentences and we transfer the n English sentences into n
vectors similar to VSM [2–4]. Thus, the document has n
vectors. For each vector of the n vectors, we use FCM
to cluster the vector into the positive vector group or the
negative vector group in the sequential environment.
According to [8–17], we implement the FCM algorithm
which is enhanced to be able to classify the sentiment of the
English sentences.

The total all the fuzzy partitions which have c clusters of
N objects in D is calculated as follows:

Ef c =
{

U ∈ RcN | ∀
1≤i≤c∧1≤k≤N

uik ∈ [0, 1],
c∑

i=1

uik

= 1, 0 <

N∑
k=1

uik < N

}

Minimize the objective function:

Jm(U, V ) =
c∑

i=1

N∑
k=1

(uik)
md2

ik

d2
ik = |xk − vi |A

V = [v1, v2, ..., vc] is a matrix which represents the center
object values of the cluster. A matrix is a positive finite. m
is the exponent weight in [1, ∞).

The objective function reaches a minimum value if and
only if:

∀
1≤k≤N

Ik = {i|1 ≤ i ≤ c; dik = 0}

∀
1≤i≤c∧1≤k≤N

uik =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

(dik)
2

1−m

[
c∑

j=1
(dik)

2
1−m

]−1

⎧⎪⎨
⎪⎩

0, i /∈
∑
i∈Ik

uik = 1, i ∈ Ik

(1)

∀
1≤i≤c

vi =

N∑
k=1

(uik)
mxk

N∑
k=1

(uik)
m

(2)

The FCM algorithm comprises the following steps:

Algorithm 1 Fuzzy c-means algorithm

Input: One vector of the document of the testing data set;
the positive vector group of the training data set and the
negative vector group of the training data set.
Output: The result of clustering the vector into the positive
vector group or the negative vector group.
Begin
Step 1: Enter values for the two parameters: c (1 c N),
m and initializing the sample matrix
Step 2: Repeat

2.1 j j 1;
2.2 Calculating fuzzy partition matrix Uj following for-
mula (1)
2.3 Updating centers V(j) [v1(j), v2(j), . . . , vc(j) ]
basing on (2) và Uj matrix;

Step 3: Untill ( U j 1 – U j F );
Step 4: Performing results of the clusters.
End;

with ||U ||2F = ∑
i

∑
k U2

ik

With the clustering results of the n vectors of the docu-
ments in the testing data set, the document has a positive
sentiment if the number of vectors in the n vectors is greater
than the number of vectors in the n vectors. The document
has a negative sentiment if the number of vectors in the n
vectors is less than the number of vectors in the n vectors.
The document has a neutral sentiment if the number of vec-
tors in the n vectors is equal to the number of vectors in the
n vectors.

4.2 Fuzzy C-means (FCM) in the parallel network
environment

Figure 4 illustrates how semantic classification is under-
taken in a parallel network environment.

We transfer the 60,000 English sentences in the train-
ing data set into the 60,000 vectors using Hadoop Map
(M)/Reduce (R) in the Cloudera parallel network environ-
ment to shorten the execution time of this task. Figure 5
overviews the process of transferring each English sentence
into one vector in the Cloudera networkenvironment.

Transferring each English sentence into one vector in the
Cloudera network environment involves two phases: Map
(M) phases and Reduce (R) phases. The input of the Map
phase is one English sentence and the output of the Map
phase are the many components of a vector which corre-
spond to the sentence. In the Map phase of Cloudera, we
transfer the sentence into one vector similar to VSM [2–
4]. The input of the Reduce phase is the output of the Map
phase, which is many components of a vector. The output
of the Reduce phase is a vector which corresponds to the
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Fig. 4 Fuzzy c-means
algorithm in the parallel network
environment

English training data set

60000 English sentences

Transfer each English sentence into each vector

in Cloudera parallel network environment

Results of semantic classification

30000 positive vectors 30000 negative vectors

The positive vector group The negative vector group

Called the positive vector group Called the negative vector group

English testing data set

25000 English documents

of tesing t1

25000 English documents

of tesing t2

Transfer each English sentence into each

vector in Cloudera parallel network

envrionment

One English document

n English Sentences

n Vectors

One Vector
Fuzzy C-Means algorithm in Cloudera

parallel network environment

Result of clustering the vector into the positive vector group or the negative vector group

In n vectors:

The number of the vectors in the positive vector group is greater

than the number of the vectors in the negative vector group

The document has

positive polarity

True

The number of the vectors in the positive vector group is less than

the number of the vectors in the negative vector group

The document has

negative polarity

True

False

The document has neutral polarity

False

The sentiment classification result of the document

Fig. 5 Overview of the process
of transforming each english
sentence into one vector in
Cloudera

Each English sentence

Input the English sentence into Hadoop Map (M) in Cloudera

Input of Hadop Reduce in Cloudera: the components of a vector

One vector

Transfer the English sentence into one vector similar to VSM [2, 3, 4] in Cloudera

Output of Hadoop Map in Cloudera: The components of a vector

Output of Hadoop Reduce in Cloudera: a vector

Hadoop Reduce in Cloudera: build a vector based on the components of the vector

Fig. 6 Overview of fuzzy
c-means in Hadoop map (M) in
Cloudera

The n vectors of one English document of the testing data set

Input these vectors into Hadoop Map (M) in Cloudera

Input of Hadoop Reduce in Cloudera: Output of Hadoop Map in Cloudera

Fuzzy C-Means algorithm in Cloudera

Output of Hadoop Map in Cloudera: the clustering results of the n

vectors into the positive vector group or the negative vector group

The

positive

vector

group

The

negative

vector

group

Input of Hadoop Reduce in Cloudera: Output of Hadoop Map in Cloudera
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sentence. In the Reduce phase of Cloudera, these compo-
nents of the vector are built into one vector.

Each English document in the testing data set contains n
English sentences. We transfer each English sentence in the
n English sentences into one vector similar to the process
shown in Fig. 5. Hence, the document also has n vectors.

FCM in the Cloudera parallel network environment com-
prises two phases: the first phase is the Hadoop Map (M)
phase in Cloudera and the second phase is the Hadoop
Reduce (R) phase in Cloudera. In the Map phase, the input
is the n vectors of one English document (which have been
classified) into either the positive vector group or the nega-
tive vector group; and the output is the clustering results of
the n vectors of the document into either the positive vector
group or the negative vector group. In the Reduce phase, the
input is the output of the Map phase and this input is the
clustering results of the n vectors of the document into either
the positive vector group or the negative vector group; and
the output is the sentiment classification result of the docu-
ment as either having positive polarity, negative polarity, or
neutral polarity. In the Reduce phase, the English document
is classified as having a positive sentiment if the number of
vectors of the n vectors in the positive vector group is greater
than the number of vectors of the n vectors in the negative
vector group; the English document is classified as having
a negative sentiment if the number of vectors of the n vec-
tors in the positive vector group is less than the number of
vectors of the n vectors in the negative vector group; and the
English document is classified as having a neutral sentiment

if the number of vectors of the n vectors in the positive vec-
tor group is equal to the number of vectors of the n vectors
in the negative vector group.

4.2.1 Hadoop Map (M)

Figure 6 illustrates the Hadoop Map phase.
Similar to [7–17], we propose FCM as follows:

Algorithm 2 Fuzzy c-means algorithm

Input: The n vectors of the document of the testing data
set; the positive vector group of the training data set and the
negative vector group of the training data set.
Output: the result of clustering The n vectors into the
positive vector group or the negative vector group.
Begin
Step 0: With each vector in the n vectors, repeat:
Step 1: Enter values for the two parameters: c (1 c N),
m and initializing the sample matrix
Step 2: Repeat

2.1 j j 1;
2.2 Calculating fuzzy partition matrix Uj following for-
mula (1)
2.3 Updating centers V(j) = [v1(j), v2(j), . . . , vc(j) ]
basing on (2) và Uj matrix;

Step 3: Until ( U j 1 – U j F );
Step 4: Performing results of the clusters.
Step 5: End Step 0;
End;

Fig. 7 Overview of Hadoop
reduce (R) in Cloudera

The clustering results of the n vectors into the

positive vector group or the negative vector group

Input these vectors into Hadoop Reduce (R) in Cloudera

With the n vectors:

The semantic classification result of the document of testing data set

If the number of the vectors in the positive vector group is greater

than the number of the vectors in the negative vector group then:

If the number of the vectors in the positive vector

group is less than the number of the vectors in the

negative vector group then:

The

document

has

positive

polarity

True

Fasle

The document has

negative polarity

True

The document has neutral polarity
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Table 1 The results of the
25,000 english documents in
testing data set t1

Testing
dataset t1

Correct
classification

Incorrect
classification

Negative 12500 7523 4977

Positive 12500 7527 4973

Summary 25000 15050 9950

4.2.2 Hadoop Reduce (R)

Figure 7 illustrates the Hadoop Reduce phase.

5 Experiment

We used measures such as accuracy (A) to calculate the
accuracy of the results of sentiment classification.

The Java programming language was used to save the
data sets in order to implement our proposed model to
classify the 25,000 English documents in testing data set t1
and the 25,000 English documents of testing data set t2.

To implement the proposed model, we used the Java pro-
gramming language to save the English training data set,
the English testing data set and the results of the sentiment
classification.

The sequential environment in this research comprises
one node (one server). The Java language is used to pro-
gram FCM. The configuration of the server in the sequential
environment is Intel� Server Board S1200V3RPS, Intel�
Pentium� Processor G3220 (3M Cache, 3.00 GHz), 2GB
PC3-10600 ECC 1333 MHz LP Unbuffered DIMMs. The
operating system of the server is Cloudera.

We implement FCM in the Cloudera parallel network
environment - this Cloudera system comprises four nodes
(four servers). The Java language is used to program the
application of the FCM in Cloudera. The configuration
of each server in the Cloudera system is Intel� Server
Board S1200V3RPS, Intel� Pentium� Processor G3220
(3M Cache, 3.00 GHz), 2GB PC3-10600 ECC 1333 MHz
LP Unbuffered DIMMs. The operating system of each

of the four nodes is Cloudera. All nodes have the same
configuration.

The results of the sentiment classification of the 25,000
English documents in testing data set t1 are presented in
Table 1.

The results of the sentiment classification of the 25,000
English documents in testing data set t2 are presented in
Table 2.

The accuracy of the sentiment classification of the 25,000
English documents in testing dataset t1 is shown in Table 3.

The accuracy of the sentiment classification of the 25,000
English documents in testing dataset t2 is shown in Table 4.

6 Conclusion

Although our proposed model was tested on an English data
set, it can also be applied to many other languages. In this
paper, our model was tested on the 25,000 English doc-
uments in the testing data set t1 and the 25,000 English
documents in the testing data set t2 which are small data
sets. However, our model can be applied to a big data set
containing millions of English documents in a very short
time.

In this work, we proposed a new model to classify the
sentiments of English documents using the Fuzzy C-Means
Algorithm (FCM) with Hadoop Map (M) /Reduce (R) in
the Cloudera parallel network environment. The experiment
results show that our proposed model achieves 60.2 % and
59.8 % accuracy of the English documents. Currently, there
is a paucity of research which shows that clustering meth-
ods can be used to classify data. Our research shows that

Table 2 The results of the
25,000 english documents in
testing data set t2

Testing
dataset t2

Correct
classification

Incorrect
classification

Negative 12500 7437 5063

Positive 12500 7363 5137

Summary 25000 14800 10200
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Table 3 The accuracy of our proposed model for the sentiment classification of the 25,000 english documents in testing data set t1

Model Class Accuracy FCM Algorithm in the sequential
environment

FCM Algorithm in the Cloudera
distributed system

Our proposed
model

Negative 60.2 % Average time of the classifi-
cation: 150,590 seconds/25,000
English documents

Average time of the classifi-
cation: 37,659 seconds/25000
English documents

Positive

clustering methods are able to classify data and in particular,
they are useful for sentiment classification for text.

As shown in Table 3, the average time taken for the sen-
timent classification of the 25,000 English documents in
testing data set t1 using the FCM algorithm in the sequen-
tial environment is 150,590 seconds, which is greater than
the average time taken for the sentiment classification of
the 25,000 English documents using FCM in the Cloudera
parallel network environment, which is 37,659 seconds.

As shown in Table 4, the average time taken for the sen-
timent classification of the 25,000 English documents in
testing data set t2 using the FCM algorithm in the sequen-
tial environment is 151590 seconds, which is greater than
the average time taken for the sentiment classification of
the 25,000 English documents in testing data set t2 using
FCM in the Cloudera parallel network environment, which
is 37875 seconds.

The execution time of the FCM in Cloudera is dependent
on the performance of the Cloudera parallel system and is
also dependent on the performance of each server on the
Cloudera system.

The principles underpinning our proposed model for
classifying the sentiment (positive, negative, neutral) of the
English documents in the English testing data set in the
sequential environment, based on the numerous English
sentences in the English training data set are similar to the
principles underpinning our proposed model for classifying

the sentiment (positive, negative, neutral) of the English
documents in English testing data set in the distributed
environment, based on the numerous English sentences in
English training data set.

The FCM of our proposed model in the sequential envi-
ronment is different from the FCM of our proposed model in
the parallel environment. We built many algorithms related
to the FCM to implement our model in the distributed
system.

The execution time of our model in the parallel envi-
ronment is less than the execution time of our model in
the sequential environment. The execution of our model in
the distributed system is shorter if the performance in the
distributed system is longer.

In addition, the execution time of any model is also
dependent on the algorithms. For example, using the same
algorithms, different systems perform differently and have
different execution times. Using the same system with the
same performance, different algorithms may have different
execution times.

Our survey has many advantages and disadvantages. The
advantages are: it processes big data involving millions of
English documents; the execution time of our model to
conduct sentiment on big data is short, etc. However, the
disadvantages are: it takes a long time to implement and it is
costly to build the algorithms of the model in the distributed
system.

Table 4 The accuracy of our proposed model for the sentiment classification of the 25,000 english documents in testing data set t2

Model Class Accuracy FCM Algorithm in the sequential
environment

FCM Algorithm in the Cloudera
distributed system

Our proposed
model

Negative 59.8 % Average time of the classifi-
cation: 151,590 seconds/25,000
English documents

Average time of the classifi-
cation: 37,875 seconds/25,000
English documents

Positive
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Table 5 Comparison of our model’s results with the work in [2–4]

Studies FCM CT SC PNS SD DT L VSM

[2] No No No No Yes No EL Yes

Model/method in [2] Examining the Vector Space Model, an information retrieval technique and its variations

Summary of the work in [2] In this work, the authors examine the Vector Space Model, an information retrieval technique and its variations.
The rapid growth of World Wide Web and the abundance of documents and different forms of information avail-
able on it has resulted in the need for better information retrieval techniques. The Vector Space Model is an
algebraic model used for information retrieval. It represents a natural language document in a formal manner with
the use of vectors in a multi-dimensional space, and allows decisions to be made as to which documents are sim-
ilar to each other and to the queries fired. It also explains the existing variations of the VSM and proposes a new
variation that should be considered

[3] No No Yes No Yes No EL Yes

Model/method in [3] +Latent Dirichlet Allocation (LDA). +Multi-label text classification task and applies various feature sets.
+Several combinations of features, like bi-grams and uni-grams.

Summary of the work in [3] + The authors proposed the use of a VSM complement based on the LDA, adding the LDA results as features to
Vector Space Models

[4] No No Yes No Yes Yes Yes Yes

Model/method in [4] KNN and SVM are two machine learning approaches to text categorization (TC) based on the Vector Space Model

Summary of the work in [4] +In this model, borrowed from information retrieval, documents are represented as vectors where each compo-
nent is associated with a particular word from the vocabulary. Traditionally, each component value is assigned a
weight using the information retrieval TFIDF measure. While this weighting method seems very appropriate for
IR, it is not clear that it is the best choice for TC problems. Actually, this weighting method does not leverage
the information implicitly contained in the categorization task to represent documents. In this work, the authors
introduce a new weighting method based on the statistical estimation of the importance of a word for a specific
categorization problem. This method also has the benefit of making feature selection implicit, since the useless
features of the categorization problem are assigned a very small weight. Extensive experiments reported in the
work show that this new weighting method significantly improves classification accuracy as measured on many
categorization tasks. + In this work, the authors presented a new method to weight features in the vector-space
model for text categorization by leveraging the categorization task. The most commonly used method is TFIDF,
which is unsupervised

Our work Yes Yes Yes Yes Yes Yes EL Yes

Model/Method in our work Fuzzy C-Means algorithm for English sentiment classification in the Cloudera distributed system

Summary of our work Firstly, we use the Fuzzy C-Means algorithm (FCM) to classify English documents as having either positive
polarity, negative polarity or neutral polarity in the sequential environment. -Then, we use the Fuzzy C-Means
algorithm (FCM) to classify the English documents as having either positive polarity, negative polarity or neutral
polarity in the Cloudera distributed environment with the purpose of shortening the execution time

To understand the scientific value of this research, we
compare our model’s results with the results of models used
in other studies.

Table 5 compares our model’s results with the studies in
[2–4] as follows:

cluster technique: CT.
sentiment classification: SC (opinion mining, or seman-
tic classification, or emotion classification).
parallel network system: PNS (distributed system).
special domain: SD.
dependence on the training data set: DT.
language: L
Vector Space Model: VSM

no mention: NM
English language: EL.
Fuzzy C-Means: FCM.

Table 6 Compares our model’s results with the work
related to the Fuzzy C-Means (FCM) algorithm in [8–24].

Table 7 compares our model’s results with studies related
to Fuzzy C-Means in the parallel system (or FCM in the
distributed system) in [25–27].

Table 8 compares our model’s results with studies related
to FCM for sentiment classification in [43–50].

Table 9 compares our model’s results with the latest
research on sentiment classification (or sentiment analysis
or opinion mining) in [51–56].
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Table 6 Comparison of our model’s results with the work related to the Fuzzy C-Means (FCM) algorithm in [8–24]

Work FCM CT SC PNS SD DT L VSM

[8] Yes Yes No No Yes Yes NM NM

Model/Method in [8] Ambiguity-driven fuzzy C-means clustering

Summary of the work in [8] As a well-known clustering algorithm, Fuzzy C-Means (FCM) allows each input sample to belong to more than
one cluster, providing more flexibility than non-fuzzy clustering methods. However, the accuracy of FCM is
subject to false detections caused by noisy records, weak feature selection and low certainty of the algorithm in
some cases. The false detections are very important in some decision-making application domains like network
security and medical diagnosis, where weak decisions based on such false detections may lead to catastrophic
outcomes. They mainly emerge from making decisions about a subset of records that do not provide sufficient
evidence to make a good decision. In this survey, the authors propose a method for detecting such ambiguous
records in FCM by introducing a certainty factor to decrease invalid detections. This approach enables us to send
the detected ambiguous records to another discrimination method for a deeper investigation, thus increasing the
accuracy by lowering the error rate. Most of the records are still processed quickly and with a low error rate
preventing performance loss which is common in similar hybrid methods. Experimental results of applying the
proposed method on several data sets from different domains show a significant decrease in error rate as well as
improved sensitivity of the algorithm

[9] Yes Yes No No Yes Yes NM NM

Model/Method in [9] Generalized fuzzy c-means clustering strategies

Summary of the work in [9] Fuzzy c-means (FCM) is a useful clustering technique. Modifications of FCM using L1 norm distances increase
robustness to outliers. Object and relational data versions of FCM clustering are defined for the more general
case where the Lp norm or semi-norm (0<p<1) is used as the measure of dissimilarity. The authors give simple
(though computationally intensive) alternating optimization schemes for all object data cases of p>0 in order to
facilitate the empirical examination of the object data models. Both object and relational approaches are included
in a numerical study

[10] Yes Yes No No Yes Yes NM NM

Model/Method in [10] Fuzzy Kohonen clustering networks

Summary of the work in [10] Kohonen networks are well known for cluster analysis (unsupervised learning). This class of algorithms is a
set of heuristic procedures that suffers from several major problems (e.g. neither termination or convergence is
guaranteed, no model is optimized by the learning strategy, and the output is often dependent on the sequence
of data). A fuzzy Kohonen clustering network is proposed which integrates the Fuzzy c-Means (FCM) model
into the learning rate and updating the strategies of the Kohonen network. This yields an optimization problem
related to FCM, and the numerical results show improved convergence as well as reduced labeling errors. It is
proved that the proposed scheme is equivalent to the c-Means algorithms. The new method can be viewed as a
Kohonen type of FCM, but is “self-organizing” since the “size” of the update neighborhood and learning rate in
the competitive layer are automatically adjusted during learning. Anderson’s IRIS data is used to illustrate this
method; and results are compared with the standard Kohonen approach

[11] Yes Yes No No Yes Yes NM NM

Model/Method in [11] Fuzzy c-means clustering of incomplete data

Summary of the work in [11] The problem of clustering a real s-dimensional data set X={x(1 ),,,,,x(n)}subset R(s) is considered. Usually, each
observation (or datum) consists of numerical values for all s features (such as height, length, etc.), but sometimes
data sets can contain vectors that are missing one or more of the feature values. For example, a particular datum
x(k) might be incomplete, having the form x(k)=(254.3, ?, 333.2, 47.45, ?)(T), where the second and fifth feature
values are missing. The fuzzy c-means (FCM) algorithm is a useful tool for clustering real s-dimensional data, but
it is not directly applicable to the case of incomplete data. Four strategies for doing FCM clustering of incomplete
data sets are given, three of which involve the modified versions of the FCM algorithm. Numerical convergence
properties of the new algorithms are discussed, and all approaches are tested using real and artificially generated
incomplete data sets

[12] Yes Yes No No Yes Yes NM NM

Model/Method in [12] The color image segmentation algorithm based on the thresholding and the fuzzy c-means techniques

Summary of the work in [12] In this research, a segmentation algorithm for color images based on the thresholding and the fuzzy c-means
(FCM) techniques is presented. The scale-space filter is used as a tool for analyzing the histograms of three color
components. The methodology uses a coarse-fine concept to reduce the computational burden required for the
FCM. The coarse segmentation attempts to segment coarsely using the thresholding technique, while the fine
segmentation assigns the pixels, which remain unclassified after the coarse segmentation, to the closest class
using the FCM. Attempts also have been made to compare the performance of the proposed algorithm with other
existing algorithms—Ohlander’s, Rosenfeld’s, and Bezdek’s. Intensive computer simulation has been performed
and the results are discussed in this paper. The simulation results indicate that the proposed algorithm yields the
most accurate segmented image on the color coordinate proposed by Ohta et al., while requiring a reasonable
amount of computational effort
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Table 6 (continued)

Work FCM CT SC PNS SD DT L VSM

[13] Yes Yes NM NM NM NM NM NM

Model/Method in [13] A FORTRAN-IV coding of the fuzzy c-means (FCM) clustering program.

Summary of the work in [13] This paper develop a FORTRAN-IV coding of the fuzzy c-means (FCM) clustering program. The FCM program
is applicable to a wide variety of Geo-statistical data analysis problems. This program generates fuzzy partitions
and prototypes for any set of numerical data. These partitions are useful for corroborating known substructures
or suggesting substructures in unexplored data. The clustering criterion used to aggregate subsets is a generalized
least-squares objective function. Features of this program include a choice of three norms (Euclidean, Diagonal, or
Mahalonobis), an adjustable weighting factor that essentially controls sensitivity to noise, acceptance of variable
numbers of clusters, and outputs that include several measures of cluster validity

[14] Yes Yes NM NM NM NM NM NM

Model/Method of [14] Many functions have been proposed for validation of partitions of object data produced by the fuzzy c-means
(FCM) clustering algorithm

Summary of [14] Many functions have been proposed for validation of partitions of object data produced by the fuzzy c-means
(FCM) clustering algorithm. The authors examine the role a subtle but important parameter-the weighting expo-
nent m of the FCM model-plays in determining the validity of FCM partitions. The functionals considered are
the partition coefficient and entropy indexes of Bezdek, the Xie-Beni (1991), and extended Xie-Beni indexes,
and the Fukuyama-Sugeno index (1989). Limit analysis indicates, and numerical experiments confirm, that the
Fukuyama-Sugeno index is sensitive to both high and low values of m and may be unreliable because of this. Of
the indexes tested, the Xie-Beni index provided the best response over a wide range of choices for the number of
clusters, (2–10), and for m from 1.01-7. The authors’ calculations suggest that the best choice form is probably
in the interval [1.5, 2.5], whose mean and midpoint, m=2, have often been the preferred choice for many users of
FCM

[15] Yes Yes NM NM NM NM NM NM

Model/Method in [15] A new model called possibilistic-fuzzy c-means (PFCM) model

Summary of the work in [15] The authors proposed the fuzzy-possibilistic c-means (FPCM) model and algorithm that generates both member-
ship and typicality values when clustering unlabeled data. FPCM constrains the typicality values so that the sum
over all data points of typicalities to a cluster is one. The row sum constraint produces unrealistic typicality values
for large data sets. The authors proposed a new model called possibilistic-fuzzy c-means (PFCM) model. PFCM
produces memberships and possibilities simultaneously, along with the usual point prototypes or cluster centers
for each cluster. PFCM is a hybridization of possibilistic c-means (PCM) and fuzzy c-means (FCM) that often
avoids the various problems of PCM, FCM and FPCM. PFCM solves the noise sensitivity defect of FCM, over-
comes the coincident clusters problem of PCM and eliminates the row sum constraints of FPCM. The authors
derive the first-order necessary conditions for extrema of the PFCM objective function, and use them as the
basis for a standard alternating optimization approach to finding local minima of the PFCM objective functional.
Several numerical examples are given that compare FCM and PCM to PFCM

[16] Yes Yes NM NM NM NM NM NM

Model/Method in [16] A novel algorithm for fuzzy segmentation of magnetic resonance imaging (MRI) data and estimation of intensity
inhomogeneities using fuzzy logic

Summary of the work in [16] The authors present a novel algorithm for the fuzzy segmentation of magnetic resonance imaging (MRI) data and
the estimation of intensity inhomogeneities using fuzzy logic. MRI intensity inhomogeneities can be attributed
to imperfections in the radio-frequency coils or to problems associated with the acquisition sequences. The result
is a slowly varying shading artifact over the image that can produce errors with conventional intensity-based
classification. The authors’ algorithm is formulated by modifying the objective function of the standard fuzzy
c-means (FCM) algorithm to compensate for such in homogeneities and to allow the labeling of a pixel (voxel)
to be influenced by the labels in its immediate neighborhood. The neighborhood effect acts as a regularizer and
biases the solution toward piecewise-homogeneous labelings. Such a regularization is useful in segmenting scans
corrupted by salt and pepper noise

[17] Yes Yes NM NM NM NM NM NM

Model/Method in [17] An approximate fuzzy c-means (AFCM) implementation based upon replacing the necessary “exact”’ variates in
the FCM equation with integer-valued or real-valued estimates

Summary of the work in [17] This research reports the results of a numerical comparison of two versions of the fuzzy c-means (FCM) clustering
algorithms. In particular, the authors propose and exemplify an approximate fuzzy c-means (AFCM) implemen-
tation based upon replacing the necessary “exact” variates in the FCM equation with integer-valued or real-valued
estimates. This approximation enables AFCM to exploit a lookup table approach for computing Euclidean dis-
tances and for exponentiation. The net effect of the proposed implementation is that CPU time during each
iteration is reduced to approximately one sixth of the time required for a literal implementation of the algorithm,
while apparently preserving the overall quality of terminal clusters produced. The two implementations are tested
numerically on a nine-band digital image, and a pseudo-code subroutine is given for the convenience of applica-
tions oriented readers. Our results suggest that AFCM may be used to accelerate FCM processing whenever the
feature space is comprised of tuples having a finite number of integer-valued coordinates
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Table 6 (continued)

Work FCM CT SC PNS SD DT L VSM

[18] Yes Yes NM NM NM NM NM NM

Model/Method in [18] This counterexample establishes the existence of saddle points of the FCM objective function at locations other
than the geometric centroid of fuzzy c-partition space

Summary of the work in [18] A counterexample to the original incorrect convergence theorem for the fuzzy c-means (FCM) clustering algo-
rithms (see J.C. Bezdak, IEEE Trans. Pattern Anal. and Math. Intell., vol.PAMI-2, no.1, pp.1-8, 1980) is provided.
This counterexample establishes the existence of saddle points of the FCM objective function at locations other
than the geometric centroid of fuzzy c-partition space. Counterexamples previously discussed by W.T. Tucker
(1987) are summarized. The correct theorem is stated without proof: every FCM iterate sequence converges, at
least along a subsequence, to either a local minimum or saddle point of the FCM objective function. Although
Tucker’s counterexamples and the corrected theory appear elsewhere, they are restated as a caution not to further
propagate the original incorrect convergence statement

[19] Yes Yes NM NM NM NM NM NM

Model/Method in [19] The authors substantially improve RFCM by generalizing it to the case of arbitrary (symmetric) dissimilarity data

Summary of the work in [19] The relational fuzzy c-means (RFCM) algorithm can be used to cluster a set of n objects described by pair-wise
dissimilarity values if (and only if) there exist n points in Rn − 1 whose squared Euclidean distances precisely
match the given dissimilarity data. This strong restriction on the dissimilarity data renders RFCM inapplicable
to most relational clustering problems. This work substantially improves RFCM by generalizing it to the case of
arbitrary (symmetric) dissimilarity data. The generalization is obtained using a computationally efficient modi-
fication of the existing algorithm that is equivalent to applying a “spreading” transformation to the dissimilarity
data. While the method given applies specifically to dissimilarity data, a simple transformation can be used to
convert similarity relations into dissimilarity data, so the method is applicable to any numerical relational data that
are positive, reflexive (or antireflexive) and symmetric. Numerical examples illustrate and compare the present
approach to problems that can be studied with alternatives such as the linkage algorithms

[20] Yes Yes NM NM NM NM NM NM

Model/Method in [20] A novel algorithm for the fuzzy segmentation of magnetic resonance imaging (MRI) data

Summary of the work in [20] Image segmentation plays a crucial role in many medical imaging applications. In this work, the authors present
a novel algorithm for fuzzy segmentation of magnetic resonance imaging (MRI) data. The algorithm is realized
by modifying the objective function in the conventional fuzzy C-means (FCM) algorithm using a kernel-induced
distance metric and a spatial penalty on the membership functions. Firstly, the original Euclidean distance in the
FCM is replaced by a kernel-induced distance, and thus the corresponding algorithm is derived and called as the
kernelized fuzzy C-means (KFCM) algorithm, which is shown to be more robust than FCM. Then a spatial penalty
is added to the objective function in KFCM to compensate for the intensity inhomogeneities of MR image and to
allow the labeling of a pixel to be influenced by its neighbors in the image. The penalty term acts as a regularizer
and has a coefficient ranging from zero to one. Experimental results on both synthetic and real MR images show
that the proposed algorithms have better performance when noise and other artifacts are present than the standard
algorithms

[21] Yes Yes NM NM NM NM NM NM

Model/Method in [21] New relational versions of the hard and fuzzy c-means algorithms

Summary of the work in [21] The hard and fuzzy c-means algorithms are widely used, effective tools for the problem of clustering n objects
into (hard or fuzzy) groups of similar individuals when the data is available as object data, consisting of a set of n
feature vectors in R. However, object data algorithms are not directly applicable when the n objects are implicitly
described in terms of relational data, which consists of a set of n measurements of relations between each of the
pairs of objects. New relational versions of the hard and fuzzy c-means algorithms are presented here for the case
when the relational data can reasonably be viewed as some measure of distance. Some convergence properties of
the algorithms are given along with a numerical example

[22] Yes Yes NM NM NM NM NM NM

Model/Method in [22] A fuzzy c-means (FCM) algorithm that incorporates spatial information into the membership
function for clustering

Summary of the work in [22] A conventional FCM algorithm does not fully utilize the spatial information in the image. In this work, the authors
present a fuzzy c-means (FCM) algorithm that incorporates spatial information into the membership function for
clustering. The spatial function is the summation of the membership function in the neighborhood of each pixel
under consideration. The advantages of the new method are the following: (1) it yields regions more homogeneous
than those of other methods, (2) it reduces the spurious blobs, (3) it removes noisy spots, and (4) it is less sensitive
to noise than other techniques. This technique is a powerful method for noisy image segmentation and works for
both single and multiple-feature data with spatial information
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Table 6 (continued)

Work FCM CT SC PNS SD DT L VSM

[23] Yes Yes No No NM Yes NM No

Model/Method in [23] A new weighted and constrained possibilistic C-means clustering algorithm

Summary of the work in [23] In this work, a new weighted and constrained possibilistic C-means clustering algorithm is proposed for process
fault detection and diagnosis (FDI) in offline and online modes for both already known and novel faults. A possi-
bilistic clustering based approach is utilized here to address some of the deficiencies of the fuzzy C-means (FCM)
algorithm leading to more consistent results in the context of the FDI tasks by relaxing the probabilistic condi-
tion in FCM cost function. The proposed algorithm clusters the historical data set into C different dense regions
without having precise knowledge about the number of the faults in the data set. The algorithm incorporates
simultaneously possibilistic algorithm and local attribute weighting for time-series segmentation. This allows dif-
ferent weights to be allocated to different features responsible for the distinguished process faults which is an
essential characteristic of proper FDI operations. A set of comparative studies have been carried out on the large-
scale Tennessee Eastman industrial challenge problem and the DAMADICS actuator benchmark to demonstrate
the superiority of the proposed algorithm in process FDI applications with respect to some available alternative
approaches

[24] Yes Yes No No NM Yes NM No

Model/Method in [24] Clustering Incomplete Data Using Kernel-Based Fuzzy C-means Algorithm

Summary of the work in [24] There is a recent trend in recent machine learning community to construct a nonlinear version of a linear algorithm
using the ’kernel method’, e.g. support vector machines (SVMs), kernel principal component analysis, kernel
fisher discriminant analysis and the recent kernel clustering algorithms. In unsupervised clustering algorithms
using kernel method, typically, a nonlinear mapping is used first to map the data into a potentially much higher
feature space, where clustering is then performed. A drawback of these kernel clustering algorithms is that the
clustering prototypes lie in high dimensional feature space and hence lack clear and intuitive descriptions unless
using additional projection approximation from the feature to the data space as done in the existing literatures. In
this work, a novel clustering algorithm using the ’kernel method’ based on the classical fuzzy clustering algorithm
(FCM) is proposed and called the kernel fuzzy c-means algorithm (KFCM). KFCM adopts a new kernel-induced
metric in the data space to replace the original Euclidean norm metric in FCM and the clustered prototypes still lie
in the data space so that the clustering results can be reformulated and interpreted in the original space. Authors’
analysis shows that KFCM is robust to noise and outliers and also tolerates unequal sized clusters. Finally this
property is utilized to cluster incomplete data. Experiments on two artificial and one real datasets show that
KFCM has better clustering performance and more robust than several modifications of FCM for incomplete data
clustering

Our work Yes Yes Yes Yes Yes Yes English Yes

Model/Method in our work Fuzzy C-Means algorithm for English sentiment classification in the Cloudera distributed system

Summary of our work Firstly, we use Fuzzy C-Means algorithm (FCM) to classify the English documents as having either positive
polarity, negative polarity, or neutral polarity in the sequential environment. Then, we use the Fuzzy C-Means
algorithm (FCM) to classify the English documents as having either positive polarity, negative polarity, or neutral
polarity in the Cloudera distributed environment with the purpose of shortening the execution time



732 V. N. Phu et al.

Table 7 Comparison of our model’s results with studies related to Fuzzy C-Means in the parallel system (or FCM in the distributed system) in
[25–27]

Studies FCM CT SC PNS SD DT L VSM

[25] Yes Yes NM NM NM NM NM NM

Model/Method in [25] The literal and approximate fuzzy c-means unsupervised clustering algorithms, and a supervised computational
neural network

Summary of the work in [25] Magnetic resonance (MR) brain section images are segmented and then synthetically colored to give visual rep-
resentations of the original data with three approaches: the literal and approximate fuzzy c-means unsupervised
clustering algorithms, and a supervised computational neural network. The initial clinical results are presented
on normal volunteers and selected patients with brain tumors surrounded by edema. Supervised and unsuper-
vised segmentation techniques provide broadly similar results. Unsupervised fuzzy algorithms were visually
observed to show better segmentation when compared with raw image data for volunteer studies. For a more
complex segmentation problem with tumor/edema or cerebrospinal fluid boundary, where the tissues have simi-
lar MR relaxation behavior, inconsistency in rating among experts was observed, with fuzz-c-means approaches
being slightly preferred over feedforward cascade correlation results. Various facets of both approaches, such as
supervised versus unsupervised learning, time complexity, and utility for the diagnostic process, are compared

[26] Yes Yes NM NM NM NM NM NM

Model/Method in [26] Three clustering methods: (1) the conventional two-stage method, (2) the self-organizing feature maps, and (3)
the authors’ proposed two-stage method, via both simulated and real-world data

Summary of the work in [26] Cluster analysis is a common tool for market segmentation. Conventional research usually employs the multivari-
ate analysis procedures. In recent years, due to their high performance in engineering, artificial neural networks
have also been applied in the area of management. Thus, this study aims to compare three clustering methods:
(1) the conventional two-stage method, (2) the self-organizing feature maps and (3) the authors’ proposed two-
stage method, via both simulated and real-world data. The proposed two-stage method is a combination of the
self-organizing feature maps and the K-means method. The simulation results indicate that the proposed scheme
is slightly better than the conventional two-stage method with respect to the rate of misclassification, and the
real-world data on the basis of Wilk’s Lambda and discriminant analysis

[27] Yes Yes NM Yes NM NM NM NM

Model/Method in [27] The parallel fuzzy c-means (PFCM) algorithm for clustering large data sets

Summary of the work in [27] The parallel fuzzy c-means (PFCM) algorithm for clustering large data sets is proposed in this survey. The pro-
posed algorithm is designed to run on parallel computers of the Single Program Multiple Data (SPMD) model
type with the Message Passing Interface (MPI). A comparison is made between PFCM and an existing paral-
lel k-means (PKM) algorithm in terms of their parallelisation capability and scalability. In an implementation of
PFCM to cluster a large data set from an insurance company, the proposed algorithm is demonstrated to have
almost ideal speedups as well as an excellent scaleup with respect to the size of the data sets

Our work Yes Yes Yes Yes Yes Yes Yes Yes

Model/Method in our work Fuzzy C-Means algorithm for English sentiment classification in the Cloudera distributed system

Summary of our work Firstly, we use the Fuzzy C-Means algorithm (FCM) to classify the English documents as having either positive
polarity, negative polarity or neutral polarity in the sequential environment

Then, we use the Fuzzy C-Means algorithm (FCM) to classify the English documents as having either posi-
tive polarity, negative polarity or neutral polarity in the Cloudera distributed environment with the purpose of
shortening the execution time
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Table 8 Comparison of our model’s results with the FCM used for sentiment classification in [43–50]

Work FCM CT SC PNS SD DT L VSM

[43] Yes Yes Yes NM NM NM NM NM

Model/Method in [43] EmoSenticSpace, a new framework for affective common-sense reasoning that extends WordNet-Affect and
SenticNet by providing both emotion labels and polarity scores for a large set of natural language concepts

Summary of the work in [43] Emotions play a key role in natural language understanding and sensemaking. Pure machine learning usually
fails to recognize and interpret emotions in text accurately. The need for knowledge bases that give access to
semantics and sentics (the conceptual and affective information) associated with natural language is growing
exponentially in the context of big social data analysis. To this end, this survey proposes EmoSenticSpace, a
new framework for affective common-sense reasoning that extends WordNet-Affect and SenticNet by providing
both emotion labels and polarity scores for a large set of natural language concepts. The framework is built by
means of fuzzy c-means clustering and support-vector-machine classification, and takes into account a number of
similarity measures, including point-wise mutual information and emotional affinity. EmoSenticSpace was tested
on three emotion-related natural language processing tasks, namely sentiment analysis, emotion recognition, and
personality detection. In all cases, the proposed framework outperforms the state-of-the-art. In particular, the
direct evaluation of EmoSenticSpace against psychological features provided in the benchmark ISEAR dataset
shows a 92.15 % agreement

[44] Yes Yes Yes NM NM NM NM NM

Model/Method in [44] The task of semi-supervised classification: extending category labels from a small dataset of labeled examples to
a much larger set

Summary of the work in [44] The authors consider the task of semi-supervised classification: extending category labels from a small dataset
of labeled examples to a much larger set. The authors show that, at least in their case study task, unsupervised
fuzzy clustering of the unlabeled examples helps in obtaining the hard clusters. Namely, the authors used the
membership values obtained with fuzzy clustering as additional features for hard clustering. The authors also
used these membership values to reduce the confusion set for the hard clustering. As a case study, the authors
use applied the proposed method to the task of constructing a large emotion lexicon by extending the emotion
labels from the WordNet Affect lexicon using various features of words. Some of the features were extracted
from the emotional statements of the freely available ISEAR dataset; other features were WordNet distance and
the similarity measured via the polarity scores in the SenticNet resource. The proposed method classified words
by emotion labels with high accuracy

[45] Yes Yes Yes NM NM NM NM NM

Model/Method in [45] Techniques that have been used for the task of opinion mining

Summary of the work in [45] As individuals impart their sentiments on the Web on products and services they have used, it has become impor-
tant to formulate methods to automatically classify and judge them. The task of examining such data, collectively
called client feedback data, is known as opinion mining. Opinion mining consists of several steps, and different
techniques have been proposed for different steps. This survey basically explains such techniques that have been
used for the implementation of task of opinion mining. On the basis of this analysis the authors provide an overall
system design for the development of opinion mining approach

[46] Yes Yes Yes NM NM NM NM NM

Model/Method in [46] Core concepts and techniques in the large subset of cluster analysis.

Summary of the work in [46] The fast retrieval of relevant information from databases has always been a significant issue. Many techniques
have been developed for this purpose, of which data clustering is one of the major techniques. The process of
creating vital information from the huge amount of data is learning, which can be classified as either supervised
learning or unsupervised learning. Clustering is a kind of unsupervised data mining technique. It describes the
general working behavior, the methodologies followed by these approaches and the parameters which affect the
performance of these algorithms. In classifying web pages, the similarity between web pages is a very important
feature. The main objective of this survey is to gather more core concepts and techniques in the large subset of
cluster analysis

[47] Yes Yes NM NM NM NM NM NM

Model/Method in [47] A novel combination of fuzzy inference system and Dempster–Shafer Theory

Summary of the work in [47] Brain Magnetic Resonance Imaging (MRI) segmentation is a challenging task due to the complex anatomical
structure of brain tissues as well as intensity non-uniformity, partial volume effects and noise. Segmentation
methods based on fuzzy approaches have been developed to overcome the uncertainty caused by these effects. In
this study, a novel combination of fuzzy inference system and Dempster–Shafer Theory is applied to brain MRI
for the purpose of segmentation where the pixel intensity and the spatial information are used as features. In the
proposed modeling, the consequent part of rules is a Dempster–Shafer belief structure. The novelty aspect of this
work is that the rules are paraphrased as evidences. The results show that the proposed algorithm, called FDSIS
has satisfactory outputs on both simulated and real brain MRI datasets
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Table 8 (continued)

Work FCM CT SC PNS SD DT L VSM

[48] Yes Yes Yes NM Yes Yes EL NM

Model/Method in [48] This survey aims to add some additional features for improving the classification method

Summary of the work in [48] Sentiment classification aims to detect information such as opinions, explicit, implicit feelings expressed in text.
Most of the existing approaches are able to detect either explicit expressions or implicit expressions of sentiments
in the text separately. In this proposed framework, it will detect both implicit and explicit expressions available
in the meeting transcripts. It will classify the positive, negative and neutral words and also identifies the topic
of the particular meeting transcripts by using fuzzy logic. This work aims to add some additional features for
improving the classification method. The quality of the sentiment classification is improved using proposed fuzzy
logic framework. This fuzzy logic includes features like fuzzy rules and fuzzy c-means algorithm. The quality
of the output is evaluated using parameters such as precision, recall, f-measure. Here, Fuzzy C-means Clustering
technique is measured in terms of purity and entropy

[49] Yes Yes Yes NM Yes Yes Yes Yes

Model/Method in [49] Clustering documents with labeled and unlabeled documents using fuzzy semi-Kmeans

Summary of the work in [49] While focusing on document clustering, this work presents a fuzzy semi-supervised clustering algorithm called
fuzzy semi-Kmeans. The fuzzy semi-Kmeans is an extension of K-means clustering model, and it is inspired by
an EM algorithm and a Gaussian mixture model. Additionally, the fuzzy semi-Kmeans provides the flexibility to
employ different fuzzy membership functions to measure the distance between data. This work employs Gaussian
weighting function to conduct experiments, but cosine similarity function can be used as well. This work conducts
experiments on three data sets and compares fuzzy semi-Kmeans with several methods. The experimental results
indicate that fuzzy semi-Kmeans can generally outperform the other methods

[50] Yes Yes Yes NM NM NM NM NM

Model/Method in [50] Aspect term extraction for sentiment analysis in large movie reviews using Gini Index feature selection method
and SVM classifier

Summary of the work in [50] With the rapid development of the World Wide Web, electronic word-of-mouth interaction has made consumers
active participants. Nowadays, a large number of reviews posted by the consumers on the Web provide valuable
information to other consumers. Such information is highly essential for decision making and hence popular
among the internet users. This information is very valuable not only for prospective consumers to make decisions,
but also for businesses in predicting the success and sustainability. In this study, a Gini Index based feature
selection method with Support Vector Machine (SVM) classifier is proposed for sentiment classification for large
movie review data. The results show that our Gini Index method has better classification performance in terms of
reduced error rate and accuracy

Our study Yes Yes Yes Yes Yes Yes Yes Yes

Model/Method in our study Fuzzy C-Means algorithm for English sentiment classification in the Cloudera distributed system

Summary of our study Firstly, we use the Fuzzy C-Means algorithm (FCM) to classify the English documents as having either a positive
polarity, negative polarity or neutral polarity in the sequential environment

Then, we use the Fuzzy C-Means algorithm (FCM) to classify the English documents as having either positive
polarity, negative polarity neutral polarity in the Cloudera distributed environment with the purpose of shortening
the execution time
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Table 9 Comparison of the proposed model with the latest sentiment classification models (or the latest sentiment classification methods) in
[51–56]

Studies FCM CT SC PNS SD DT L VSM

[51] No No Yes NM Yes Yes Yes vector

Model/Method in [51] The machine learning approaches applied to sentiment analysis-based applications

Summary of the work in [51] Opinion mining or sentiment analysis is a study that analyzes people’s opinions or sentiments from the text
towards entities such as products and services. It has always been important to know what other people think.
With the rapid growth in the availability and popularity of online review sites, blogs, forums, and social network-
ing sites, it has become necessary to analyze and understand these reviews. The main approaches to sentiment
analysis can be categorized into semantic orientation-based approaches, knowledge-based, and machine-learning
algorithms. The authors survey the machine learning approaches applied to sentiment analysis-based applications.
The main emphasis of this work is to discuss the research involved in applying machine learning methods mostly
for sentiment classification at the document level. Machine learning-based approaches to sentiment classification
work in the following phases: (1) feature extraction, (2) feature weighting schemes, (3) feature selection, and (4)
machine-learning methods. The study also discusses the standard free benchmark datasets and evaluation methods
for sentiment analysis. The authors conclude the work with a comparative study of some state-of-the-art methods
for sentiment analysis and some possible future research directions in opinion mining and sentiment analysis

[52] No No Yes NM Yes Yes NM NM

Model/Method in [52] Two types of techniques have been used in the literature for semantic orientation-based approach for sentiment
analysis, viz., (i) corpus based and (ii) dictionary or lexicon or knowledge based

Summary of the work in [52] Two types of techniques have been used in the literature for semantic orientation-based approach for sentiment
analysis, viz., (i) corpus based and (ii) dictionary or lexicon or knowledge based. In this work, the authors
explore the corpus-based semantic orientation approach for sentiment analysis. Corpus-based semantic orienta-
tion approach requires large dataset to detect the polarity of the terms and therefore the sentiment of the text. The
main problem with this approach is that it relies on the polarity of the terms that have appeared in the training cor-
pus since polarity is computed for the terms that are in the corpus. This approach initially mines sentiment-bearing
terms from the unstructured text and further computes the polarity of the terms. Most of the sentiment-bearing
terms are multi-word features unlike bag-of-words, e.g., “good movie,” “nice cinematography,” “nice actors,” etc.
The performance of the semantic orientation-based approach has been limited in the literature due to inadequate
coverage of the multi-word features

[53] No No Yes NM Yes Yes EL NM

Model/Method in [53] New meta-level features especially designed for the sentiment analysis of short messages such as: (i) information
derived from the sentiment distribution among the k nearest neighbors of a given short test document x, (ii)
the distribution of distances of x to their neighbors and (iii) the document polarity of these neighbors given by
unsupervised lexical-based methods

Summary of the work in [53] In this work, the authors address the problem of automatically learning to classify the sentiment of short mes-
sages/reviews by exploiting information derived from meta-level features i.e., features derived primarily from the
original bag-of-words representation. The authors propose new meta-level features especially designed for the
sentiment analysis of short messages such as: (i) information derived from the sentiment distribution among the k
nearest neighbors of a given short test document x, (ii) the distribution of distances of x to their neighbors and (iii)
the document polarity of these neighbors given by unsupervised lexical-based methods. The authors’ approach
is also capable of exploiting information from the neighborhood of document x regarding (highly noisy) data
obtained from 1.6 million Twitter messages with emoticons. The set of proposed features is capable of transform-
ing the original feature space into a new one, potentially smaller and more informed. Experiments performed with
a substantial number of datasets (nineteen) demonstrate that the effectiveness of the proposed sentiment-based
meta-level features is not only superior to the traditional bag-of-word representation (by up to 16 %) but is also
superior in most cases to state-of-art meta-level features previously proposed in the literature for text classifica-
tion tasks that do not take into account some idiosyncrasies of sentiment analysis. The authors’ proposal is also
largely superior to the best lexicon-based methods as well as to supervised combinations of them

[54] No No Yes NM Yes Yes NM NM

Model/Method in [54] Rule based machine learning algorithms

Summary of the work in [54] Sentiment analysis is becoming a promising topic with the strengthening of social media such as blogs, network-
ing sites etc. where people exhibit their views on various topics. In this work, the focus is to perform effective
sentiment analysis and opinion mining of Web reviews using various rule-based machine learning algorithms. The
authors use SentiWordNet which generates score count words into one of seven categories, strong-positive, posi-
tive, weak-positive, neutral, weak-negative, negative and strong-negative words. The proposed approach is tested
on online books and political reviews and demonstrates efficacy through Kappa measures, which has a higher
accuracy of 97.4 % and lower error rate. The weighted average of different accuracy measures like Precision,
Recall, and TP-Rate depicts a higher efficiency rate and lower FP-Rate. Comparative experiments on various rule
based machine learning algorithms have been performed through a ten-fold cross validation training model for
sentiment classification
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Table 9 (continued)

Studies FCM CT SC PNS SD DT L VSM

[55] No No Yes No No No EL No

Model/Method in [55] A combination of the term-counting method and enhanced contextual valence shifters method

Summary of the work in [55] The authors explored different methods of improving the accuracy of sentiment classification. The sentiment
orientation of a document can be positive (+), negative (−), or neutral (0). The authors combine five dictionaries
into a new one with 21,137 entries. The new dictionary has many verbs, adverbs, phrases and idioms, which are
not in the five previous before. The study shows that the authors’ proposed method based on the combination
of the term-counting method and the enhanced contextual valence shifters method has improved the accuracy of
sentiment classification. The combined method has an accuracy of 68.984 % of the testing dataset, and 69.224 %
on the training data set. All these methods are implemented to classify the reviews based on our new dictionary
and the Internet Movie data set

[56] No No Yes No No No EL No

Model/Method in [56] Naive Bayes model with N-GRAM method, Negation Handling method, Chi-Square method and Good-Turing
Discounting, etc

Summary of the work in [56] The authors explored the Naive Bayes model with N-GRAM method, Negation Handling method, Chi-Square
method and Good-Turing Discounting by selecting different thresholds of Good-Turing Discounting method and
different minimum frequencies of Chi-Square method to improve the accuracy of sentiment classification

Our work Yes Yes Yes Yes Yes Yes EL Yes

Model/Method in our work Fuzzy C-Means algorithm for English sentiment classification in the Cloudera distributed system

Summary of our work Firstly, we use the Fuzzy C-Means algorithm (FCM) to classify the English documents as having either positive
polarity, negative polarity or neutral polarity in the sequential environment

Then, we use the Fuzzy C-Means algorithm (FCM) to classify the English documents as having either posi-
tive polarity, negative polarity or neutral polarity in the Cloudera distributed environment with the purpose of
shortening the execution time
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