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Abstract Salient object detection is one of the outstand-
ing capabilities of the human visual system (HVS). The
researcher community aims at developing a salient object
detection model that matches the detection accuracy as well
as computation time taken by the humans. These models can
be developed in either spatial domain or frequency domain.
Spatial domain models provide good detection accuracy
at the cost of high computational time while frequency
domain models offer fast computational speed to meet real-
time requirements at the cost of poor detection accuracy. In
order to induce a trade-off between computational time and
accuracy, we propose a model which provides high detec-
tion accuracy without taking much of computation time. To
detect the salient object with an accurate shape, we first
segment the given image by utilizing a bipartite graph parti-
tioning approach which aggregates multi-layer superpixels
in a principled and effective manner. Second, the saliency of
each segmented region is computed based on a hypercom-
plex Fourier transform (HFT) saliency map reconstructed
using amplitude spectrum, filtered at an appropriate scale
chosen using statistical features extracted from grey- level

� Rinki Arya
rinki.arya89@gmail.com

Navjot Singh
navjot.singh.09@gmail.com

R. K. Agrawal
rkajnu@gmail.com

1 School of Computer and Systems Sciences, Jawaharlal Nehru
University, New Delhi 110067, India

2 National Institute of Technology, Srinagar, Pauri Garhwal,
Uttarakhand 246174, India

co-occurrence matrix and original phase spectrum. Finally,
a saliency map is generated by taking average of the HFT
coefficients of each region in the segmented image and
then using the average HFT intensity value of the entire
image as a threshold to clearly separate salient object from
the background. The performance of the proposed model is
evaluated in terms of F–measure, area under curve (AUC),
and computation time using six publicly available image
datasets. Both qualitative and quantitative evaluations on six
publicly available datasets demonstrate the robustness and
efficiency of the proposed model against twenty popular
state-of-the-art methods.

Keywords Salient object detection · Visual saliency ·
Gray-level Co-occurrence Matrix (GLCM) ·
Hypercomplex fourier transform (HFT) · Superpixel ·
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1 Introduction

In the era of information technology, images are becom-
ing a rich source of information pertaining to human daily
life through social network sites like Facebook, Instagram,
9GAG, Twitter, etc. These images contain a lot of redun-
dant and irrelevant information, which needs to be reduced
while the relevant and informative visual data needs to be
extracted. The process of extraction of this relevant and
informative visual data (salient object) from an image is
called salient object detection (SOD) [1–3]. Generally, it is
believed that a salient object detection model should have at
least the following three properties [3]: (i) it should detect
the most salient object with the precise boundaries; (ii) it
should generate the full resolution saliency map to correctly
locate salient objects and preserve complete information
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of the original image; (iii) computational efficiency of the
model should be high. SOD tries to imitate the human visual
system (HVS) by concentrating on salient objects present in
a complex scene. HVS has a remarkable capability of sepa-
rating attentive and dominant objects from the background
in a given scene even when these objects are witnessed for
the first time. It exploits the visual attention mechanism
[1–3] to detect salient objects. Detection of these salient
objects plays a prominent role in several real time applica-
tions, such as image and video compression [4], image retar-
geting [5], image thumb nailing [6], image segmentation
[7, 8], object recognition [9–11], content-aware image edit-
ing [12, 13], image classification/retrieval [14, 15], video
surveillance systems [16], photo rearrangement [17], image
quality assessment [18]. remote sensing [19], automatic
cropping/centering [20], to display objects on small portable
screens [21], automatic target detection [22, 23], robotics
[20, 21, 23], medical imaging [24], advertising a de-
sign [23], image collection browsing [25], image enhance-
ment [26], and many more.

Visual attention [27, 28] can be achieved by using
bottom-up and/or top-down approaches [1–3, 29]. Bottom-
up approaches [30]are involuntary, stimulus-driven, and
task independent. These approaches utilize low-level visual
stimuli to extract features from an image to detect the salient
object. The features can be extracted either at the local level
or global level [2, 31–33]. The top-down approaches con-
sider high-level information such as prior knowledge of the
task, expectations, and emotions to detect the salient object
[22, 34, 35]. They are slow and task dependant. Top-down
approaches [36] work in combination with the bottom-up
approaches for salient object detection. In this paper we
reach our goal by using bottom-up mechanisms for salient
region detection.

Salient object detection approaches [37–41] can be devel-
oped either in frequency domain or spatial domain to obtain
the saliency map. Generally, frequency domain methods
take low computation time to detect the salient object but do
not provide good detection accuracy while spatial domain
methods show better detection accuracy in comparison to
frequency domain methods but need high computation time.
To utilize the advantages of both spatial domain meth-
ods and frequency domain methods [42], we propose a
salient object detection method which takes less computa-
tion time with good detection accuracy. The key idea of the
proposed method is to detect a saliency map which can uni-
formly highlight the most salient object in the given image
with accurate boundaries. The idea is implemented in three
phases: In phase 1, we need a good segmentation algo-
rithm to obtain an accurate shape of the object. But differ-
ent segmentation algorithms produce different segmention
results under different parameters. Therefore, to fuse com-
plementary information coming from existing segmentation

algorithms, we use an improved bipartite graph partitioning
based segmentation algorithm which integrates a large num-
ber of superpixels generated from different segmentation
algorithms under different parameters thereby giving better
segmentation results. In phase 2, saliency value is assigned
to each segmented region obtained from phase 1. To uni-
formly highlight the salient object in the segmented image,
we take advantage of the hypercomplex image representa-
tion to combine multiple features (like colour and intensity)
in order to get better performance rather than using a single
feature. The saliency of each segmented region is obtained
by reconstructing the image using the amplitude spectrum,
filtered at a scale selected by minimizing our proposed aver-
age rank GLCM criterion and the original phase as saliency
can be detected by convolving the amplitude spectrum of
an image using a low pass Gaussian kernel of an appropri-
ate scale [43]. To determine the optimal scale, we choose
four statistical features namely, angular second moment,
entropy, inverse difference moment, and contrast, which are
complementary to each other. Together all these four fea-
tures provide high discriminative power to distinguish two
different spatial structures. Finally, we combine the spatial
saliency information obtained from phase 2 and segmenta-
tion information from phase1 to obtain the rough saliency
map. We use HFT coefficients to locate the salient object
in an image while superpixel segmentation is utilized to
improve the object contours. Lastly, a final saliency map
is obtained by clearly separating the foreground and back-
ground of the rough saliency map by using mean HFT
intensity value of the entire image as a threshold. If the
pixel saliency value in rough saliency map is greater than or
equal to the threshold value than the pixel is considered to
be salient, otherwise background. The main contributions of
our paper are:

1. We propose a novel criterion based on statistical fea-
tures extracted from GLCM to select an appropriate
scale to filter amplitude spectrum of hypercomplex
image Fourier transform to detect saliency in frequency
domain. We have used aggregation of four statistical
features namely, entropy, inverse difference moment
(IDM), angular second moment (ASM), and contrast
which are effective and complementary to each other.
The main reason behind using GLCM is its capability to
capture second order statistical properties of an image.

2. Although, frequency domain models work well to
detect salient object in less computation time, but fail
to capture the fine shape or structure of object. To
obtain the accurate shape of the object, we utilize an
existing bipartite graph partitioning based segmentation
approach [43] which aggregates multi-layer superpixels
in an effective way. To the best of authors’ knowledge,
this segmentation algorithm has not yet been used in
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salient object detection field. The main reasons behind
using this segmentation algorithm are (a) It provides
good segmentation results with low computational com-
plexity (b) It utilizes multi-layer superpixels, gener-
ated from Comaniciu & Meer’s Mean Shift [44] and
Felzenszwalb &Huttenlocher’s [45] segmentation algo-
rithms by varying their parameters, which helps in
capturing the multi-scale visual patterns of an image in
an effective manner.

3. To check the robustness and efficacy of our proposed
model, the performance is assessed both quantitatively
and qualitatively on six datasets. Experiments demon-
strate that the proposed model considerably outper-
forms twenty existing state-of-the-art methods from
both frequency and spatial domain.

The rest of the paper is organized as follows: Section 2
includes the relevant work. Section 3 describes our proposed
method. Further, the experimental setup, dataset descrip-
tion and the obtained results are discussed in Section 4.
Finally Section 5 includes conclusion and future research
directions.

2 Related work

In 1998, Itti et al. proposed the first visual saliency model
which created the first wave of interest in the area of
visual saliency across multiple disciplines including com-
puter vision, neuroscience, and cognitive psychology com-
munities. They utilized feature integration theory to com-
bine intensity, colour, and orientation feature maps into a
saliency map [22]. In research work [46] Itti et al. model
has been extended using region growing techniques. Later,
in another research work [47] a computational model based
on information maximization has been proposed to imple-
ment saliency using joint likelihood, independent compo-
nent analysis (ICA), and Shannon’s self-information. In the
research work [48], a graph based visual saliency (GBVS)
model has been suggested which utilize a Markov chain
analysis to detect the salient object. Hou and Zhang [49]
utilized spectral residual (SR) on the principle that redun-
dancies are measured in terms of similarities. They sug-
gested that the uneven regions account for the statistical
singularities present in the spectrum. This research work
is based on calculation of the spectral residual, which is
computed by taking the difference between log spectrum
of an input image and its smoothed version. Liu et al.
[50, 51] extracted features at global, regional, and local level
and used a supervised approach to partition the image into
attention region and background region. In another research
work [52] phase spectrum of Fourier transform (PFT) is
singled out to be the most significant factor to locate the

salient regions. The research work [53] used pulsed dis-
crete cosine transform (PCT) to imitate lateral surround
inhibition behaviour of neurons. In research work [13] a
frequency tuned (FT) saliency detection approach based
on Lab colour space has been suggested which computes
Euclidean distance between pixel vector in a Gaussian fil-
tered image and the average vector for the input image. Bian
and Zhang [54, 55] proposed a saliency detection approach
that integrates the speed of frequency domain models with
the topology of biologically based methods under the assis-
tance of frequency domain divisive normalization (FDN).
But, this model takes global surround into consideration.
In research work [56], FDN model has been extended into
piecewise frequency domain divisive normalization (PFDN)
in order to relax the global surround constraint by divid-
ing the image into overlapping local patches and conducting
FDN on every patch in order to provide better biologi-
cal plausibility. In another research work [57], maximum
symmetric surround technique has been implemented to
allocate small bandwidth to the border filter and large band-
width to the centre filter. Guo and Zhang [58] suggested an
approach to compute the saliency map by exploiting quater-
nion representation of an image by extending PFT model.
In research work [59], a context-aware saliency detection
method has been suggested. This is a top-down approach
which makes use of both global and local saliency by
exploiting some visual organization rules. This method is
computationally expensive and takes 124 seconds per image
to detect salient object. Shen and Wu [60] incorporated the
concept of low rank matrix (LRMR) to detect the most
salient image region. In this model they make use of some
features extracted from the given image like colour, orien-
tation, mean-shift segmentation and low-rank matrix. The
shape information of the objects was clear, but the model
is computationally expensive. In research work [61], ampli-
tude spectrum of quaternion Fourier transform (AQFT) and
the human visual sensitivity has been proposed to detect
image saliency. In research work [62], colour, intensity, and
texture features are extracted from the discrete cosine trans-
form (DCT) coefficients from JPEG bit-stream to compute
the DCT block differences. In 2013, Li et al. [63] proposed
that saliency in an image can be detected by convolving
image amplitude spectrum with a low-pass Gaussian ker-
nel of an appropriate scale. To detect the saliency, spectrum
scale space (SSS) is obtained by convolving the amplitude
spectrum of an image with low-pass Gaussian kernel of dif-
ferent scales. Thereafter, an optimal scale with the smallest
entropy value is chosen to generate the best saliency map.
They employed the hypercomplex Fourier transform (HFT)
in order to combine multidimensional feature maps (like
colour, intensity) for spectrum scale-space analysis. Li et al.
[64] designed a saliency detector by utilizing both super-
vised and unsupervised learning processes. They stated
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that phase of intermediate frequencies is the key of image
saliency. In research work [65], a salient region detection
approach based on global saliency and local saliency in the
frequency domain by using fast Walsh-Hadamard transform
(FWHT) and PFDN respectively has been suggested. Jiang
et al. [66] suggested a supervised learning based salient
object detection approach (DRFI) which involves learning
of a random forest repressor which helps in integrating
a high-dimensional regional feature descriptor to predict
region saliency score and determining the most discrimina-
tive features automatically. The experimental results, shown
by Jiang et al. in their paper, are effective but its compu-
tational speed is much higher. It takes around 24 hours for
training and 28 seconds for testing. Zou and Komodakis
[67] suggested a salient object detection method based on
a hierarchy-associated rich feature (HARF) construction
framework. This framework makes a hierarchy of basic fea-
tures obtained from multi-level regions and incorporates
multi-layered deep learning features also to characterize the
context of the whole object/background. The experimental
results, shown by Zou and Komodakis in their paper, are
good but its computational speed is much higher. It takes
around 30 hours for training and 37 seconds. Sun et al. [68]
used the concept of absorption of Markov chain to detect
salient object in the given image. In research work [38],
global contrast and spatial coherence have been proposed
for salient object detection. Perazzi et al. [69] suggested
the concept of saliency filters for saliency detection. Yan
et al. [70] contributed to the salient object detection area by
giving the concept of Hierarchical saliency. Liu et al. [71]
suggested an approach for salient object detection based
on saliency tree. Zhu et al. [72] suggested a background

measure and an optimization framework for salient object
detection. Li et al. [73] contributed to the field by proposing
a dense and sparse reconstruction based salient region detec-
tion method. In research work [74], fusion of visual saliency
and generic objectness has been suggested for salient object
detection. Jiang et al. [75] considered context and shape
prior for salient object detection for better shape infor-
mation but this method is computationally expensive. In
research work [76], graph-based manifold ranking has been
proposed for salient region detection. Margolin et al. [77]
suggested a saliency framework based on the distinctness of
patches in the given image. In research work [27], a high-
dimensional colour transform (HDCT) has been proposed
for salient object detection. This research work maps RGB
colour space feature vector, from a low dimension to a high-
dimensional by finding the optimal linear combination of
colour coefficients.

3 The proposed model

In this section, we present an efficient approach to detect
salient object in an image. To better capture intrinsic struc-
tural information and improve computational efficiency, we
first segment the given image by utilizing a bipartite graph
partitioning approach which aggregates multi-layer super-
pixels in an effective and principled manner. Second, the
saliency of each segmented region is computed based on a
hypercomplex Fourier transform (HFT) saliency map recon-
structed using amplitude spectrum, filtered at an appropriate
scale chosen using statistical features extracted from grey
— level co-occurrence matrix and original phase spectrum.

Fig. 1 Outline of detecting salient object using our proposed model (BHGT)
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Thereafter, a rough saliency map is generated by taking
average of the HFT coefficients of each region in the seg-
mented image. Finally, the mean HFT intensity value of
the entire image is used as a threshold to separate salient
object from the background in the final saliency map. If the
pixel saliency value is greater than or equal to the threshold
value than the pixel is considered to be salient, otherwise if
the pixel saliency value is less than the threshold then it is
assigned a value of 0. The outline of the proposed model
(BHGT) is illustrated in Fig. 1.

3.1 Segmentation of an image by aggregating
superpixels using a bipartite graph

In this section, we aim at partitioning the entire image into
multiple segments to obtain accurate shape information of
the most salient object. The approach of first segmenting
the given image and then choosing the most salient object
was not used by research community in the past due to the
lack of highly accurate segmentation algorithm with low
computational complexity [3]. To overcome this challenge,
recently superpixels are becoming increasingly popular in
the field of salient object detection. Superpixel, a group of
pixels with similar characteristics, is quite accurate in seg-
menting objects and is very fast to compute. The choice
of a good segmentation algorithm considerably affects the
performance of our proposed model. In literature, several
algorithms such as Minimum Spanning Tree [45], Normal-
ized Cut [78], and Mean Shift [44] have been used for image
segmentation purpose. Recently Li et al. [43] proposed an
improved image segmentation algorithm by taking advan-
tage of different and complementary information coming
from various popular segmentation algorithms [44, 45, 78].
In order to fuse this complementary information, Li et al.
collected a variety of superpixels generated by different
segmentation algorithms with varying parameters. Super-
pixels generated in this way help in capturing diverse and
multi-scale visual patterns in the input image. To effectively
aggregate these multi-layer superpixels, Li et al. proposed a
bipartite graph partitioning based segmentation framework
which is constructed over both pixels and superpixels. These
pixels and superpixels work as the vertices of the bipar-
tite graph and edges between these vertices are established
on the basis of superpixel cues and smoothness cues. To
enforce superpixel cues, a pixel is connected to the super-
pixel if pixel is a part of that superpixel while smoothness
cues are enforced by connecting each superpixel to itself
and its nearest neighbour in the feature space among its
spatially adjacent superpixels. This bipartite graph segmen-
tation framework can be computationally customized to an
unbalanced bipartite graph structure which can be solved
using a linear-time spectral algorithm. Development of this
spectral algorithm to solve an unbalanced bipartite graph

structure makes Li et al. algorithm computationally very fast
and efficient. For a given image I and a set of superpixels S,
an unbalanced and undirected bipartite graph with two sets
of vertices χ and γ can be represented as G = {χ, γ, B},
where χ = I ∪ S = {xi}Nχ

i=1 and γ = S = {
yj

}Nγ

j=1 with Nχ

and Nγ as the number of nodes in χ and γ respectively.
The across affinity matrix B = (

bij

)
Nχ×Nγ

is defined as

follows:

bij =
⎧
⎨

⎩

α, xi ∈ yj , xi ∈ I, yj ∈ S

e−βdij , if xi ∼ yj , xi ∈ S, yj ∈ S

0, otherwise
(1)

whereNχ = |I|+|S| andNγ = |S| and di,j signifies the dis-
tance between the features of superpixels xi and yj . α and β

are set to greater than 0 to balance superpixel and smooth-
ness cues. ∼ signifies a certain neighbourhood between
superpixels. Using bipartite graph G, input image I is seg-
mented into k segments by accumulating same label nodes
into a segment with the help of spectral clustering algorithm.
To segment an image into k groups, k bottom eigenvectors
of generalized eigenvalue problem are computed as:

Lf = λDf (2)

where L andD represent graph Laplacian and degree matrix
respectively. D is calculated as: D = diag(B1). This eigen-
value problem could be solved by applying Lanczos method
to the normalized affinity matrix D−1/2WD−1/2by treat-
ing G as a sparse graph. But it takes O(k(Nχ + Nγ )3/2)

running time [43] . This eigenvalue problem could also be
solved by SVD but it also takes O(k(Nχ + Nγ )3/2) running
time as explained in [43]. As it can be observed from across
affinity matrix B that the number of columns in B are much
larger than the number of rows Nχ = Nγ +|I|, and I � Nγ

so we haveNχ � Nγ . This large variation between the num-
ber of rows and number of columns clearly demonstrates
the unbalanced structure of the bipartite graph. To exploit
the unbalanced structure, Li et al. proposed a transfer cut
method to compute bottom k eigenvectors in reduced time
as it transforms the eigenvalue problem in to the following:

Lγ v = ηDγ v (3)

where Lγ = Dγ − Wγ , Dγ = diag(BT1), and Wγ =
BTD−1

χ B. Lγ is Laplacian of the bipartite graph Gγ ={
γ,Wγ

}
as Dγ = diag(Wγ 1). In this way the task of par-

titioning graph G into k groups takes O(2k
(
1 + dχ

)
Nχ +

kN
3
2
γ ) time where dχ is the average number of edges con-

nected to each node in χ . Our work belongs to salient object
detection, for which a comprehensive discussion about seg-
mentation approaches is beyond the scope of this paper. We
refer readers to research article proposed by Li et al. [43]
for a detailed discussion of this segmentation approach. To
choose the most salient region among these k segmented
regions Rp, p = 1, . . . k, the saliency value of each region,
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Rp, needs to be computed. To find out the saliency value
of each region, we utilize statistical features obtained from
grey-level co-occurrence matrix (GLCM) of hypercomplex
Fourier transform (HFT) saliency map, which is discussed
in Section 3.2.

3.2 Saliency using statistical features extracted from
GLCM of HFT saliency map

We have utilized a frequency domain approach to com-
pute saliency of all the segmented regions obtained from
Section 3.1 because of their fast computational speed. In
general, frequency domain based visual attention models
belong to one of the two categories: 1) models which gen-
erate a saliency map by processing the spectrum of each
colour channel separately and then fusing the individual
saliency maps into the final saliency map, and 2) models
which merge colour channel images into a quaternion image
and then use the hypercomplex Fourier transform (HFT) to
obtain the quaternion spectrum for processing. The models,
belonging to the latter category show better performance
in comparison to the models belonging to the first cate-
gory [79]. In this paper, we focussed on the latter category
of frequency models to compute saliency map by utiliz-
ing quaternion or hypercomplex representation to combine
multiple features (like colour and intensity) in order to get
better performance [63, 79] rather than using a single fea-
ture as in [49]. In 1996, Castlman [80] came up with the
properties of amplitude spectrum and phase spectrum of
discrete Fourier transform. He pointed out that amplitude
spectrum represents how much of each frequency compo-
nents exists within the image and phase spectrum signifies
where each of the frequency components resides within
the image representing information regarding local prop-
erties of the image. In 2007, Hou and Zhang suggested
a frequency domain approach which utilize spectral resid-
ual (SR) of the amplitude spectrum to calculate saliency in
an image while keeping phase spectrum for computational
purpose only. Although SR model provided good results
however it doesn’t make use of the phase spectrum. In
2008, Guo et al. singled out phase spectrum of an image’s
Fourier transform as the key to locate salient objects in an
image and proposed the phase spectrum of Fourier trans-
form (PFT) model [52, 58] for grey-scale image by taking
inverse Fourier transform (IFT) of the phase spectrum alone
by keeping amplitude spectrum constant. The PFT model
is computationally very fast but it only takes grey-scale
images as an input without considering other low-level fea-
tures e.g. colour, orientation, motion etc. Motivated by this,
Guo and Zhang [58] extended PFT approach to phase spec-
trum of quaternion Fourier transform (PQFT) [58] by taking
advantage of the quaternion representation of the image.
Quaternion representation of an image represents each pixel

by a quaternion of low level features in a whole unit to
achieve high accuracy without losing any information [79].
These low level features may include colour, intensity, ori-
entation, motion etc. Recently, Li et al. [63] pointed out that
different filter scales can capture different types of salient
regions e.g. a small-scale kernel detects the large salient
regions efficiently while very small-scale may not suppress
the repeated pattern satisfactorily. Similarly a large-scale
kernel works best to detect small salient regions but a
very large-scale only highlight the salient object boundaries.
Therefore, it is important to choose an appropriate scale for
Gaussian kernel to suppress repeated patterns sufficiently.
To realize this idea, Li et al. [63] proposed a hypercom-
plex Fourier transform (HFT) model by smoothing the log
amplitude spectrum with Gaussian functions of different
variances while keeping the phase spectrum constant. They
used hypercomplex representation of an image by fusing
multiple low-level features like intensity, colour etc. into a
hypercomplex matrix.

3.2.1 Saliency map calculation using hypercomplex Fourier
Transform(HFT)

Quaternion Fourier transform was first applied to colour
images in the research work of [81] by utilizing a dis-
crete version of Ell’s transform [82, 83]. Later, Pei et al.
implemented quaternion Fourier transform (QFT) [84] by
considering the transform mentioned in [85]. In 2007, Ell
and Sangwine [86] proposed QFT of colour images which
was utilized by Guo et al. [52, 58] to compute saliency
map for colour images in saliency domain for the first time.
Inspired by the research work of [52, 58, 86], Li et al.
also used the concept of hypercomplex matrix to combine
multiple feature maps as follows:

f = w1f1 + w2f2i + w3f3j + w4f4k (4)

where wm denote the mth weight, w1 = 0,w2 = 0.5,w3 =
w4 = 0.25 and fm represents the mth feature map. f2 =
Is = (r + g + b)

/
3 , f3 = RG = R − G, and f4 ==

B − Y [87, 88], where r, g, b represent the red, green
and blue channels of a given input colour image and R =
r − (g + b) /2 G = g − (r + b) /2 B = b − (r + g) /2 and
Y = ((r + g))/2 − |r − g| /2 − b. Here RG corresponds
Red/green, green/red colour pair and BY corresponds to
the blue/yellow, yellow/blue colour pair for implement-
ing the “colour opponent-component” system which exists
in human visual cortex [88]. In general, quaternion has 4
degree of freedom which represents 4 independent feature
channels. In our case, as we have w1 to be zero and other
three to be non-zero components, it has only 3 degree of
freedom. FH [u, v] can be denoted in the polar form as:

FH [u, v] = ‖FH [u, v]‖ eμ�(u,v) (5)
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FH [u, v] is the frequency domain representation of
f (n,m). The hypercomplex transform and the inverse
transformation of the image can be represented as:

FH [u, v] = 1√
MN

∑M−1

m=0

∑N−1

n=0
e−μ2π(( mv

M )+( nu
N ))f (n, m) (6)

f (n,m) = 1√
MN

∑M−1

v=0

∑N−1

u=0
eμ2π(( mv

M )+( nu
N ))FH [u, v] (7)

Its phase spectrum P (u, v), amplitude spectrum A (u, v),
and eigen-axis spectrum E (u, v) are defined as:

A (u, v) = ‖FH [u, v]‖ (8)

P (u, v) = �(u, v) = tan−1 ‖V (F (u, v))‖
S (F (u, v))

(9)

E (u, v) = μ (u, v) = V (F (u, v))

‖V (F (u, v))‖ (10)

To choose the best scale, Li et al. generated a sequence of
smoothed amplitude spectrum called Spectrum Scale-Space
(SSS) 
 = {
b} by adopting Gaussian filter smoothing of
amplitude spectrumA (u, v)at different scales by using (11).


(u, v; b) = (g (., .; b) ∗ A) (u, v) (11)

where b signifies scale parameter, b = 1, . . . , B.
B = ⌈

log2min {Height,Width}⌉+1, where HeightWidth

denote the height and width of the input image respectively.
The Gaussian filter g (u, v; b) is defined as:

g (u, v; b) = 1
√
2π2b−1t0

e−(
u2+v2

)/
22b−1t20 (12)

where t0 is experimentally set to 0.5. Different saliency
maps corresponding to different scales are generated by
performing the inverse transform for a given amplitude
spectrum 
b, while keeping the phase spectrum P (u, v)
and eigenaxis spectrum E (u, v) constant by using the (13):

Sb = g ∗
∥∥∥F−1

H

{

b (u, v) eEP(u,v)

}∥∥∥
2

(13)

where g represents a fixed scale Gaussian kernel. Thus a
series of saliency maps {Sb} is obtained. To choose the best
saliency map S from {Sb}, we propose a novel criterion
based on statistical features obtained from GLCM, which is
discussed in (Fig. 2).

Fig. 2 Binary images with
different spatial structures, but
with the same histogram

DIFFERENT 

SPATIAL 

STRUCTURES 

CLASSICAL 

ENTROPY 

VALUE 

AVERAGE 

ASM 

VALUE 

AVERAGE 

IDM 

VALUE 

AVERAGE 

CONTRAST 

VALUE 

AVERAGE 

ENTROPY 

VALUE 

1 0.491 0.992 0.436 0.741 

1 0.483 0.985 0.865 0.779 

1 0.465 0.967 1.821 0.847 

1 0.443 0.946 3.020 0.918 

1 0.410 0.909 5.064 1.00 

1 0.274 0.582 2.339 1.34 
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3.2.2 Finding the proper scale using GLCM criterion

As we have already discussed that we need to choose a spe-
cific scale in the sequence {Sb} to select the best saliency
map. To choose the best saliency map, Li et al. [63] gave the
idea of computing the conventional entropy on the smoothed
image filtered by a Gaussian kernel of an appropriate scale
to capture the spatial structure of the saliency map. And it
is a challenge in itself to choose an appropriate scale for a
low-pass Gaussian kernel as mentioned in Li et al. research
work. Although, Li et al. method considers spatial structure
of the saliency map to a limited extent, however their cri-
teria is not able to choose the best saliency map as shown
in Fig. 3. In order to overcome this problem, we propose a
novel criterion to determine the optimal scale op based on
statistical features extracted from GLCM of HFT saliency
map to capture the spatial geometric information which is
ignored when entropy is computed directly on either HFT
saliency map or filtered HFT saliency map [63]. As shown

in Fig. 2, binary images with different spatial structures and
same probability distributions of intensity have the same
classical entropy. In such situation, entropy is not able to
distinguish two different geometrical shapes which also
play an important role in detecting a salient object. It can
also be seen from Fig. 3 that Li et al. improved entropy cri-
terion is also not able to choose the best saliency map in
spite of considering spatial structure to some extent. So we
utilize statistical features generated from GLCM to capture
the spatial structure of an image. It can be seen from Fig. 2
that for each statistical feature, the average value of eight
scores corresponding to eight offsets is not same for differ-
ent spatial structures while conventional entropy is same for
all structures. Grey-level co-occurrence matrices are orig-
inally defined by Haralick in 1973 [89]. It can be briefly
described as the matrix P of relative frequencies with two
neighbouring pixels separated by an offset (�x, �y) in the
image I of sizem×n, one with gray level i and the other with
gray level j

P�x,�y(ij) =
∑m

p=1

∑n

q=1

{
1, if I (p, q) = i and I (p + �x, q + �y) = j

0, otherwise
(14)

where the offset (�x, �y) depends on the angular rela-
tionship θ and distance d between the neighbouring pixels.
We have used eight directions in this paper with distance
d = 1, 2 and angular relationship θ = {

00, 450, 900, 1350
}
.

To determine the optimal scale, we choose four statistical
features namely, Angular second moment, Entropy, Inverse
difference moment, and Contrast, which are complementary
to each other. These four statistical features are defined as:

a) Angular second moment (ASM): ASM is a measure
of homogeneity of an image, which takes high val-
ues when the image is homogeneous. It is also called
energy/uniformity.

ASM =
∑

i,j
Pd,θ (i, j)2 (15)

b) Inverse difference moment (IDM): IDM measures the
local homogeneity of an image and assigns a relatively
higher value for homogeneous images. It is also called
homogeneity.

IDM =
∑

i,j

Pd,θ (i, j)

1 + |i − j | (16)

c) Contrast: Local variations in an image can be effi-
ciently captured using contrast. Large amount of vari-
ation in an image corresponds to high contrast value.

Contrast =
∑

i,j
(i − j)2 Pd,θ (i, j) (17)

d) Entropy: Randomness of the image texture (inten-
sity distribution) can be easily captured by entropy.
A homogeneous image will result in a lower entropy
value, while an inhomogeneous (heterogeneous) region
will result in a higher entropy value.

Entropy = −
∑

i,j
Pd,θ (i, j) logPd,θ (i, j) (18)

Together all these four features provide high discrim-
inative power to distinguish 8 different kind of saliency
maps of an image. Second order statistic based features
were built from GLCM matrix with d = 1, 2 and θ ={
00, 450, 900, 1350

}
. We have eight scores for each fea-

ture corresponding to each saliency map. In case of entropy
and contrast, ranks are assigned to all the saliency maps in
ascending order, i.e. the lower score is given the numerically
lower rank. While in case of homogeneity and energy, ranks
are assigned to all the saliency maps in descending order
i.e. the higher score is given the numerically lower rank. If
two or more saliency maps have the equal scores for a par-
ticular statistical feature then we average the ranks for the
tied values. For each saliency map, we take the average of
total ranks assigned to that saliency map. In this way we
have in total 8 ranks corresponding to 8 saliency maps. We
employ the average rank of a saliency map as the criterion
to determine the optimal scale

bp = {
R(Sj )

}
(19)
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selacstnereffidtaspaMycneilaSegamI

Scale 1 Scale 2 Scale 3 Scale 4 Scale 5 Scale 6 Scale 7 Scale 8 

Best scale 
selection 
using Li et 
al. (2013) 11.6968 12.1669 13.9718 15.7597 15.2519 13.8142 13.1855 13.1215 

Best scale 
selection 
using our 
proposed 
criterion

       215        206 224 167 119 101 77 43 

Scale 1 Scale 2 Scale 3 Scale 4 Scale 5 Scale 6 Scale 7 Scale8 

Best scale 
selection 
using Li et 
al. (2013) 13.0428 11.7005 9.9992 10.1096 11.8584 12.9724 13.8158 14.2973 

Best scale 
selection 
using our 
proposed 
criterion

       256        224 180 168 129 95 68 32 

Scale 1 Scale 2 Scale 3 Scale 4 Scale 5 Scale 6 Scale 7 Scale8 

Best scale 
selection 
using Li et 
al. (2013) 13.2977 12.4085 13.0981 14.6748 15.3098 15.3474 15.5848 15.681 

Best scale 
selection 
using our 
proposed 
criterion 

       222        146 177 227 160 106 57 57 

Fig. 3 Average GLCM rank using our proposed method and entropy value using Li et al. [63] criterion corresponding to eight different saliency
maps
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Fig. 4 a original image b Best
saliency maps chosen using
entropy criterion c Best saliency
map chosen using GLCM
criterion d Final saliency map
using our proposed method e
Ground truth

(a) (b) (c) (d) (e)

where R(Sj ) = Rcontrast
(
Sj

) + Rhomogeneity
(
Sj

) +
Renergy

(
Sj

) + REntropy
(
Sj

)

Rhomogeneity
(
Sj

)
is the rank of the saliency map Sj cor-

responding to homogeneity score, Rcontrast
(
Sj

)
is the rank

of the saliency map Sj corresponding to contrast score,
Renergy

(
Sj

)
is the rank of the saliency map Sj correspond-

ing to energy score, and Rentropy
(
Sj

)
is the rank of the

saliency map Sj corresponding to entropy score.
We choose the saliency map with the lowest average

rank. In Fig. 3, we have shown eight saliency maps with
their average GLCM rank and entropy value calculated
using Li et al. [63]criterion. For both the proposed method
and Li et al. [63] method, the best saliency map is cho-
sen corresponding to the best score, shown in red. It can
be clearly observed from Fig. 3 that our proposed method
choose better saliency map in comparison to Li et al. [63]
method. The proposed method shows better result by taking
second order statistical properties of the saliency maps into
consideration using GLCM.

3.3 Generation of final saliency map

In this paper, we combined the spatial saliency information
obtained from Section 3.2 and segmentation in Section 3.1
to obtain the rough saliency map with accurate object sil-
houettes. We have used HFT coefficients to locate the
salient object in an image while superpixel segmentation is
utilized to improve the object contours. Given a segmented
region Rp, p = 1, . . . k, where k is the number of seg-
mented regions, the average intensity of each region Rp, is
computed based on the corresponding HFT coeficients of

the region in the saliency map obtained in Section 3.2. Each
pixel x ∈ Rp, is assigned with the average intensity value v

v =
∑|Rp|

i=1
vi

/∣∣Rp

∣∣ , ∀x ∈ Rp, p = 1, . . . , k (20)

where vi is the intensity value of the ith pixel xi .
∣∣Rp

∣∣
is the cardinality of pixels in Rp. Lastly, a final saliency
map is obtained by clearly separating the foreground and
background of the rough saliency map by using mean HFT
intensity value of the entire image as a threshold. If the
pixel saliency value is greater than or equal to the threshold
value than the pixel is considered to be salient, otherwise
if the pixel saliency value is less than the threshold then it
is assigned a value of 0. It can be observed in the saliency
maps that the boundary of the salient object is improved by
incorporating segmentation results.

Original image, best saliency map chosen using Li et al.
[63] criterion, best saliency map selected using GLCM cri-
terion, final saliency map using the proposed method, and
ground truth are shown in columns a, b, c, d, and e respec-
tively of Fig. 4. It can be easily seen that the best saliency
maps chosen by our proposed GLCM based criterion cap-
ture more information than the best saliency maps chosen
using Li et al. [63] criterion.

4 Experimental setup and results

Experiments are carried out on six datasets to check the
robustness and efficacy of our suggested approach (BHGT).
BHGT is compared both qualitatively and quantitatively
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Fig. 5 Qualitative comparison
of the proposed model with
existing twenty state-of-the-art
models
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Proposed

against twenty popular state-of-the-art models such as IT
[22], FT [13], ASS [57], AIM [47], GBVS [48], SR [49],
PFT [52], PCT [53], PQFT [58], PFDN [56], FDN [54,
55], AQFT [61], HFT [63], BS [62], SDS [90], CASD [59],
LRMR [60], HAN [46], LIU [50, 51] and HLGM [65]. All
the experiments are carried out using Windows 7 environ-
ment over Intel (R) Xeon (R) processor with a speed of 2.27
GHz and 4GB RAM. The six datasets used for experiments
are described below:

A Salient Object Datasets

a) MSRA SOD: Microsoft Research Asia Salient
Object Database1 (MSRA SOD) image set B con-
tains 5000 images, along with ground truth of each

1http://www.research.microsoft.com/enus/um/people/jiansun/
salientobject/salient object.htm.

image in the form of a rectangle bounding the
salient object.

b) ASD: Achanta Saliency Database (ASD2) contains
1000 images chosen from 5000 images of MSRA-
B dataset, along with ground truth of each image
in the form of a binary mask. In research work
[13], object-contour based ground truth dataset is
preferred over rectangle based ground truth as a
rectangle may include many objects.

c) SAA GT: We derived a new ground truth based
dataset called the SAA GT3 [65] which contains
all the 5000 images ofMSRA-B dataset, along with

2http://ivrgwww.epfl.ch/supplementary material/RK CVPR09/
GroundTruth/binarymasks.zip.
3E-mail at “rinki.arya89@gmail.com”or “navjot.singh.09@gmail.com”.

http://www.research.microsoft.com/enus/um/people/jiansun/salientobject/salient_object.htm
http://www.research.microsoft.com/enus/um/people/jiansun/salientobject/salient_object.htm
http://ivrgwww.epfl.ch/supplementary_material/RK_CVPR09/GroundTruth/binarymasks.zip
http://ivrgwww.epfl.ch/supplementary_material/RK_CVPR09/GroundTruth/binarymasks.zip
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Table 1 Quantitative comparison for MSRA-B, ASD, and SAA GT
datasets

MSRA-B ASD SAA GT

Model F-measure AUC F-measure AUC F-measure AUC

IT 0.642 0.663 0.614 0.529 0.575 0.590

AIM 0.745 0.705 0.659 0.631 0.628 0.673

SR 0.622 0.659 0.469 0.505 0.456 0.581

GBVS 0.742 0.698 0.650 0.579 0.634 0.636

PFT 0.625 0.706 0.458 0.731 0.454 0.723

PCT 0.671 0.737 0.489 0.777 0.472 0.746

FT 0.638 0.669 0.603 0.625 0.628 0.648

FDN 0.763 0.782 0.678 0.826 0.643 0.795

PQFT 0.377 0.540 0.201 0.538 0.195 0.530

PFDN 0.728 0.830 0.646 0.856 0.628 0.833

AQFT 0.673 0.728 0.637 0.807 0.568 0.764

ASS 0.743 0.698 0.652 0.630 0.634 0.664

BS 0.775 0.849 0.752 0.853 0.699 0.834

HFT 0.702 0.858 0.633 0.827 0.594 0.873

SDS 0.516 0.734 0.443 0.779 0.400 0.753

HLGM 0.770 0.860 0.693 0.848 0.646 0.818

CASD 0.737 0.776 0.737 0.705 0.702 0.741

LRMR 0.792 0.783 0.799 0.713 0.752 0.753

HAN 0.718 0.675 0.668 0.546 0.605 0.601

LIU 0.767 0.802 0.795 0.733 0.824 0.767

BHGT 0.818 0.873 0.830 0.892 0.837 0.878

ground truth of each image in the form of a binary
mask.

d) SOD: SOD4 a collection of 500 images of Berke-
ley Segmentation Dataset (BSD), where salient
object boundaries are annotated by seven sub-
jects. The images are more complex than the first
three datasets making it difficult for the models to
produce convincing results.

e) SED1: SED15 denoted as “single-object database”
is a collection of 100 images, containing only one
object, which are annotated by 3 subjects.

f) SED2: SED26 denoted as “two-object database”
is also a collection of 100 images, containing two
objects, which are annotated by 3 subjects.

All the images are of size 400 × 300 or 300 × 400 having
intensity values in [0, 255].

Evaluation measures ROC score (or AUC (area under
the ROC curve)), F- Measure, and computation time are
adopted to measure the performance of the proposed model
(BHGT) and other twenty state-of-the-art models on six

4http://elderlab.yorku.ca/∼vida/SOD/.
5http://www.wisdom.weizmann.ac.il/∼vision/Seg Evaluation DB.
6http://www.wisdom.weizmann.ac.il/∼vision/Seg Evaluation DB.

datasets. The outcome of the salient object detection pro-
cedure is a saliency map. A suitable threshold [65, 91] is
applied on the saliency map to generate the attention mask
R. The obtained attention mask is used to compute the pre-
cision, recall, and F-measure. Using the ground truth G and
the detection result R, F- Measure is calculated as

Fβ =
(
1 + β2

) × Precision × Recall

β2 × Precision + Recall
(21)

where β is chosen to be 1. Precision and recall are computed
as:

Precision = T P

T P + FP
Recall = T P

T P + FN

TP (true positives) is the number of salient pixels that are
detected as salient pixels. FP (false positives) is the num-
ber of background pixels that are detected as salient pixels.
FN (false negatives) is the number of salient pixels that are
detected as background pixels.

T P =
∑

G(x,y)=1

R (x, y)

FP =
∑

G(x,y)=0

R (x, y) FN =
∑

R(x,y)=0

G (x, y) (22)

Some of the models are better in terms of precision while
others excel in terms of recall. A model is considered to

Table 2 Quantitative comparison for SOD, SED1, and SED2 datasets

SOD SED1 SED2

Model F-measure AUC F-measure AUC F-measure AUC

IT 0.252 0.550 0.248 0.623 0.413 0.601

AIM 0.500 0.796 0.657 0.880 0.597 0.861

SR 0.395 0.732 0.454 0.780 0.476 0.796

GBVS 0.550 0.813 0.642 0.868 0.570 0.821

PFT 0.366 0.714 0.422 0.753 0.467 0.794

PCT 0.413 0.736 0.475 0.807 0.473 0.781

FT 0.402 0.595 0.471 0.650 0.649 0.676

FDN 0.511 0.775 0.647 0.838 0.605 0.795

PQFT 0.397 0.729 0.439 0.781 0.474 0.771

PFDN 0.513 0.801 0.693 0.873 0.565 0.767

AQFT 0.446 0.702 0.516 0.733 0.589 0.729

ASS 0.470 0.790 0.582 0.840 0.663 0.797

BS 0.560 0.799 0.656 0.829 0.593 0.766

HFT 0.508 0.803 0.581 0.879 0.521 0.731

SDS 0.368 0.725 0.472 0.817 0.337 0.683

HLGM 0.511 0.773 0.619 0.829 0.653 0.838

CASD 0.505 0.791 0.566 0.833 0.555 0.813

LRMR 0.564 0.794 0.710 0.860 0.676 0.814

HAN 0.320 0.584 0.412 0.654 0.512 0.648

LIU 0.538 0.796 0.681 0.868 0.561 0.812

BHGT 0.587 0.815 0.794 0.893 0.837 0.853

http://elderlab.yorku.ca/~vida/SOD/
http://www.wisdom.weizmann.ac.il/~vision/Seg_Evaluation_DB
http://www.wisdom.weizmann.ac.il/~vision/Seg_Evaluation_DB
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Fig. 6 ROC for the three datasets a MSRA-B b ASD c SAA GT d SED1 e SED2 f SOD

be good if it shows better performance in terms of both
precision and recall. F-measure is the weighted harmonic

mean of precision and recall. AUC is computed by drawing
a receiver operator characteristic (ROC) curve. ROC curve
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is plotted between the true positive rate (TPR) and the false
positive rate (FPR). TPR and FPR are given by

T PR = T P
∑

(x,y)G (x, y)

FPR = FP

W × H − ∑
(x,y)G (x, y)

where W and H represents the width and height of the
image respectively. The saliency maps corresponding to the
proposed model as well as state-of-the-art models are first
normalized between [0, 255]. Then 256 thresholds are cho-
sen one by one and the values of TPR and FPR are computed
and the ROC curve is plotted and finally area under the
curve (AUC) is calculated.

4.1 Qualitative evaluation

In Fig. 5, we have shown qualitative comparison of our
proposed model (BHGT) with twenty state-of-the-art mod-
els on five images. These five images are selected from
the test data set containing objects with different shape,
size, position, type etc. Figure 5 clearly shows that shape
information and boundaries are well captured using our pro-
posed model (BHGT) as compared to other state-of-the-art
models.

4.2 Quantitative evaluation

The performance of the proposed model (BHGT) and other
twenty popular state-of-the-art models is evaluated in terms
of F-measure, area under curve (AUC), and computation
time. Table 1 shows the quantitative performance of the
proposed method in comparison to twenty state-of-the-art
methods for MSRA-B, ASD, and SAA GT datasets. Table 2
shows the quantitative performance of the proposed method
in comparison to twenty state-of-the-art methods on SOD,
SED1, and SED2 datasets. The performance of the proposed
model (BHGT) against twenty state-of-the–art models can
also be seen in the form of ROC curves shown in Fig. 6a, b,
c, d, e, and f for MSRA-B, ASD, SAA GT, SED1, SED2,
SOD datasets respectively. It can be clearly seen from the
Fig. 6 that the ROC curve of proposed model BHGT, shown
in red colour, covers the maximum area under the ROC
curve for all the six datasets and hence gives the highest
AUC value for all the datasets.

The best results are shown in bold. It can be noted from
Tables 1, 2 that our proposed method outperforms all twenty
state-of-the-art methods for all the six datasets in terms of

Table 3 Average time per image

Method Name Time (in sec) per image

IT 1.70

AIM 50.8

GBVS 59.8

SR 0.02

PFT 0.018

PCT 0.06

FT 0.17

ASS 0.31

PQFT 0.18

PFDN 0.25

FDN 0.29

AQFT 21.9

HFT 0.69

HLGM 0.26

SDS 0.17

CASD 124.0

LRMR 71.9

HAN 12.4

LIU 25.7

BS 7.57

BHGT 5.98

F-measure and AUC. Higher values for both precision and
recall are obtained for our proposed method while other
models show high precision value but low recall value or
vice-versa.

Following conclusions can be derived from Table 3:

1. Guo et al. model [52] requires the least computational
time. But this method does not show good results for
F-measure and AUC.

2. Goferman et al. [59] model requires maximum amount
of time.

3. Hou and Zhang [49], Itti et al. [22] , Guo et al. [52], Yu
et al. [53] , Achanta et al. [13], Bian and Zhang [56],
Guo and Zhang [58], Li et al. [63], Arya et al. [65],
Li et al. [64], and Achanta and Susstrunk [57] models
need low computation time as compared to the pro-
posed model but these methods perform poor in terms
of F-measure and AUC in comparison to our proposed
model.

4. Our proposed model takes less computation time as
compared to Bruce and Tsotsos [47], Fang et al. [61].,
Goferman et al. [59], Shen et al. [60], Han et al. [92],
Liu et al. [50] and Harel et al. [48] models.
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5 Conclusion and future work

In this paper, we propose a bottom-up salient object detec-
tion model (BHGT) which takes the advantage of both
spatial domain and frequency domain. The key idea of
the proposed method is to detect a saliency map which
can uniformly highlight the most salient object in the
given image with accurate shape information. To accurately
capture shape information, we need a good segmentation
algorithm. But different segmentation algorithms produce
different segmentation results under different parameters.
Therefore, to fuse complementary information coming from
existing segmentation algorithms, we use an improved
bipartite graph partitioning based segmentation algorithm
which integrates a large number of superpixels gener-
ated from different existing segmentation algorithms under
different parameters thereby giving better segmentation
results. To uniformly highlight the salient object in the
segmented image, we take advantage of the hypercomplex
image representation to combine multiple features in order
to get better performance. The saliency of each segmented
region is obtained by reconstructing the image using the
original phase and the amplitude spectrum, filtered at a scale
selected by minimizing our proposed average rank GLCM
criterion. To determine the optimal scale, we choose four
statistical features namely, angular second moment, entropy,
inverse difference moment, and contrast, which are com-
plementary to each other. Together all these four features
provide high discriminative power to distinguish two dif-
ferent spatial structures by capturing spatial relationships
of the image pixels. Finally a saliency map is obtained by
taking average of the HFT coefficients of each region in
the segmented image and taking the mean HFT intensity
value of the entire image as a threshold to clearly separate
salient object from the background in the final saliency map.
The performance of the proposed model (BHGT) is evalu-
ated in terms of F-measure, AUC and computation time on
six publicly available image datasets. Experimental results
demonstrated that the BHGT outperformed the existing
state-of-the-art methods in terms of both qualitatively and
quantitatively (F -measure and AUC) on all the six datasets.
In the proposed model, we are choosing only one saliency
map corresponding to the optimal scale but other abandoned
maps may also contain meaningful saliency information.
In our future work, we intend to incorporate the meaning-
ful saliency information from different abandoned saliency
maps in the determination of final saliency map. Work also
needs to be extended to detect any number of salient objects
or no salient object at all. It would also be interesting to
include the top-down information in future to improve the
performance.
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