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Abstract In this paper, a hybrid intelligent system is devel-
oped to estimate sea-ice thickness along the Labrador coast
of Canada. The developed intelligent system consists of two
main parts. The first part is a heuristic feature selection
algorithm used for processing a database to select the most
effective features. The second part is a hierarchical selec-
tive ensemble randomized neural network (HSE-RNN) that
is used to create a nonlinear map between the selected fea-
tures and sea-ice thickness. The required data for processing
have been collected from two sensors, i.e. moderate reso-
lution imaging spectro-radiometer (MODIS), and advanced
microwave scanning radiometer-earth (AMSR-E) observ-
ing system. To evaluate the computational advantages of
the proposed intelligent framework, it is given brightness
temperatures data captured at two different frequencies
(low frequency, 6.9GHz, and high frequency, 36.5GHz) in
addition to both atmospheric and oceanic variables from
forecasting models. The obtained results demonstrate the
computational power of the developed intelligent algorithm
for the estimation of sea-ice thickness along the Labrador
coast.
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1 Introduction

In recent years, developing methods for the accurate esti-
mation of sea-ice thickness has become an important issue
due to its high importance for safe navigation in ice-infested
waters, numerical prediction of climate change, and weather
forecasting in ice-covered regions. The results of analyses
by geoscientists indicate that if warming continues, there
will be an increasing need to forecast accurate sea-ice infor-
mation due to an increase in ship traffic in ice-covered
regions [1]. Assessing thickness of sea-ice is important due
to the fact that it has a direct effect on heat transfer between
the atmosphere and the ocean. Furthermore, it is crucial to
identify in which regions the accumulated ice has a high
thickness to update the path of ships and icebreakers. In
spite of the importance of developing accurate and practi-
cal prognostic models for estimating sea-ice thickness, it is
known that it is very difficult to correctly estimate the ice
thickness distribution [21, 34]. To cope with such a defi-
ciency, some researchers have tried to improve the modeling
results by incorporating observational data through statisti-
cal techniques such as data assimilation. Indeed, there exist
several studies that assimilate sea-ice concentration infor-
mation captured from passive microwave sensors to improve
sea ice forecasts [6, 38]. However, there is a growing need
to assimilate sea ice thickness observations, in addition to
those of sea ice concentration [41].

So far, extensive research has been conducted to develop
estimation tools that use information from satellite-borne
sensors to calculate sea-ice thickness [20, 22, 29, 40].
Sea-ice thickness can be estimated at a spatial resolu-
tion of approximately 1 km with data obtained from vis-
ible/infrared (VIS/IR) sensors [42]. However, it is well
known that information obtained from VIS/IR sensors can-
not be used during cloudy conditions. To partially overcome
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this problem, data from passive microwave sensors can be
taken into account [22, 29]. Such sensors are capable of
returning surface information during both dark and cloudy
periods.

To estimate sea ice thickness from satellite data, physics-
based methods can be used, such as a radiative trans-
fer model or a heat balance equation. However, such
approaches are challenging, as several features, e.g. heat
transfer between the ice and the environment may require
the solution of nonlinear partial differential equations. Fur-
thermore, when using physics-based approaches, several
important issues may be neglected because of uncertain-
ties and measurement errors [11, 26]. Such facts can be
considered as provocative elements that have motivated
researchers of geoscience to seek machine learning methods
as an alternative to physics-based approaches that also allow
the rate of human interference to be reduced [18].

In spite of the obvious computational power of intel-
ligent techniques, there exist only a few reports in the
literature addressing their successful application to sea-ice
information processing. [37] proposed an intelligent system
for satellite sea-ice image analysis. The developed intel-
ligent framework was capable of performing both feature
selection and rule-based classification based on the knowl-
edge obtained from sensors. The results of the experiments
clearly demonstrated the efficiency of the proposed intel-
ligent framework. [16] developed an automated approach
for determining sea-ice thickness from synthetic aperture
radar (SAR) database. The results indicate that the method
can adapt to varying ice thickness intensities in addition to
regional and seasonal changes and is not subject to limi-
tations from using predefined parameters. [3] proposed an
in-situ learned and empirically forced neural network model
for the estimation of fluctuating Arctic sea ice thickness.
The results indicate that their neural network can predict
sea-ice thickness under variety of conditions with a high
accuracy. [24] proposed a hybrid algorithm based on chaos
immune genetic algorithm and back-propagation neural net-
work (BP-NN) to forecast sea-ice thickness in Bohai sea
and north of the Yellow sea. Their study clearly proved
the efficiency of the proposed method. In the light of such
promising research, here, the authors intend to propose a
novel hybrid intelligent system to automate both feature
selection and estimation procedures for processing geo-
physical data and calculating sea-ice thickness along the
Labrador coast. To the best knowledge of the authors, this
is the first time that an intelligent approach is proposed for
feature selection and processing of remote sensing data for
estimation of sea-ice thickness along the Labrador coast.
For the feature selection, an automated heuristic-based algo-
rithm is proposed which uses a polynomial together with
an objective function based on mean square error (MSE).
The use of polynomials here is soley for the purpose of

reducing the computational complexity of the algorithm.
For the estimation part, a robust and accurate method called
hierarchical selective ensemble randomized neural network
(HSE-RNN) is developed. The hybrid intelligent model
uses data from the moderate resolution imaging spectro-
radiometer (MODIS), and advanced microwave scanning
radiometer-earth (AMSR-E) observing system in addition
to atmospheric and oceanic variables from forecasting sys-
tems. It is worth mentioning that to further ascertain the
veracity of the proposed intelligent model; two different
databases are considered which correspond to low and high
frequency channels from AMSR-E.

In summary, the main motivation behind the current
research are as below:

(1) To demonstrate the potential of statistical machine
learning techniques for sea-ice thickness estimation, as
an intricate real-life problem,

(2) To carry out a comparative study considering a number
of powerful randomized and non-randomized neural
networks to derive conclusions regarding the potential
of stochastic learning for neural networks. In recent
years, working on statistical machine learning has
become a hot topic, and indicating the potential of such
easy-to-train networks for tedious real-life applica-
tions has merit to the community of neurocomputing.

The rest of the paper is organized, as follows. Section 2
is devoted to the detailed description of the studied region
as well as the characteristics of data collected from MODIS
and AMSR-E sensors. The detailed steps required for the
implementation of the hybrid intelligent system is given in
Section 3. The experimental setup for conducting the sim-
ulations is scrutinized in Section 4. Section 5 is devoted to
the results and discussions. Finally, the paper is concluded
in Section 6.

2 Description of collected database

This section is given in three sub-sections. First, the char-
acteristics of the sea-ice cover along the Labrador coast are
described. Thereafter, the procedures required for estimat-
ing sea-ice thickness from MODIS and AMSR-E sensors
are discussed.

2.1 Studied region

For this study, the chosen region is located along the east
coast of Canada, which includes the sea-ice along the
Labrador coast and the northern coast of Newfoundland.

For the current simulation, the available data over the
period of 1st February to 28th February are considered. At
this time of year the Labrador coast is ice-covered, yet the
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ice is not too thick to be measured by VIS/IR and pas-
sive microwave sensors. The sea-ice of the studied region
is bounded to the east by the Labrador current, and is
bounded to the west by the Labrador coast and Newfound-
land. The observations indicate that the ice starts to appear
along the Labrador coast in December and becomes thicker
through January and February. The sea-ice cover includes
a marginal ice zone composed of small ice floes near the
open water, with the ice becoming thicker and more consoli-
dated toward the land boundary. It is worth pointing out that
sometimes there may be some coastal polynya between the
consolidated ice region and the landfast ice.

2.2 AMSR-E data

The AMSR-E sensor uses six different frequencies, 6.9,
10.9, 18.9, 24.5, 36.5, and 89 GHz, to measure radia-
tion in the passive microwave range of the electromagnetic
spectrum. The footprint of each of these frequencies is
approximately elliptical, with size ranging from 74 km × 43
km for 6.9GHz to 6 km × 4 km for 89GHz. To reduce uncer-
tainty that can arise when data is averaged or resampled, in
this study, swath data is used. Information associated with
pixels with a distance of up to half of the sensor footprint
away from the land boundaries are not considered due to the
land contamination associated with the sensor footprint.

2.3 MODIS data

The MODIS sensor measures radiation in the VIS/IR range
of electromagnetic spectrum. The sea-ice thickness is cal-
culated using a heat balance equation [40]. The inputs to
the heat balance are the sea-ice surface temperature from
MODIS, and atmospheric variables from the Global Envi-
ronmental Multiscale (GEM) model [9] as described in [36].
The sea-ice surface temperature is calculated using data
from the infrared channels and the split window technique
[13]. Here, the authors use MOD29 sea-ice surface temper-
ature product which is prepared by the National Snow and
Ice Data Center [14]. This product consists of swath data at
1 km resolution in which each pixel has been screened for
cloud contamination. The reported results include surface
temperatures ranging from 243K to 271K. The authors only
select the nighttime images to suppress the undesired effects
of uncertainty associated with the surface albedo and short-
wave radiation [40]. Figure 1 depicts a sample image of the
surface temperature calculated using data from the MODIS
sensor.

2.4 Data from the forecasting system

The brightness temperature data from the higher frequency
channels on the AMSR-E sensor (18.9 GHz and above)
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Fig. 1 Sea-ice surface temperature from MODIS for February 9, 0535
UTC

are influenced by atmospheric effects, such as cloud liquid
water and water vapour. In addition, brightness tempera-
tures at all frequencies are a function of the sea-ice or
ocean surface temperature, the windspeed and the sea-ice
surface conditions (e.g. salinity and roughness). While the
surface conditions are difficult to take into account, data
for the other variables is provided from an atmospheric
weather forecasting model (GEM) and ice-ocean model, as
described in a previous study [35]. These variables form the
additional columns of the database used in the present study.

3 Methodology

The methodology is described in two sub-sections. First,
the steps required for the implementation of the automatic
feature selection mechanism are presented. Thereafter, the
structure of the considered estimation technique, i.e. HSE-
RNN, is scrutinized.

3.1 Automatic feature selection mechanism

The considered feature selection mechanism couples any
given metaheuristic algorithm to a polynomial curve-fitting
tool and tries to extract the most important features using
an objective function based on mean-squared error (MSE)
and complexity of the database. Prior to proceeding with
the description of the considered metaheuristic, i.e. chaotic
particle swarm optimization with adaptive inertia weight
(CPSO-AIW) [27], the objective function used for fea-
ture selection is presented. The objective function should
be devised such that a trade-off is created between the
complexity of the final database and its accuracy for the pre-
diction of the desired output. This enables CPSO-AIW to
effectively explore the potential variables and select those
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having the highest impact on the output signal, i.e. sea-ice
thickness. Suppose the training dataset is given by D =
{(z1, y1), . . . , (zn, yn)}, where zi = (zi, 1, . . . , zi, D)T

is a vector of D predictors from the database and yi is
the respective response value, i.e. sea ice thickness from
MODIS for the training data point i, and n is the training
sample size. Let us indicate the number of features selected
by CPSO-AIW by p, then, the following objective function
is used at the heart of CPSO-AIW:

J = 1

n

n∑

i=1

(yi − f
P
(zi ))

2 + λ1 p , (1)

where f
P

is a polynomial approximation for the target func-
tion f , and λ1 is the tuning or penalizing parameter which
is set to λ1 = 0.1 in practice, to balance the effect of both
terms in the objective function. The first part of the objective
function represents the accuracy of the polynomial trained
by the selected features, and the second term represents the
complexity of the database. It is desirable in practice to
reduce the number of features required for modelling for
parsimony and interpretability of the final model.

The polynomial fP considered in (1) is a full-rank second
order polynomial. This is an acceptable curve-fitting, and at
the same time, has a very trivial complexity, and thus, can
be used at the heart of CPSO-AIW for data-mining. In this
paper, we consider f

P
to be a second-order polynomial

f
P
(z) = β0 +βT zT + zT Bz = β0 +

D∑

j=1

βj zj +
D∑

k=1

D∑

�=1

βk, � zk z� ,

where β0 is the intercept, β = (β1, . . . , βD)T is the first
order coefficients and

B =
β1, 1 β1, 2 · · · β1,D

β2, 1 β2, 2 · · · β2,D

. . . . . . . . . . . .

βD, 1 βD, 2 · · · βD,D

represents the matrix of the second order coefficients in the
polynomial fP .

In the rest of this section, the authors intend to explain
the algorithmic structure of CPSO-AIW used for data min-
ing. CPSO-AIW is a modified version of chaotic PSO
(CPSO) proposed in [8]. CPSO is an agent-based stochastic
optimizer that uses the concept of chaos and PSO for effec-
tive exploration/exploitation of the objective landscape. The
efficacy of CPSO for feature selection and clustering tasks
has been proven through several comparative numerical
studies, as reported by [8] and [27]. The reported results are
also in agreement with the authors’ own assessment. The
subtle modification made in this paper is the adoption of

well-known adaptive intertia weight (AIW) strategy to fur-
ther balance the intensification/diversification properties of
updating rule at the heart of CPSO. The steps required for
the implementation of CPSO-AIW are given below:

Step 1. Randomly initialize a swarm (population) of
m particles (candidate solutions), within the solution
space. Suppose u = (u1, u2, . . . , uD)T , with 0 ≤
uj ≤ 1, j = 1, . . . , D, and v = (v1, v2, . . . , vD)T

represent the position and velocity of a particle in the
swarm, respectively. Here, D is the dimension of parti-
cles which is equal to the dimensionality of the explana-
tory variables or predictors in the collected database D.
Since 0 ≤ uj ≤ 1, j = 1, . . . , D, by using a simple
round command in Matlab, each of these variables is
rounded to values 0 or 1. In this way, if the j th variable
of a particle corresponds to 1, it means that j th feature
zj in the database is considered for estimation of sea-ice
thickness, and vice versa, the value 0 implies that j th
feature zj of the database is neglected. It is clear that

D∑

j=1

round(uj ) = p .

Step 2. For each of these particles, train the second-
order polynomial f

P
to have an estimation of sea-ice

thickness f̂
P

, and calculate the MSE of each polynomial
using the observed values of sea-ice thickness measured
by the MODIS sensor using the formula

1

n

n∑

i=1

(yi − f̂
P
(zi ))

2 .

Then, calculate the objective value of each particle
using (1).
Step 3. Based on (1), determine the fitness of each par-
ticle (solution), and update the global best, denoted by
gbest, and particles best, denoted by pbest vectors.
Step 4. Update the velocities and positions of all parti-
cles in each iteration using the following equations:

Cr(t) = K · Cr(t − 1) · (1 − Cr(t − 1)) ,

νi, j (t) = η(t) · νi, j (t − 1) + c1 · Cr(t) · (pbesti, j − ui, j (t − 1))

+ c2 · (1 − Cr(t)) · (gbestj − ui, j (t − 1)) ,

η(t) = η0 − t

T
η0 ,

ui, j (t) = ui, j (t − 1) + vi, j (t) ,

where i = 1, . . . , m refers to the particle i, j =
1, . . . , D shows the j th dimension of each particle,
and K is equal to 4. In addition, η0 is the initial inertia
weight equal to 1.45, and both c1 and c2 are equal to 2. It
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should be noted that the initial value of Cr(0) can be any
value spanning the unity except {0, 0.25, 0.5, 0.75}.
For a definition of the logistic map Cr(·), we refer to
[27].
Step 5. Terminate the procedure if the stopping crite-
rion, that is the maximum number of iterations for our
case study, is met. Otherwise, return to Step 2 and repeat
the procedure.

The flexibility of the proposed heuristic methodology lies
in the fact that any given metaheuristic can be assigned for
optimizing the objective function J given in (1). This will
be shown in the results and discussion section.

3.2 Hierarchical selective ensemble RNN

The formulation of HSE-RNN is given in two different
parts. Firstly, the mathematical formulation of RNN is
provided, and thereafter, the architecture of HSE-RNN is
explained.

3.2.1 Randomized neural network with Tikhonov
regularization

In the literature of neural computation, there exists an inter-
esting class of networks, known as random based neural
networks, which have successfully been applied to func-
tion approximation and classification tasks. The potential
of multi-layer feedforward neural network with random
weights was initially investigated for regression tasks by
Hornik [17]. The outcome of the study by Hornik has shown
the power of randomized neural networks (RNNs) for esti-
mation of nonlinear functions. The performance of random-
ized radial basis functions (RBFs) has also been examined
in which the same width has been assigned to the basis func-
tions [31]. The results clearly demonstrated the potential of
RBF networks to serve as universal approximation tools.
The results of the above primary investigations have been
extended over the past two decades and a comprehensive
investigation has been carried out which clearly demon-
strated the potential of random based learning systems for
designing feed-forward neural networks [33], radial basis
neural networks [4, 25], extreme learning machines [19],
and functional link nets [30]. Given the acceptable compu-
tational performance of feed-forward RNN [33], which is
in good agreement with the authors own experiments, this
network is used at the heart of the proposed hierarchical
ensemble architecture.

Let us assume that after applying the feature selec-
tion in Section 3.1, the database D becomes D∗ =
{(x1, y1), . . . , (xn, yn)}, where xi = (xi, 1, . . . , xi, p)T

represents the p dimensional (input) vector of the selected
predictors and yi represents the response variable for the ith
observation, respectively. Consider that RNN possesses N

neurons in its hidden layer. Then, we assume the follow-
ing relationship between the input vectors xi’s and the target
function f

N∑

j=1

wj g(αT
j xi + bj ) = f (xi ) , i = 1, . . . , n, (2)

where αj = (αj, 1, . . . , αj, p)T represents the synaptic
weight vectors connecting the input nodes to the j th hidden
node, wj shows the weight connecting the the j th hidden
node to the output nodes, and g stands for a continuous acti-
vation function, which is the sigmoid function in this paper, i.e.

g(x) = ex

1 + ex
for x ∈ R .

Let

H =
g(αT

1 x1 + b1) . . . g(αT
N x1 + bN)

...
...

...

g(αT
1 xn + b1) . . . g(αT

N xn + bN)

, y =
y1
...

yn

,

w =
w1
...

wN

.

To fit the function f defined in (2), the RNN algorithm
discussed in [33] allows the user to choose αj ’s and bj

arbitrarily at random and apply the least square method to
estimate the hidden output weight vector w, that is

min
w

‖y − Hw ‖2
2
,

where ‖ a ‖2 represents the Euclidean norm of an arbitrary
vector a. It is known that if the matrix HT H is invertible,
the least square solution is

ŵ =
(
HT H

)−1
HT y .

Generally, in practice, the condition value of matrix
HT H is close to zero and therefore the solution ŵ is not
stable. To resolve this problem, [33] suggested using the
Moore-Penrose generalized inverse. Based on the promising
results obtained through this method, the RNN’s research
community investigated other techniques to further increase
the stability of the obtained results, and found that a bet-
ter and more numerically stable solution is obtained by a
penalized least square problem known as Tikhonov reg-
ularization or the ridge regression [5]. Therefore, in line
with the recommendations given in [5], we do the following
optimization to find the Tikhonov solution:

min
w, λ2

{
‖y − Hw) ‖2

2
+ λ2 ‖w ‖2

2

}
.
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The solution to this optimization is given by the ridge
regression estimate [15]:

ŵ = (HT H + λ2 I )−1 HT y , (3)

where λ2 ≥ 0 is the ridge or Tikhonov regularization
parameter which is set to be λ2 = 0.001, in this paper.

3.2.2 The overall architecture of HSE-RNN

The main motivation behind the proposition of HSE-RNN
lies in its capability to effectively cope with databases
with blended information as well as yielding a computa-
tionally robust and accurate estimator. HSE-RNN retains a
trade-off between complexity and accuracy. The hierarchi-
cal part of HSE-RNN is inspired based on the concept of
deep learning. Deep-layer neural networks are composed
of a hierarchy of networks, inspired based on hierarchical
information processing of the human brain, and are capa-
ble of extracting different information layer-by-layer. This
drastically increases the complexity of computations, which
prevents the applicability of deep-learning networks for
real-time applications as well as big data analysis [32]. To
cope with such a challenge, HSE-RNN uses a 2 layer hierar-
chical ensemble, and thus, possesses a neat balance between
deep and shallow networks. The experiments reveal that
considering such a hierarchical architecture significantly
increases the robustness of the resulting ensemble estimator
and at the same time does not have a meaningful effect on
the computational complexity of the system. Furthermore,
our experiments have revealed that selecting a hierarchical
structure with two layers prevents the resulting estimator

from falling into the pit known as over-fitting. The archi-
tecture of HSE-RNN is shown in Fig. 2. In the first layer
of HSE-RNN, a set of independent groups of ensembles are
formed, and thereafter, a selection mechanism is used to
extract the optimum components from each of those inde-
pendent groups. The selected optimum RNN components
are then transferred to the second layer, and another com-
ponent selection is performed to select the most optimum
values to form the final ensemble. It is worth pointing out
that such a strategy is best suited for our case study in which
a large database is collected from AMSR-E and MODIS
sensors.

For the implementation of HSE-RNN, four important
parameters should be set. It is important to verify the num-
ber of independent ensembles in the first layer, the number
of components in each ensemble, the number of optimum
RNNs selected from each ensemble, and the number of opti-
mum RNNs selected from the ensemble at the second layer.
The training of each RNN component at the heart of HSE-
RNN is performed using the analytical approach described
in (3). Furthermore, most of the parameters defined above
can be set based on trial and error. The only issue which
should be considered pertains to providing a mathematical
definition for the selection mechanism used in HSE-RNN.
In a previous work by the authors’ research group, it was
demonstrated that non-negative least learning method com-
bined with negative correlation is an efficient approach for
designing an ensemble of RNNs [28]. In this paper, an effi-
cient method is used to select the fittest RNNs to form
HSE-RNN, and the previous ensembling mechanism [28] is
considered as a rival method. Assume that M base learn-
ers (RNNs) are considered to be combined for forming

Fig. 2 Procedure for designing
HSE-RNN architecture
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HSE-RNN. We treat all the individual learners equally by
assigning the same weights

ωi = 1

M
i = 1, 2, . . . , M . (4)

Assume that the output of the ith RNN learner is indicated
by f̂i (x), then, the output of ensemble can be written as:

f̂ (x) =
M∑

i=1

ωi f̂i(x) . (5)

Now, it is just needed to define the notions of training error
and correlation. Suppose that the training inputs are ran-
domly sampled from a distribution p(x), and the target value
is indicated by f (x). Then, the training error of ith base
RNN learner and the ensemble are measured by the square
error loss, respectively, presented as follows:

L(f̂i(x), f (x)) = (f̂i(x) − f (x))2 ,

L(f̂ (x), f (x)) = (f̂ (x) − f (x))2 .
(6)

Therefore, the global errors for the ith base learner f̂i (·)
and the ensemble f̂ (·) are given by the following integrated
square error losses

L(f̂i, f ) =
∫

(f̂i(x) − f (x))2 p(x) dx ,

L(f̂ , f ) =
∫

(f̂ (x) − f (x))2 p(x) dx . (7)

The correlation between ith and j th base learner RNNs, f̂i

and f̂j can be defined as below:

ρ̂i j =
∫

(f̂i(x) − f (x)) (f̂j (x) − f (x)) p(x) dx . (8)

On the other hand, from (4), (5) and (6), we have

L(f̂ (x), f (x)) =
(

M∑

i=1

ωi f̂i (x) − f (x)

) ⎛

⎝
M∑

j=1

ωj f̂j (x) − f (x)

⎞

⎠

=
(

M∑

i=1

ωi

(
f̂i (x) − f (x)

)
) ⎛

⎝
M∑

j=1

ωj

(
f̂j (x) − f (x)

)
⎞

⎠

=
M∑

i=1

M∑

j=1

ωi ωj

(
f̂i (x) − f (x)

) (
f̂j (x) − f (x)

)
, (9)

which in turn, we obtain the integrated error of (7) in terms
of the correlations ρ̂i j

L(f̂ , f ) =
M∑
i=1

M∑
j=1

ωi ωj

∫ (
f̂i (x) − f (x)

) (
f̂j (x) − f (x)

)
p(x) dx

=
M∑
i=1

M∑
j=1

ωi ωj ρ̂i j

= 1
M2

M∑
i=1

M∑
j=1

ρ̂i j .

(10)

Presume that the kth base learner is omitted from the result-
ing ensemble, then, the error of the new pruned ensemble
f̂ (−k), using (10), can be given as below:

L(f̂ (−k), f ) = 1

(M − 1)2

M∑

i=1
i �=k

M∑

j=1
j �=k

ρ̂i j .

Then, it can be easily shown that the necessary condition
for omitting the kth base learner from the ensemble can be
written as follows:

(2 M − 1)

M∑

i=1
i �=k

M∑

j=1
j �=k

ρ̂i j < 2 (M − 1)2
M∑

i=1
i �=k

ρ̂i k + (M − 1)2 L(f̂k, f ) .

By using the above criterion, the eligibility of each of the
base learners in the ensemble is checked, and finally, a set
of base leaners with the highest fitness are retained in the
ensemble. Then the selected RNNs are transferred to the
second layer, and another selection procedure is carried out
to select the base learners of the final ensemble. As the
formulations required for ensemble selection is not too com-
plicated, HSE-RNN can be executed in an acceptable period
of time for our case study.

3.3 Aim of the resulting intelligent machine

As mentioned in the previous sub-sections, by putting
the two intelligent methods, CPSO-AIW and HSE-RNN,
together, a systematic structure is built-up which initially
performs an unsupervised feature selection based on the
objective function given in previous sections, and thereafter,
tries to develop an efficient map to be used for analyzing
the impact of input data on the output data. Apparently,
these two algorithms work independently, and cannot affect
each other. The point is that the feature selection conducted
by CPSO-AIW technique can reduce the dimensionality of
the input space which consequently makes it easier for the
second algorithm, i.e. HSE-RNN, to create a map between
input space and output space. It can be inferred that the two
independent algorithms are working altogether for the same
task, i.e. sparse and accurate modeling.

4 Experimental setup

Prior to proceeding with the simulations, a set of parame-
ters should be set to make sure the rival techniques work
properly. As it was mentioned, for both feature selection
algorithm and the proposed estimator, a number of rival
methods are taken into account. To check the efficacy of
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Fig. 3 Features from the low frequency database. Top left is the brightness temperatures measured by ASMR-E sensor at low frequency (6.9GHz),
while other panels are data from the atmospheric and ice-ocean models, interpolated to the time and spatial resolution of the AMSR-E data

Fig. 4 Features from the high frequency database. Top left is the brightness temperatures measured by ASMR-E sensor at high frequency
(36.5GHz), while other panels are data from the atmospheric and ice-ocean models, interpolated to the time and spatial resolution of the AMSR-E
data
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CPASO-AIW, some rival metaheuristics, i.e. genetic algo-
rithm (GA) [7], artificial bee colony (ABC) [23], differential
evolutionary algorithm (DEA) [10], and firefly algorithm
(FA) [12], are adopted from the literature. For GA, the num-
ber of chromosomes of 40, the crossover probability (pc)
of 0.8, the mutation probability (pm) of 0.02, and the num-
ber of elite chromosomes (e) of 1, are selected. In addition,
the arithmetic graphical search (AGS), tournament selec-
tion, and simulated binary crossover operators are adopted
to form the algorithmic structure of GA. For ABC algo-
rithm, the number of onlooker and employed bees of 20, and
the limit number of 10 are taken into account. In this way,
the first bee which fails to update its position after 10 tries
is fed to scout bee search phase to renew its solution vec-
tor. For DEA, the number of chromosomes of 40 is selected.
Moreover, the scale factor of 0.6, and the crossover rate of
0.9 are taken into account. For FA, 40 fireflies are used for
the optimization procedure. Also, the maximum attraction
(βmax) of 1 and the absorption rate (ϒ) of 1 are selected for
the sake of optimization. All algorithms are performed the
optimization for 100000 function evaluations, and through
10 independent runs with random initial seeding of heuris-
tic agents. To have a fair comparison of the performance
of the considered rival techniques, the results of each algo-
rithm are reported in terms of robustness (standard deviation
(std.)), accuracy (mean), best (min), and worst (max) val-
ues through 30 independent runs. Let Ji denote the value of
objective function J at the ith run, therefore these metrics
can be mathematically expressed as follows:

Mean fitness = J̄ = 1

30

30∑

i=1

Ji ,

Best fitness = min {Ji | i = 1, . . . , 30} ,

Worst fitness = max {Ji | i = 1, . . . , 30} ,

Robustness =
√√√√ 1

29

30∑

i=1

(Ji − J̄ )
2
.

Also, to clarify the acceptable robustness and accuracy of
HSE-RNN, several powerful estimation systems, i.e. ran-
domized neural network (RNN) [33], optimally pruned
randomized neural network (OP-RNN), Lasso-regularized
randomized neural network (RNN-L1) [15], and back-
propagation neural network (BPNN) [2], are considered.
It is worth mentioning that OP-RNN is formed by the
integration of RNN and a pruning methodology which
retains the most influencial neurons in the hidden layer by
means of multiresponse sparse regression neuron pruning.
Furthermore, the pruning method uses leave-one-out cross-
validation criterion to ensure the optimal selection of active
neurons [15]. The performances of the rival estimators are
compared in terms of accuracy and robustness. Through a
trial and error procedure, it was observed that considering

4 independent ensemble groups with 4 sole RNN compo-
nents in each of those ensembles is the optimal choice. For
all of the methods, except HSE-RNN, 50 hidden nodes are
considered at the hidden layer. To form the sole components
of the ensemble architecture, RNNs of different number of
hidden nodes within the range of 5 to 25 are considered.

For each of the sole RNN components, the parametriza-
tion involves the selection of the values of synaptic weights
and biases for input-hidden nodes stochastically from a
Guassian distribution. The sallient asset of using RNNs
lies in the fact that there is no need for a computationally
expensive effort to parametrize the model since the training
process is stochastic. For BPNN, steepest descend opti-
mization algorithm with learning rate of 0.1 is adopted to
perform the gradient-based learning. The back propagation
learning continues for 100 epochs.

In the collected input database, 8 different features are
taken into account. These features are brightness tempera-
ture (x1), wind speed (x2), atmospheric water vapor (x3),
atmospheric cloud liquid water (x4), sea-ice temperature
(x5), sea surface temperature (x6), sea-ice concentration
(x7), and sea-ice thickness (x8) from the ice-ocean model.
The corresponding sea-ice thickness (y) for each data-pair
in the database is captured from MODIS sensor. The con-
sidered data cover the measured values of both MODIS
and ASMR-E sensors from 2nd February to 20th February,
and contains 14639 and 17162 temporal data-pairs corre-
sponding to low (6.9GHz) and high (36.5GHz) frequency
AMSR-E channels, respectively. These two data sets will
be referred to as the low and high frequency data bases. In
the both databases only brightness temperatures from the
vertically polarized AMSR-E channels are used as these
channels are less sensitive to surface roughness than the
horizontally polarized channels [39].

Figures 3 and 4 depict the characteristics of the features
of the gathered database for the low and high frequencies,
respectively. The forecasting model data used are the same
for the both databases, the only difference being that for the
low frequency database a spatial averaging operator is used
to bring the spatial resolution of the model data to be the
same as that of the AMSR-E data.

For all of the nodes, a log-sigmoid activation function is
used. To work with a log-sigmoid activation function, all of
the data should be normalized within the range of unity [0,
1], as below:

x∗
i j = xi j − xmin

j

xmax
j − xmin

j

for j = 1, 2, . . . , 8 ,

where xmin
j = min{xi j : i = 1, . . . , n} and xmax

j =
max{xi j : i = 1, . . . , n} for j = 1, 2, . . . , 8 .

To calculate the above function, the following relations
should be taken into account:
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a) For the low frequency data:

b) For the high frequency data:

It is also worth pointing out that to check the efficacy of the
ensembling strategy, a rival selective ensembling strategy
based on negatively correlated selection and non-negative
least square learning is taken into account [26]. Further-
more, a regularized ensemble variant of RNN, proposed in a
previous work of the authors, is adopted to check the power
of the resulting bi-layer ensemble framework. The perfor-
mances of all of the estimators considered are compared in
terms of both accuracy and robustness.

All of the simulations are carried out using the Matlab
software with Microsoft Windows 7 operating system on a
PC with a Pentium IV, Intel core i7 CPU, and 4 GBs RAM.

5 Results and discussion

In this section, the results of the numerical simulations are
given in different stages. In the first stage of the numerical
simulations, different metaheuristics have been used at the
heart of the considered feature selection algorithm to evalu-
ate the computational potential of CPSO-AIW. In the second
stage of the experiment, the selected features are used to

train the considered rival estimators for measuring the sea-
ice thickness. Finally, some characteristics of the obtained
results are discussed.

Figures 5 and 6 depict the evolution of the objective
function at the heart of rival metaheuristics for low fre-
quency and high frequency scenarios, respectively. It should
be pointed out that, in the both figures, distinct colors
represent the evolution curves of metaheuristics over inde-
pendent runs. As metaheuristic methods have stochastic
instinct, their performance may vary over independent runs.
Therefore, the provided plots indicate the evolution of the
objective function for 10 independent simulations, with the
same initial seeding. As it can be seen, the variation of
the exploration/exploitation characteristics of CPSO-AIW
is less than the other algorithms over 10 independent runs.
Apparently, for each of those independent runs, a fast con-
vergence can be observed in the first 100 iterations, and after
that, exploitation is performed to search the nearby solutions
in the objective landscape. However, for all of the other rival
methods, different exploration/exploitation behavior can be
observed over independent runs. Indeed, for some simula-
tions, the rival metaheuristics fall into local pitfalls at the
very beginning of the procedure, and fail to change their
direction towards more qualified regions. By inspecting the
performance of metaheuristics for high frequency scenario,
it can be seen that the obtained results are different from the
low frequency ones. It can also be observed that for all of the
rival methods, except for DEA, the exploration/exploitation
behavior of the rival metaheuristics is relatively the same.
By taking a more precise look into the obtained results,
it was observed that in this case at the very beginning

Table 1 Objective value, MSE, and number of selected variables of different rival methods over 10 independent runs for the low frequency
scenario (all of these values are obtained after 1000 iterations)

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

Run Run Run Run Run Run Run Run Run Run

CPSO MSE 0.0442 0.0447 0.0425 0.0434 0.0434 0.0421 0.0430 0.0428 0.0440 0.0421

p 3 3 3 3 3 math3 3 3 3 3

J 0.0742 0.0747 0.0725 0.0734 0.0734 0.0721 0.0730 0.0728 0.0740 0.0721

GA MSE 0.0437 math0.0423 0.0528 0.0498 0.0631 0.0630 0.0519 0.0434 0.0630 0.0435

p 3 3 3 2 2 2 3 3 2 3

J 0.0737 math0.0723 0.0828 0.0624 0.0831 0.0831 0.0819 0.0734 0.0830 0.0735

ABC MSE 0.0449 0.0631 0.0631 0.0441 0.0445 0.0631 0.0441 0.0436 0.0445 0.0631

p 3 2 2 3 3 2 3 math3 3 2

J 0.0749 0.0831 0.0831 0.0741 0.0745 0.0831 0.0741 math0.0736 0.0745 0.0831

DEA MSE 0.0438 0.0552 0.0530 0.0630 0.0485 0.0451 0.0484 0.0454 0.0435 0.0630

p math3 2 3 2 3 3 3 3 3 2

J 0.0738 0.0752 0.0830 0.0830 0.0785 0.0751 0.0784 0.0754 0.0735 0.0830

FA MSE 0.0447 0.0629 0.0631 0.0424 0.0632 0.0630 math0.0440 0.0433 0.0505 0.0629

p 3 2 2 3 2 2 math3 3 3 2

J 0.0747 0.0829 0.0831 0.0724 0.0832 0.0830 math0.0740 0.0733 0.0805 0.0829
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Table 2 The features offered by the rival nature-inspired optimizers for the low frequency database

Brightness Wind Water Cloud Ice Sea-surface Ice Ice

Temperature Speed Vapor Water Temperature Temperature Concentration Thickness

CPSO 0 1 0 0 1 1 0 0

GA 0 1 1 1 0 0 0 0

ABC 0 1 0 0 1 0 0 1

DEA 0 1 1 0 1 0 1 0

FA 1 1 0 1 0 0 0 0

of the procedure, more features have been selected from
the database, and therefore, the approximation error of
polynomial interpolator decreases significantly. Overall, the
obtained convergence profiles indicate that CPSO is highly
capable of balancing its exploration/exploitation capabili-
ties, and thus, is acceptable to be used at the heart of the
proposed feature selection algorithm.

To have clear insight into the performance of the rival
methods for selecting a set of features, the values of MSE
and n are presented. Table 1 lists the obtained values of
MSE, n, and J , for all of the rival methods over 10 inde-
pendent runs for the low frequency scenario. As can be
seen, for all of the rival methods, the suggested number of
selected features equals 2 or 3. It can be also seen that,
when 3 features are selected, the estimation error of the
polynomial interpolator decreases significantly. However, in
some cases, for example the solutions suggested by FA, GA,
and ABC, it can be seen that when the number of selected
features equals 2, the estimation error of the interpolator

increases significantly. By taking a look at the selected fea-
tures suggested by the rival methods from Table 2, it can
be seen that CPSO-AIW has selected wind speed, sea-ice
temperature, and sea-surface temperature as effective fea-
tures for low frequency database. This is in agreement with
the fact that brightness temperatures at a low frequency
(e.g. 6.9GHz) are not sensitive to the atmosphere, but are
sensitive to windspeed, and also indicates the known link
between ice thickness and ice temperature for thin ice (e.g.
less than 50cm). It is obvious that all of the other rival
algorithms also suggest wind speed as an effective feature.
However, they fail to extract the most influential features.
Table 3 indicates the obtained values of MSE, n, and J , for
all of the rival methods over 10 independent runs for the
high frequency scenario. It is apparent that, for this case,
the number of selected features is more than that of low fre-
quency scenario. Indeed, this time, all of the metaheuristics
suggest 4 to 6 features for accurate estimation. It is obvi-
ous that most of the independent optimization procedures

Table 3 Objective value, MSE, and number of selected variables of different rival methods over 10 independent runs for the high frequency
scenario (all of these values are obtained after 1000 iterations)

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

Run Run Run Run Run Run Run Run Run Run

CPSO MSE 0.0292 math0.0283 0.0388 0.0296 0.0294 0.0392 0.3942 0.0302 0.0292 0.0289

p 6 math6 5 6 6 5 5 6 6 6

J 0.0892 math0.0883 0.0888 0.0896 0.0894 0.0892 0.0893 0.0902 0.0892 0.0889

GA MSE 0.0391 0.0390 0.0388 math0.0384 0.0389 0.0299 0.0498 0.0293 0.0392 0.0290

p 5 5 5 math5 5 6 4 6 5 6

J 0.0891 0.0890 0.0888 math0.0884 0.0889 0.0899 0.0898 0.0893 0.0892 0.0890

ABC MSE 0.0298 0.0383 0.0302 0.0376 math0.0382 0.0394 0.0300 0.0384 0.0387 0.0294

p 6 5 6 5 math5 5 6 5 5 6

J 0.0898 0.0883 0.0902 0.0876 math0.0882 0.0894 0.0900 0.0884 0.0887 0.0894

DEA MSE 0.0390 math0.0387 0.0490 0.0449 0.0390 0.0295 0.0387 0.0291 0.0294 0.0391

p 5 math5 4 5 5 6 5 6 6 5

J 0.0890 0.0887 0.0890 0.0949 0.0890 0.0895 0.0887 0.0891 0.0894 0.0891

FA MSE 0.0293 0.0295 math0.0290 0.0298 0.0299 0.0293 0.0392 0.0294 0.0387 0.0294

p 6 6 math6 6 6 6 5 6 5 6

J 0.0893 0.0895 math0.0890 0.0898 0.0899 0.0893 0.0892 0.0894 0.0887 0.0894
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Table 4 The features offered by the rival nature-inspired optimizers for the high frequency database

Brightness Wind Water Cloud Ice Sea-surface Ice Ice

Temperature Speed Vapor Water Temperature Temperature Concentration Thickness

CPSO 1 1 0 1 1 0 1 1

GA 1 1 0 1 1 1 0 0

ABC 1 1 0 1 1 0 1 1

DEA 1 1 0 1 1 0 1 0

FA 1 1 0 1 1 0 1 1

converge to 6 features, and thus, it is statistically concluded
that this amount of features is reasonable for high frequency
database. Table 4 lists the selected features for the rival
metaheuristics. It can be seen that the brightness tempera-
ture is selected by all of the rival metaheuristics. However,
this was not the case for the low frequency scenario. In this
case, CPSO-AIW suggests brightness temperature, wind
speed, water cloud, sea-ice temperature, sea-ice concentra-
tion, and sea-ice thickness from the ice ocean model as
effective features which will be used for sea-ice thickness
estimation.

To investigate the robustness and accuracy of the rival
feature selection mechanisms, the statistical results of 10
independent runs are plotted in Fig. 7. As it can be seen, the
length of the box plot of CPSO-AIW is shorter than those
of the other rival methods. This implies that the variation of

the solutions suggested by CPSO-AIW is less than the other
algorithms. Furthermore, the mean value of the box plot of
CPSO-AIW for objective function J is lower than the other
techniques which implies that CPSO-AIW has a higher suc-
cess for minimizing the objective function. The statistical
results clearly verify the efficacy of CPSO-AIW at the heart
of the feature selection algorithm.

After selecting the features for low frequency and high
frequency databases, the information is used for training
the considered estimators for predicting sea-ice thickness.
Tables 5 and 6 list the estimation error results for both
training and testing phases of low and high frequency data,
respectively. The interesting observation lies in the superior
performance of both HSE-RNN and ERNN-NCL over the
other rival techniques. It can be seen that both of the HSE-
RNN and ERNN-NCL ensembling strategies appropriately

Fig. 5 Evolution of the
objective function over 1000
iterations for low frequency
scenario
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Table 5 The estimation error of the rival estimators for the low frequency database

Training Error Testing Error

Best Worst Mean Std. Best Worst Mean Std.

HSE-RNN 0.0278 0.0287 0.0284 0.0004 0.0296 0.0312 0.0303 0.0002

ERNN-NCL 0.0283 0.0298 0.0291 0.0005 0.0304 0.0315 0.0310 0.0004

RNN 0.0296 0.0304 0.0299 0.0007 0.0312 0.0318 0.0315 0.0005

RNN-L1 0.0289 0.0295 0.0293 0.0005 0.0308 0.0314 0.0312 0.0006

OP-RNN 0.0288 0.0297 0.0293 0.0006 0.0309 0.0316 0.0313 0.0006

BPNN 0.0301 0.0305 0.0304 0.0005 0.0314 0.0322 0.0318 0.0007

Table 6 The estimation error of the rival estimators for the high frequency database

Training Error Testing Error

Best Worst Mean Std. Best Worst Mean Std.

HSE-RNN 0.0278 0.0283 0.0281 0.0002 0.0354 0.0363 0.0358 0.0003

ERNN-NCL 0.0283 0.0287 0.0285 0.0003 0.0357 0.0365 0.0362 0.0003

RNN 0.0294 0.0312 0.0302 0.0007 0.0374 0.0383 0.0378 0.0005

RNN-L1 0.0291 0.0305 0.0299 0.0005 0.0365 0.0386 0.0377 0.0008

OP-RNN 0.0289 0.0297 0.0293 0.0003 0.0361 0.0376 0.0368 0.0006

BPNN 0.0297 0.0314 0.0308 0.0007 0.0373 0.0382 0.0377 0.0008

Fig. 6 Evolution of the
objective function over 1000
iterations for high frequency
scenario
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Fig. 7 Box plots for obtained MSE and n for the rival heuristics

improve the accuracy and robustness of the estimation. It
can be also observed that the standard deviation of HSE-
RNN is less than that of ERNN-NCL. This indicates that the
selection mechanism of HSE-RNN can further improve the
robustness of the resulting ensemble architecture, indicat-
ing the proposed method is a good choice for the considered
case study. As mentioned previously, data for sea-ice esti-
mation are from satellite-borne sensors and are subject to
various types of noise with different unknown distributions.
With this regard, a high priority of the research is to make
sure the developed model has an acceptable robustness.
The obtained results indicate that the weakest performances

belong to RNN and BPNN. This in turn implies that consid-
ering regularization approaches, in the form of both Lasso
and Ridge (Tikhonov), can improve the performance of the
base RNN. It is also worth pointing out that the authors used
the sole HSE-RNN without the features selection operator
to determine the influence of the feature selection process.
The observed results indicated that the performance of the
sole HSE-RNN is very close to that of the ERNN-NCL, and
thus using the feature selection (and the consequent sparse
learning) can improve both the accuracy and robustness of
estimation. Figures 8 and 9 depict the correlation of the sea-
ice thickness estimated by HSE-RNN and those measured

Fig. 8 Sea-ice thickness
estimated by HSE-RNN and
MODIS for the low frequency
scenario. Left panel is training,
right panel is testing
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Fig. 9 Sea-ice thickness
estimated by HSE-RNN and
MODIS for the high frequency
scenario. Left panel is training,
right panel is testing

Table 7 The architecture and construction procedure of HSE-RNN

Select? 1st Ensemble 2nd Ensemble

1st RNN 2nd RNN 3rd RNN 4th RNN 1st RNN 2nd RNN 3rd RNN 4th RNN

Yes 1 0 0 1 0 0 0 0

No 0 1 1 0 1 1 1 1

Select? 3rd Ensemble 4th Ensemble

1st RNN 2nd RNN 3rd RNN 4th RNN 1st RNN 2nd RNN 3rd RNN 4th RNN

Yes 0 0 1 0 1 0 0 0

No 1 1 0 1 0 1 1 1

Fig. 10 Number of hidden
nodes of potential RNNs in
HSE-RNN (selected RNNs are
shown in gray)
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by MODIS sensor for testing and training phases, respec-
tively when both low and high frequency AMSR-E data are
used. It is clear that for the both testing and training phases,
the results are in agreement. It is interesting to note that the
correlation appears stronger for ice thickness less than 0.3m,
and for data from the 6.9GHz channel. This is in agreement
with results from previous studies [36], although to under-
stand the reason for this in the present case would require
further study.

After demonstrating the performance of HSE-RNN, the
authors intend to describe how the considered hierarchi-
cal ensembling strategy works. As it was mentioned, at
the first layer, several independent ensembles are trained,
and a set of them are selected, and are sent to the sec-
ond layer so that the final selection can be done to form
HSE-RNN. Table 7 indicates which of sole RNNs have
been selected to form the architecture of HSE-RNN for
estimating sea-ice thickness of low frequency data. It can
be seen that the final ensemble is composed of 4 RNNs
of which two belong to the first ensemble, one belongs to
the third ensemble, and one belongs to the forth ensemble.
Figure 10 depicts the number of hidden nodes of each of
the sole RNNs formed at the first layer of HSE-RNN. By
adding the number of hidden nodes of the resulting ensem-
ble, it can be seen that 42 neurons are used for estimation
part which is less than those used for sole RNNs. This in turn
indicates that the proposed ensembling mechanism is capa-
ble of performing the estimation with less hidden nodes, and
at the same time, improves the robustness and accuracy of
estimation. The results of the simulations clearly indicate
that with the aid of computational statistics tools, it is pos-
sible to develop advanced machine learning methods to be
used as knowledge-based sensors for estimating the sea-ice
thickness along the Labrador coast. HSE-RNN can also be
retrained to estimate sea ice thickness in a different region
or season by using different input information to increase
the accuracy of estimation.

6 Conclusion

In this paper, a systematic hierarchical intelligent tool was
developed to estimate sea-ice thickness along the Labrador
coast in Canada. The proposed intelligent tool is comprised
of two parts, a feature selection mechanism, and an estima-
tion tool to create a nonlinear map between a set of inputs
measured by sensors and sea-ice thickness. The feature
selection part was done by a particle swarm optimization
with adaptive inertia weight (PSO-AIW) which was cou-
pled to a polynomial curve fitting tool. The estimation was
performed with the aid of hierarchical selective ensemble
randomized neural network (HSE-RNN). The conducted
experiments included two main parts. On the one hand,

a thorough comparative study was performed to elaborate
on the efficacy of PSO-AIW and HSE-RNN. In this way,
several rival estimation methods, i.e. randomized neural
network (RNN), optimally pruned RNN (OP-RNN), Lasso-
regularized RNN (RNN-L1), and back-propagation neural
network (BPNN), were taken into account. Also, genetic
algorithm (GA), artificial bee colony (ABC), differential
evolutionary algorithm (DEA), and firefly algorithm (FA),
were considered to evaluate the performance of PSO-AIW.
The outcome of the comparative numerical study revealed
the high potential of both HSE-RNN and PSO-AIW for fea-
ture selection and estimation tasks. Indeed, it was observed
that PSO-AIW can outperform its rivals over independent
runs and is much more reliable to be used at the heart
of feature selection mechanism. In the feature selection
phase, the results indicated that the number of input ele-
ments required for the estimation of low-frequency data
is less than those required for the estimation of high fre-
quency data. In the estimation phase, the results indicated
that the two layer selective ensemble design mechanism
can significantly improve the robustness of the estima-
tion. In fact, it was observed that HSE-RNN has a higher
robustness compared to RNN, OP-RNN and RNN-L1. In
general, the outcome of the current study demonstrated
the applicability of intelligent methods for estimating the
sea-ice thickness. Based on the promising outcomes of
the current study, in the future, the authors intend to
test the efficacy of intelligent methods by exposing them
to a more comprehensive database including information
regarding spatio-temporal behavior of ice thickness on the
Labrador coast.
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