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Abstract Weather nowcasting comprises the detailed des-
cription of the current weather along with forecasts obtained
by extrapolation for very short-range period of zero to
six hours ahead. It is particularly useful when forecasting
complicated processes such as rainfall, clouds, and rapidly
developing or changing storms. This plays an important role
for daily activities like working, traveling, daily planning,
flying, etc. Weather forecast can be solved by latest radar,
satellite or observational data. However, the main challenges
associated with nowcasting are the flawed characterization
of transitions between different meteorological structures.
In this paper, we propose two novel hybrid forecast methods
based on picture fuzzy clustering for weather nowcasting.
The first method named as PFC-STAR uses a combina-
tion of picture fuzzy clustering and spatiotemporal regres-
sion. The second one named as PFC-PFR integrates picture
fuzzy clustering with picture fuzzy rule. Those methods are
equipped with advanced training processes which enhance
the accuracy of predicted outputs. The experiments indicate
that the proposed methods are better than the relevant ones
for weather nowcasting.
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1 Introduction

Weather forecasting is an application of science and tech-
nology to predict the state of the atmosphere for a given
location and then it plays a vital role in our daily life today.
The more accuracy the weather forecast has, the lower risks
human beings have to face. One of the most important parts
of weather forecasting is weather nowcasting [22]. Weather
nowcasting combines a description of the current state of the
atmosphere and a short-term forecast of how the atmosphere
will evolve during the next several hours [7]. It is possible to
forecast small features such as rainfall, clouds and indi-
vidual storms with reasonable accuracy in this time range,
according to [9]. Latest radar, satellite and observational
data are used to make analysis of the small-scale features
present in a small area such as a city and make an accu-
rate forecast for the following few hours. However, satellite
observations are the appropriate choice for all the regions
that may be away from radar coverage [8, 16].

There are some typical methods which have been widely
used to forecast weather from observations of satellite
images namely [6, 10, 17], and [18]. Specifically, [6]
used multi-channel correlation-relaxation labeling to ana-
lyze cloud motion. Melgani [10] reconstructed the context
of cloud-contaminated multi-temporal and multi-spectral
images. Shukla & Pal [17] proposed an approach to study
the evolution of convective cells. Shukla et al. [18] pro-
posed a method for predicting satellite image sequences
combining spatiotemporal regression (STAR) model with
fuzzy clustering (Fuzzy C-Means — FCM) to increase the
forecast accuracy. Although this technique maybe resulted
in better prediction accuracy than those of [6, 10] and
[17], the forecasting output was not good enough because
of the limitations of fuzzy sets such as the hesitation and
vagueness. Park and Lee [14] presented an approach using
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fuzzy reasoning and ensemble methods to forecast red tides.
In this approach, fuzzy reasoning is a prediction method
that derives an approximation proposition from vagueness
information and knowledge based on a fuzzy model. The
ensemble method was then employed to help improving
accuracy of resulting classifier and predictor. Nadig et al.
[12] made the comparison of individual and combined arti-
ficial neuron network (ANN) model for prediction of air and
dew point temperature. The model was developed through
the Ward-style network architecture [23] consisting of a
three layered neural network with input, hidden and output
layers. Although prediction based on ANN could result in
better accuracy, it is prevented from a number of parameters
such as activation functions, number of nodes in the hid-
den layer, and distribution of nodes between the slabs of the
Ward-style model that needs determining.

Recently, a generalized fuzzy set namely picture fuzzy
set (PFS) has been proposed in [4]. It is a generalization
of fuzzy set (FS) of [24] and intuitionistic fuzzy set (IFS)
of [2] with the debut of the positive, the negative, the neu-
tral and the refusal degrees showing various possibilities of
an element to a given set. PFS has a variety of applications
in real contexts such as the confidence voting and person-
nel selection. Deploying fuzzy rule-based systems and soft
computing methods on PFS would result in better accu-
racy [19]. Some preliminary researches on fuzzy clustering
methods on PFS or picture fuzzy clustering (PFC)in [19, 21]
have clearly demonstrated the usefulness of PFS in the mod-
eling and performance improvement over traditional fuzzy
tools. Thus, our objective in this research is to design hybrid
PFC methods for the weather nowcasting problem in order
to achieve better accuracy.

In this paper, we propose two novel hybrid forecast
methods based on picture fuzzy clustering for weather
nowcasting. The contributions of this paper are:

a) The first method named as PFC-STAR uses a combi-
nation of picture fuzzy clustering and spatiotemporal
regression. The proposed PFC-STAR method consists
of three steps. Firstly, PFC is used to partition the train-
ing sample into clusters. Secondly, all elements of these
clusters are labeled and Discrete Fourier Transform
(DFT) - based filter is embedded to clarify nonpre-
dictable scales leading to the increase in time range
of predictability.Finally, the STAR technique is used
to predict the output image of weather nowcasting
with two steps of determining and training weights.
The training process can correct the weights to be
more adaptive with the output. STAR technique is used
twice in this method to produce the results with better
accuracy.

b) The second one named as PFC-PFR integrates picture
fuzzy clustering with picture fuzzy rule. Picture fuzzy
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rule technique (PFR), proposed by [20], is a method for
short term prediction from the sequent previous data.
Combining this technique with PFC may result in bet-
ter predicted accuracy. In PFC-PFR, fuzzy rules are
used for the prediction step. Moreover, in order to fore-
cast the output images more accurate, the parameters
for defuzzified function in this method are trained with
particle swarm optimization algorithm [5]. The picture
fuzzy rules are then defuzzified by appropriate param-
eters of defuzzified function to get better predicted
images.

c) Experimental evaluation on satellite image sequences
of Southeast Asia will be performed to validate the
accuracies of methods. The experimental results indi-
cate that the proposed methods are better than the
relevant ones in weather nowcasting, particularly in the
accuracy of rain-rate retrieval.

The rest of the paper is organized as follows. Section 2
presents the state-of-the-art method for weather nowcast-
ing namely FCM-STAR of [18]. Section 3 describes the
proposed approaches, and Section 4 validates those meth-
ods on satellite image sequences of Southeast Asia. Finally,
conclusions and further works are covered in Section 5.

2 FCM-STAR

In this section, we introduce the FCM-STAR method of
[18] including two standalone algorithms: Fuzzy C-Means
(FCM) and Spatiotemporal Regression (STAR) that will be
presented in sub-sections accordingly.

2.1 Fuzzy C-Means
Fuzzy C-Means (FCM), proposed by [3], is based on the

iteration process to optimize the membership matrix and the
cluster centers.

N C
T=>">"w x| Xx = V| > min, (1)
k=1 j=1
ugj € [0,1]
C
=1
PR @

k=1,..N;j=1,.C

The objective function of FCM is defined as in (1-2)
where,

m is fuzzier;

C is the number of clusters;

N is the number of data elements;
r is the dimensionality of the data;
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® uy; is the membership degree of data elements Xy to
cluster j;
X € R” is the k™ element of X = {X1, X2, ..., Xn };
V; is the center of cluster j.

Use the Lagrange multiplier method, the cluster centers and
the membership matrix are determined in (3—4), respec-
tively.

C
m
kgl U Xk
v=t 3)
> U
k=1
1
ugj = ; 4)

i IXe—V; I\ =T
TXe= Vil

i=1

Descriptions of the FCM method are shown in Table 1.
2.2 STAR

Pfeifer and Deutsch [15] proposed a linear spatio-temporal
autoregressive model which was a 3D version of the regular
autoregressive model (AR) and it enabled users to fore-
cast a spatio-temporal series based on the information of
its own past in space and time. The intensity of every pixel
P (x,y,t) in an image domain can be modeled as a func-
tion “yr” of the intensity of neighboring pixels in space and
time, with assumption of causality.

Px,y,t) =y (P(x+ Axi, y + Ay;, t + Aty)), (®)]

where (Ax;, Ay;, At;) is the neighborhood coverage in
space and time with Af; < 0. Equation (5) is modified for
clustering based Spatiotemporal Regression (STAR) by [18]
as follow.

t—1 y+J  x+1

P,y )= > > Y WZPGjh. (6)

k=t—T j=y—Ji=x—1I

where 21 + 1, 2J + 1 and T correspond to the total num-
ber of rows, columns and frames respectively, which are
included in the predictor set (neighborhood), and Wl.’Gj’ Py
the corresponding weight with the superscript G denotes the
weight for G'"'cluster, x = 0, H, y= 0, K. The weights are
calculated by minimizing the function,

t—1 y+J  x+1
Px.y.)= > > Y WE, PG j.k|— min,
k=1—T j=y—J i=x—1I

(N

where ||.|| denotes to the Euclidean distance. Equation (7)
is solved by the least square method using QR factorization
[13]. After finding the weights, all pixels in predicted image
will be calculated by (6).

3 The proposed hybrid forecast methods

In this section, we firstly recall the picture fuzzy cluster-
ing algorithm (PFC) [19, 21] and then present two novel
hybrid forecast methods for weather nowcasting namely
PFC-STAR and PFC-PFR.

3.1 Picture fuzzy clustering
Suppose that we have a dataset X consisting of N data

points in d dimensions. The algorithm divided the dataset
into C groups satisfying the objective function below.

N C )
m
J = (urj (2 — &))" | X = V|
k=1 j=1
N
+ 3> mj (logmj + &) — min, ®)
k=1 j=1
Some constraints are defined as follows.
ukj, Nkj, &j € 10, 1], &)

Table 1 Fuzzy C-Means

algorithm Input Datasets X includes N elements in r dimension space; The number of clusters C;
fuzzier m; threshold; the largest number of iterations MaxStep
Output Matrix u and centers of clusters V
FCM:
1 t=0
2 u,(:]) <« random; (k=1,...N;j=1,.., C) satisty the condition (2)
3 Repeat
4 t=t+1
5 Compute Vj(t) (j =1,..,C) by formula (3)
6 Compute uy); (k = 1,...N; j = 1, ., C) by formula (4)
N C -1
7 Until /2:1 /;1 u/(:j) _ u,(:] H < g ort > MaxStep
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uj +1kj + &k =< 1, (10)
C

Z ”k] 2 gkl =1, an
j=1

< £

Z(’?k/‘i‘%) —1, k=1,.N;j=1,..,C. (12)
j=1

Using the Lagrange multiplier method, optimal solutions
of the systems are:

3.2 PFC-STAR

In Fig. 1, we illustrate the activities of the PFC-STAR
method. The input image sequences of the PFC-STAR algo-
rithm are firstly processed by PFC algorithm and Discrete
Fourier Transform (DFT) - based filter. PFC is used to par-
tition all pixels in these images into clusters and mark them
by different colors. DFT-filter is employed to remove non-
predictable scales of images and change them to the Fourier
domain. Secondly, STAR technique is applied to predict the
image result from all images in the Fourier domain and the
clusters of pixels. It aims to find out the weights for each
cluster of pixels in each image to determine the predicted

N
(uk i (2 — & j))mX k image. Finally, before resulting in the final predicted image,
V= k:]lv ,j=1,.,C, (13) some noises such as the salt-and-peeper are removed by the
) (Mkj (2 _ Skj))m Adaptive Median Filtering method.
k=1
3.2.1 Training method
Ukj = ! — k=1,..N;j=1,..,C, In order to enhance the accuracy in predicted images, STAR
Y (2-&;) (|I|I§i:“2||\|>mil technique is used twice for determining and training the
i=1 ' weights. The first (N — 2) images are employed as the input
(14)  of STAR to calculate the weights and images from T, to
Tn—1. For example, in Fig. 2, suppose there are four images
in a sequence. The first two images are used for calculating
ot the weight to achieve center pixels of image 73, and then
Mj=——— ( - — Z&k,) ,k=1,.N;j=1,.,C, the image 7> and 73 are employed to train the weights to
Z e—Eki i=1 get center pixels of image T4. Consequently, the weights for
i=1 predicting images can be calculated in (17) as follow.
15)
t—=2  y+J  x+1
1 P,y t=D= Y ¥ > WI.PGjhk
by = 1= (g + 1) = (1= (g + 1)), aly :
k=1,.N;j=1,.,C. (16) P(x,y, 1) = Z XX WOLPG R
k=t—T+1 j=y—J i=x—1
Descriptions of the PFC method are shown in Table 2. an)
Table 2 Picture Fuzzy Clustering
Picture Fuzzy Clustering
I Data X whose number of elements (N) in d dimensions; Number of clusters (C);

fuzzifier m; threshold &; maximum iteration maxSteps > 0.

O: Matrices u, n, & and centers V;

PFC:

1: t=0

2: u,((lj) <~ random; 171(() <~ random; 518') <~ random(k =1, ..N; j =1, .., C) satisty (9-10)
3: Repeat

4: t=t+1

s: Calculate vj(” (j=1,.,C)by(13)

6: Calculateut (k=1,..N;j=1,.,C)by(14)

7: Calculate n(') (k=1,..N;j=1,.,C) by (5)

8: Calculateé(}) (k=1,..N;j=1,.,C)by(6)

9: Until ||u(’) — u(’*])” + ||r](’> — n(’*DH + Hf(’) — S(’*DH < & or maxSteps has reached
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Fig.1 The PFC-STAR .
algorithm FC-PFSy| Clusters of pixels 7| Predicted
. image 7,
nput image 1, Sl —| inF ourigr
Image 7, in Fourier domain
DFT-filter domain
- Invert to
FC-PFS,| Clusters of pixels 7, the
Input image 7, (()irlgmgl
Image 7, in Fourier Oaflrllgm
DFT-filter domain remove
noises
A 4
Output
FC-PFS | Clusters of pixels 7, image 7},
Input image 7,
Image 7, in Fourier
DFT-filter domain

where 2/+1,2J+1 and T correspond to the total number of
rows, columns and frames respectively, which are included
in the predictor set (neighborhood), and Wi’G.’ « 18 the corre-
sponding weight with the superscript G denotes the weight
for G''cluster, x =0, H,y = 0, K.

Discrete Fourier Transform (DFT) is the sampled Fourier
Transform and therefore does not contain all frequencies
forming an image, but only a set of samples which is large
enough to fully describe the spatial domain image. The
number of frequencies corresponds to the number of pixels
in the spatial domain image, i.e. the images in the spatial and
Fourier domains are of the same size. For a square image of
size H x K, the two-dimensional DFT is given by (18).

H-1K-1

P (x, y,t) = Z Z p(h, k, 1) e—iZn(%_A,_%)’

h=0 k=0

(18)

where p (h, k, t) is the image in the spatial domain at time ¢
and the exponential term is the basis function corresponding
to each point P (x, y, t) in the Fourier space. The inverse
DFT from Fourier space into spatial domain is described in
(19).

1 = o (hi ki
px,y,t)=—— Z Z P(h k1) ezZn(ﬁ+f)'
h=0 k=0

HK (19)

STAR

B

Image T} Image 7, Image T,

-+

Fig. 2 Example of calculating and training the weights

Image 7

STAR

The predicted image could consist of noises and out-of-
bound pixels. The noises are removed by using the Adaptive
Median Filtering method [1]. This method performs spa-
tial processing to preserve detail and smooth non-impulsive
noises. A prime benefit to this adaptive approach to Median
Filtering is that the adaptive windows of Adaptive Median
Filtering do not erode away edges or other small struc-
tures in the image. Additional, some out-of-bound pixels are
normalized by (20).

t—1

c
P(x,y,t)= Z Zu;k) (2 _ gj(k)> Vj(k)

k=t—T j=1

(20)

Note that the components of this equation are calculated
from the PFC model.

3.2.2 Remarks

Firstly, the PFC-STAR algorithm uses FC-PFS instead of
other fuzzy clustering methods so that pixels are partitioned
into clusters with high clustering quality which are use-
ful for predicting process. Secondly, the proposed algorithm
includes two mixed processes of determining and training
the weights for forecasting images and then it can pro-
duce more accurate predicted images. The weights can be
adapted with training images that make them more fitted
with next ones.

However, PFC-STAR still has some limitations. Firstly,
the use of STAR technique may lead to over-fitted outputs
in the sense that the algorithm may be good with this dataset
but bad for others. Secondly, PFC-STAR utilizes DFT trans-
formation for preprocessing data and DFT inversion for
generating outputs. Those procedures are time-consuming.
Finally, STAR technique is employed twice to solve the
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Fig.3 PFC-PFR schema
Image Image Image Image Image Image
input input input . input input input
1 2 3 N-2 N-1 N
Different Different Different Different Different
matrix 1 matrix 2 matrix 3 matrix N -2 matrix N -1

N

Partition different
pixel matrices using
FC-PFS

Generate picture
fuzzy rules from

\ 4

equations of determining and training the weights, and this
takes the algorithm more time to run.

3.3 PFC-PFR

The proposed algorithm is described in Fig. 3. The input
image sequences of the PFC-PFR algorithm are firstly
preprocessed by calculating the different pixel sequent
matrices. These matrices are then processed by AFC-
PFS algorithm to partition to an appropriate number of
clusters in order to generate picture fuzzy rules. The
parameters for defuzzified function in this method are
trained with particle swarm optimization algorithm [5].
The picture fuzzy rules are then defuzzified by appropriate
parameters of defuzzified function to get better predicted
images.

Picture fuzzy rule [20] was developed based on fuzzy
rule - an IF-THEN rule involving linguistic terms pro-
posed by [24]. The triangular picture fuzzy number (TPFN)
for picture fuzzy rule is described by five real numbers

Fig. 4 A triangular picture fuzzy number A
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clusters
Train defuzzified
. parameters using
Outp}lt predicted l«— PSO algorithm to
Lmages increase predicted
accuracy

(a’,a,b,c,c’)with (@' <a < b < c <) and two triangu-
lar functions shown in (21-22) and Fig. 4 as follows.

x_a,forafxfb
bz g
u= b,forbfxfc ’ 2D
c—
0, otherwise
b—
b—x” fora’ <x <b
—a
n+g=qx=b (22)

-, forb<x<c -
¢ —b

1, otherwise
Integrate (21-22) with (16) and denote L = n + &, the

values of the neutral membership and the refusal degree are
calculated in (23-24).

n=(1—(—u—Ly¥) —u (23)

RI=

E=1—(u+n—(1—@+n*)~. (24)

DEF (A) is the defuzzified value of TPFN A (Fig. 6) and is
calculated in (25).

a +2a+3b+2c+c

DEF(A) = 5

(25)
The closest fuzzy rules with respect to the input observation
are utilized to produce an interpolated conclusion for sparse
fuzzy rule-based systems. The following picture fuzzy rules
interpolation scheme illustrates that:



Some novel hybrid forecast methods based on picture fuzzy clustering

Rule1:1f x, = 4, and x,=4,, and ... and x, = 4,, Then y =B,

Rule2:If x, = 4, and x, = 4,, and ... and x, = A4,, Then y =5,

Ruleq:1f x, =4, , and x, =4, ,and ... and x, = 4, , Then y =B,

Observations: x, =4 and x, = 4, and ... and x, = 4,

Conclusion: y = B

where Rule j is the j™ fuzzy rule in the sparse fuzzy rule
base, x; denotes the k' antecedent variable, y denotes the
consequence variable, Ay ; denotes the k’ " antecedent fuzzy
set of Rule j, B; denotes the consequence fuzzy set of
Rulej, A} denotes the k’ " observation fuzzy set for the k"
antecedent variable x;, B* denotes the interpolated conse-
quence fuzzy set, d is the number of variables appearing
in the antecedents of fuzzy rules, ¢ is the number of fuzzy
rules,k =1,..,d,and j =1, .., q.

Suppose that we have a dataset with d input time series
{T1 (¢t),T> (), ..., Ty (1)}, and one output time series M (¢),
t =0, .., N. The proposed PFC-PFR method can be shortly
described in Fig. 5.

Step 1: Each element in different matrix is calculated by
(26) based on the variation rates Ry (i), i = 1, .., N of the
kth input time series Ty (i) at time i, where k = 1, .., d.

I () =T i = 1)
T = 1)

Re (i) = x 100 %. (26)

The variation rates {R; (i), R2 (i), ..., Rg (i)} of the
input time series {77 (t), 1> (¢), ..., Ta(®)}, t = 0,.., N
at time i are determined based on (26). N train-
ing samples {Xi, X», ..., Xy}, where X; is represented
by {R1(i),Ry(@),... Rz ({), Ry (i)}, i = 1,.,N are
constructed. Denote X; = {Ii(l), Ii(z), Il.(d), 0,-}

{Ri (i), Ra (i), ... Ra (i), Ro (i)}, where I (0;) is the
k' input (output) of X;, k=1, .., d.

Step 3: The picture fuzzy rules using TPFN are con-
structed based on the clusters { Py, Ps, ..., Pc}, where rule j
corresponds to P;, shown as follows.

Rule j: If xy = Ay j and xo = Ay j and ... and x; =
Ay j Theny = B;

where Rulej is the fuzzy rule corresponding to the clus-
ter Pj, xi is the k'™ antecedent variable, Ag,j is the k'h
antecedent fuzzy set of Rule j, y is the consequence vari-
able, B; is the k'" consequence fuzzy set of Rule j, j =
1,..,C,k=1,..,d, and the real numbers (a’, a, b, ¢, ') of
TPFN Ay ; are calculated in (27-31) with U;; = ‘(lf:;f) .

Besides the positive degree, the neutral and relfusal
degrees also play an important role in determining the
appropriate boundary points represented for the rules. The
best value of U;; indicates the large range of possibility
(uij + nij) and the smaller one of refusal degree (1 + &;;).
This means that a “good” point not only has high positive
and neutral degree but also does not obtain small refusal
degree. Therefore, FC-PFS gives more information and ori-
ents PFR to choose the more appropriate points to make
better rules than other clustering algorithms, e.g. FCM.

/ . (k)
i j = mlni=1,2,..‘,n1,' s 27
/ (k)
Cr,j =maxi—12, nl;"", (28)
b i = 1%, where U;, = max (Uis) . (29)
! ! s I<i<n
. (k)
2ict 2 nand 1®<p,; Uid ¥ ; 30)
ag,j = ,
Zi:l,z ,,,,, nand I <by ; Ui,
L (k)
Yician.. nand 19z, ; Yii X i a1
Ck,j =
Yic12nand 1©p, ;Ui

where Il.(k) is the k" input of the training sample X;, j =
1,..,C, k = 1,..,d. The real numbers (a/,a, b, c, c/) of
TPEN B; of Rule j are described in (32-36).

/ _— ] . .

Step 2: The proposed AFC-PFS algorithm presented ~ %j = MMi=1.2....n i (32)
above is used to partition the training sample into an appro-
priate number of clusters (C) {Py, P2, ..., Pc}. The center C//<,j = max;=1.2,...0;, (33)
V; of cluster P;, the positive degree u;;, the neutral degree
n;j and the refusal degree &;; of X; are calculated by bj = O,, where U;; = max (Ui,j)v (34)
(13-16), j=1,..,C,i=1,.,N. I<i<n
Fig. 5 Steps in PFC-PFR : - -
algorithm Preprocessing Clustering Generating rules

Stepl > Step 2 > Step3

y

Predicted image
Step 7

Train defuzzified parameters Inferred outputs

A

Step 6 Step 4, 5
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Table 3 Training parameters by PSO

I: Data X'; Maximum number of clusters (Cpax); exponent «; threshold &, maximum iteration maxSteps,

the number of particles in PSO-popsize.

O: The optimal parameter (21, z2, 23, 24, z5) for defuzzified function.
1: 8; < random, hj.i) <« random, Pbest; =0, Gbest =0(i =1, .., popsize),t =0
2: Repeat
3: t=t+1
4: For each particle i
5: Calculate the new inferred different matrix by (37) or (39)
6: Calculate di f f; value of the particle i following (41)
7: If(diff; < Pbest; or Pbest; =0)
8: Pbest; = diff;
9: Save best solution of particle i
10: If(Gbest < Pbest; or Gbest =0)
11: Gbest = Pbest;
12: Save best solution of swarm
13: Update particle i by (42-43)
14: Until (Gbest > ¢ ort > maxSteps)
Zi:m ..... pand 19 <p. Ui j x O; the defuzzified values of the antecedent fuzzy sets of Rule j-
aj = — , (35) {DEF(A.j).DEF (Ay;),.... DEF (Ag;)}. |r* —rj]
Yici 2. nand 1®<p; Ui is the Euclidean distance between the vectors r* and rj. The
constraints of the weights are: 0 < W; < 1,j =1,..,C
¢ = Zi=1,2,..‘,nand]i(k)2bj Uij < Oi (36) and Z] \ Wj = 1. DEF (Bj) is the defuzzified value of
; Z,:m,..wn and 1925, Ui, consequence picture fuzzy sets B;.
where O; is the desired output of X; and j = 1, .., C. Based 1
on (27-36), TPEN of the fuzzy rules are constructed. llr=r,| (38)
Step 4: If some picture fuzzy rules are activated Zh 1 ( =7yl )
by the inputs of the i’ sample X; that means
miny<x<q Ua k. (Il.(k)> > 0 then calculate the inferred out- c
put O} in (37) and move to Step 6. Otherwise go to Step 5. P = Z Wj x DEF (Bj), 39
j=l1

4 mini<ksa Ung,; (1) < DEF (8;)

L

0F =
. k ’
>4 miniciea Uny,; (1)

1

(37

Ua, (I ‘(k)) denotes as the membership value of the input

L

I l.(k) belonging to the triangular picture fuzzy set Ay ;, j =
1,..,q and k = 1,..,d. It is calculated based on the tri-
angular picture fuzzy function in (21, 23, 24) with g being
denoted the number of activated picture fuzzy rules and
DEF (B j) being the defuzzified value of the consequence
picture fuzzy set B; of the activated picture fuzzy rule j,
j=1.,q9,i=1,.,N

Step 5: If there is not exist any activated picture fuzzy
rule, calculate the weight W; of Rulej with respect to the
input observations x| = Il, Xy = 12, v Xg = Il.d by (38)
and compute the inferred output O} by (39). r* denotes the

m o

input vectors {I . Ii(d)}, r; denotes the vector of

@ Springer

3.3.1 Training method

Step 6: In order to get the better image prediction, PSO
algorithm is employed to determine the appropriate parame-
ters for defuzzified function. As in (25), the coefficients for
the five real numbers are chosen unequally. We rewrite this
equation by adding parameters (z1, 22, 23, 24, z5) to find the
most appropriate ones in (40).

/ b /
DEF (A) = z1a' + 22a + 23b + z4¢ + Z5¢ 40)
Z1 t 22+ 23 +24+ 25

The training defuzzified parameter process employs the
two last different matrices (m — )™ and (m — 2)™ with
roles as testing sample and input sample (X) respectively.
We use PSO algorithm [5] which is representation of the
movement of organisms in a bird flock or fish school to
optimize these parameters (Table 3).
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Table 4 RMSE values of the algorithms where bold values mean the best records for a given data and predicted image

Data PFC-PFR* FCM-PFR
Predicted image 1 Predicted image 2 Predicted image 3 Predicted image 1 Predicted image 2 Predicted image 3
Data 1 4.303 7.245 8.198 4.371 7.72 8.879
Data 2 6.225 11.325 14.391 6.497 10.278 11.995
Data 3 6.826 9.854 10.509 7.551 10.985 12.071
PFC-STAR* FCM-STAR
Data 1 6.893 7.738 9.646 8.661 8.865 9.828
Data 2 8.704 10.324 12.422 11.158 11.809 12.546
Data 3 9.549 10.42 11.309 12.955 13.209 13.772
FIR ANN
Data 1 4.789 26.395 19.323 5.001 9.453 11.488
Data 2 4.669 26.335 19.412 7.793 11.309 14.35
Data 3 4.967 26.172 19.426 8.892 10.995 15.469
PFC-PFR PFC-STAR
Data 1 4.13 6.557 7.021 4.428 5.331 5.453
Data 2 5.154 9.521 11.642 5.422 9.883 11.072
Data 3 6.088 8.601 9.193 5.985 10.018 11.274

Suppose that there are popsize particles, each of them
is encoded with five parameters (z1, 22, 23, 24, 25) corre-
sponding to the weight for calculating defuzzified value for
TpPFN as a solution. If particle i archives better solutions
than the previous ones, it will record them in the local opti-
mal solutions Pbest- (z Phes t](i), Jj = 1,_5). Denote a new

8;’7 is the velocity for changing of parameter z; of particle
i, j =1,..,6. The optimizing process will continue over all
particles until a number of iterations are reached. The final
solutions within the most suitable of the five parameters
are gathering from all particles through the best values of
particles (Pbest;) and the swarm (Gbest). Gbest includes

35

30

, 5 —

g

5 20

>

Y s  nData3

g 2 Data 2
10 —

uData 1

PFC- FCM- PFC- FCM- FR
PFR*  PFR

ANN PFC-PFR PFC-
STAR*  STAR STAR

Algorithms

Fig. 6 Total RMSE values of the algorithms by all data in predicted
image 1

ZGbest; (the parameter for defuzzified value that make the
rules have best accuracy) and Gbest value, the best quality
value that all particles achieve — fitness value. The fitness
function is calculated in (41) as the difference between the
generated different matrix from Gbest parameters and the
(m — 1™ different pixel matrix.

N
T
i=1

where pix("_l) is the i ’hpixel value of the (m — 1) differ-

i
ent pixel matrices; pi xl.("ew) is the i""pixel value of the new

%
80
70

2 60

g50

€30 nData?

207 — mData 1
10

0 T T
PFC- FCM- PFC- FCM- FIR  ANN PFC-PFR PFC-
PFR* PFR  STAR* STAR STAR
Algorithms

Fig. 7 Total RMSE values of the algorithms by all data in predicted
image 2
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70

60

50

Data 3
| n Data 2
mData 1

RMSE values

PFC- FCM- PFC- FCM- FIR
PFR* PFR  STAR* STAR STAR
Algorithms

ANN  PFC-PFR  PFC-

Fig. 8 Total RMSE values of the algorithms by all data in predicted
image 3

different pixel matrix generated from Gbest parameters.
Each particle i is updated by (42—43) as below.

55.1) = 85-1) + ¢ (Zpbe”](_i) — ZE”) + (ZGbestj — Z?) ,

(42)

o) =246, (43)
where c1, co > 0 are PSO’s parameters. Generally, ¢, ¢2
often are set to be 1. Details of this method are described as
follow.

Step 7: Finally, we calculate the forecast value
MForecasted (1) attimei based on the predicted variation rate
0;*, where M (i — 1) is the actual value attime i — 1 in (44).

MForecasted (i) = M (i — 1) x (1 + 0[*) . (44)

Table 5 Comparison of RMSE of the algorithms

3.3.2 Remarks

PFC-PFR method has some advantages. Firstly, PFC-PFR
uses FC-PFS to partition different pixels in images that
help the making rules process work more exactly. Secondly,
the use of interpolative picture fuzzy rules can help the
algorithm avoid being over-fitted or inaccurate. Finally, the
proposed method employs the training defuzzified param-
eter process with PSO algorithm to improve the predicted
accuracy of the output images. This method can result in
more accurate predicted images than those of STAR tech-
nique because STAR only employs autoregressive method
which affects more than one set of parameters to the output.
However, the proposed method, like PFC-STAR, is of high
computational time because of training process with PSO
algorithm.

4 Evaluation

The data inputs for weather nowcasting are sequent satel-
lite images split from [11] in the same location with interval
time. The image collection includes three sets of images:
Malaysian (Data 1), Luzon — Philippines (Data 2) and
Jakarta — Indonesia (Data 3). Each set contains seven images
consecutively from 7.30 am to 13.30 pm on 28/11/2014. All
images have the same size (100x100 pixels). These images
are shown from Figs. 12—14. Each set of images is divided
into the training and the testing subsets using the Hold-out
cross validation method where the last 3 images denoted
as predicted images 1-3 are assumed to be predicted.

Data PFC-PFR*

FCM-PFR

Predicted image 1 Predicted image 2

Predicted image 3

Predicted image 1 Predicted image 2 Predicted image 3

Data 1 1.041 1.359 1.503

Data 2 1.333 1.189 1.300

Data 3 1.374 1.146 1.143
PFC-STAR*

Data 1 1.669 1.452 1.769

Data 2 1.864 1.084 1.122

Data 3 1.922 1.211 1.230
FIR

Data 1 1.160 4.951 3.544

Data 2 1.000 2.766 1.753

Data 3 1.000 3.043 2.113
PFC-PFR

Data 1 1.000 1.230 1.288

Data 2 1.104 1.000 1.051

Data 3 1.226 1.000 1.000

1.058 1.448 1.628
1.392 1.080 1.083
1.520 1.277 1.313
FCM-STAR

2.097 1.663 1.802
2.390 1.240 1.133
2.608 1535.752 1.498
ANN

1.211 1.773 2.107
1.669 1.188 1.296
1.790 1.278 1.683
PFC-STAR

1.072 1.000 1.000
1.161 1.038 1.000
1.205 1.165 1.226
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Table 6 The Std. values for RMSE of the algorithms

Data PFC-PFR*

FCM-PFR

Predicted image 1 Predicted image 2

Predicted image 3

Predicted image 1 Predicted image 2 Predicted image 3

Data 1 0.104 0.627 1.347

Data 2 0.425 0.805 2.441

Data 3 0.413 0.752 2311
PFC-STAR*

Data 1 0.103 0.634 1.241

Data 2 0.612 0.731 2.451

Data 3 0.426 0.702 2.234
FIR

Data 1 0.000 0.000 0.000

Data 2 0.000 0.000 0.000

Data 3 0.000 0.000 0.000
PFC-PFR

Data 1 0.04 0.467 0.716

Data 2 0.083 0.425 0.757

Data 3 0.168 0.699 0.724

0.143 0.721 1.471
0.479 0.799 2.345
0.451 0.785 2.67
FCM-STAR

0.11 0.651 1.113
0.662 0.701 2.703
0.568 0.893 2.523
ANN

0.036 0.176 0.569
0.167 0.361 0.685
0.017 0.248 0.305
PFC-STAR

0.101 0.599 1.428
0.741 0.831 2.551
0.532 0.702 2.234

In the experiments, we have implemented the following
algorithms:

The proposed PFC-STAR and PFC-PFR methods.

e PFC-STAR* and PFC-PFR*: PFC-STAR and PFC-PFR
methods without training.
FCM-STAR method of [18].

e FCM-PFR: Combining Fuzzy C-Means (FCM) and Pic-
ture Fuzzy Rule (PFR). This algorithm is presented in
a similar hybrid behavior with the proposed methods
in order to validate whether or not the hybridization in
the new algorithms is better than other hybrid schemes.
This could explain why we choose the standalone algo-
rithms to make the hybridization.
Fuzzy reasoning method (FIR) of [14].
ANN of [12].

The number of clusters used in these algorithms is 4 as rec-
ommended in [18]. The experimental results are taken as the
average values after 50 runs. The accuracy of prediction is
measured by Root Mean Squared Error (RMSE).

Table 4 measures RMSE values of the algorithms where
bold values imply the best records for a given data and
predicted image. For instance, with Data 1 and Predicted
image 1, RMSE values of PFC-PFR*, FCM-PFR, PFC-
STAR*, FCM-STAR, FIR, ANN, PFC-PFR and PFC-STAR
are 4.303,4.371, 6.893, 8.661, 4.789, 5.001, 4.13 and 4.428,
respectively. It is obvious that RMSE value of PFC-PFR is
the smallest among all so that this value is marked as bold in
the table. Analogously, we perform the matching with other
data and predicted images and get the results in Table 4.
There are some remarks as follows:

Firstly, according to the number of bold values in the
table, it can be recognized that two proposed methods (PFC-
PFR and PFC-STAR) have the remarkable advantages over
others including the new algorithms without training meth-
ods (PFC-PFR*, PFC-STAR¥*), a hybrid algorithm of an
existing clustering algorithm and the proposed component
(FCM-PFR) and three relevant algorithms (FCM-STAR,
FIR and ANN). PFC-PFR is slightly better than PFC-STAR
with the number of bolds values being 4 compared with 3 of
PFC-STAR.

Secondly, the proposed methods do not give the best
results for the first predicted image. The average values of
PFC-PFR and PFC-STAR by all data for predicted image 1
are 5.124 and 5.278, respectively while those of PFC-PFR*,
PFC-STAR*, FCM-PFR, FCM-STAR, FIR and ANN are
5.785, 8.382, 6.139, 10.92, 4.808, 7.228, respectively. The

8 T
7 T TT - I T T T -[ T
. | |
2
3
0 1 i i
o m Predicted Image 1
é 4 ' mPredicted Image 2
3 " u Predicted Image 3
7 | | |
1

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Number of clusters

Fig.9 RMSE of PFC-PFR algorithm with different clusters of Data 1
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Fig. 10 RMSE of PFC-PFR algorithm with different clusters of Data
2

best value in this case is of FIR. Nonetheless, PFC-PFR
and PFC-STAR also have small RMSE values and are better
than the remained algorithms.

Thirdly, the proposed methods are efficient for the sec-
ond and third predicted images. In the predicted image
2, the average values of the proposed methods (PFC-PFR
and PFC-STAR), variants without training (PFC-PFR* and
PFC-STAR¥*), hybrid FCM-PFR and three relevant algo-
rithms (FCM-STAR, FIR and ANN) are (8.226, 8.41),
(9.474,9.494),9.661, and (11.29, 26.3, 10.58), respectively.
PFC-PFR is the best method in this case. Analogously, in
the predicted image 3, the average values of the proposed
methods (PFC-PFR and PFC-STAR), variants without train-
ing (PFC-PFR* and PFC-STAR*), hybrid FCM-PFR and
the relevant algorithms (FCM-STAR, FIR and ANN) are
(9.285, 9.266), (11.03, 11.12), 10.98, and (12.04, 19.38,
13.769), respectively. PFC-STAR is the best method in this
case. It has been shown that the proposed methods are capa-
ble to maintain high accuracy of predicted images in further
forecast intervals. This is significant because the larger the
forecast interval of weather nowcasting is, the worse the
performance and accuracy of outputs an algorithm would
be. The changes of RMSE values between several predicted

u Predicted Image 1
m Predicted Image 2
= Predicted Image 3

RMSE values
o
I

2 3 45 6 7 8 9 10 11 12 13 14 15 16
Number of clusters

Fig. 11 RMSE of PFC-PFR algorithm with different clusters of Data
3
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images of the proposed method are not much in comparison
with those of other algorithms.

Fourthly, Figs. 6, 7, and 8 illustrate the total RMSE val-
ues of the algorithms by all data in predicted images 1,
2 and 3, respectively. The total value is computed by the
sum of RMSE values of all data for a predicted image. The

12h30 (B)

13h30 (A)

13h30 (B)

Fig. 12 Forecast results of Datal by PFC-PFR (A) and PFC-STAR
B)
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figures also affirm that the proposed methods are better than
the relevant ones- (FCM-STAR, FIR and ANN). Moreover,
the training methods in PFC-PFR and PFC-STAR are quite
important because they significantly reduce RMSE values
as illustrated by the comparison between the proposed meth-
ods (PFC-PFR and PFC-STAR), variants without training

13h30 (B)

13h30 (A)

Fig. 13 Forecast results of Data2 by PFC-PFR (A) and PFC-STAR
B)

(PFC-PFR* and PFC-STAR*). The combination in the pro-
posed methods is also better than the combination of a
well-known clustering algorithm — FCM and our picture
fuzzy rule (PFR) method. This shows the role of pic-
ture fuzzy clustering (PFC) to enhance the accuracy of
forecast.

13h30 (B)

13h30 (A)

Fig. 14 Forecast results of Data3 by PFC-PFR (A) and PFC-STAR
B)
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Table 5 demonstrates the comparison of RMSE values
between the algorithms by marking the bold values in Table 4
as 1 and calculating how many times other values in the
same data and the predicted image are larger than the
bold values. The times are written down in Table 5 to
clearly show ratios between the algorithms. Again, this table
confirms our remarks above.

Table 6 represents the standard (Std.) value for RMSE
values of the algorithms in Table 4. This shows the variation
of RMSE values of all algorithms.

In Figs. 9, 10, and 11, we illustrate RMSE values with
error bars of the PFC-PFR algorithm by different numbers
of clusters on Data 1, 2 and 3, respectively. This shows the
stability of the algorithm in different cases of parameters.

Lastly, Figs. 12, 13, and 14 show the illustrative results of
all data where 4 first images (7h30, 8h30, 9h30 and 10h30)
are used to predict three last images (11h30, 12h30 and
13h30).

5 Conclusions

In this paper, we proposed two novel hybrid forecast meth-
ods based on picture fuzzy clustering for weather now-
casting. The first method named as PFC-STAR uses a
combination of picture fuzzy clustering and spatiotemporal
regression. The second one named as PFC-PFR integrates
picture fuzzy clustering with picture fuzzy rule. Both of
the proposed algorithms employed the training processes
to enhance the predicted accuracy. Experimental evalua-
tion on satellite image sequences of Southeast Asia showed
that the proposed methods are better than the relevant ones.
The main contributions of this paper including PFC-STAR
and PFC-PFR algorithms enrich knowledge of deploying
hybrid forecast methods on picture fuzzy sets for interdisci-
plinary problems. Further research directions of this paper
could lean to the following ways: i) investigate a distributed
version of the algorithms; ii) consider parallel versions of
the algorithms to reduce computational costs; iii) apply the
algorithms to other forecast problems.
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Appendix

Source codes of this paper are available at the following
address:

http://sourceforge.net/p/weathernowcasting/code/ci/
source_code/tree/
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