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Abstract Collaborative filtering is one of widely used
recommendation approaches to make recommendation
services for users. The core of this approach is to improve
capability for finding accurate and reliable neighbors of
active users. However, collected data is extremely sparse in
the user-item rating matrix, meanwhile many existing sim-
ilarity measure methods using in collaborative filtering are
not much effective, which result in the poor performance. In
this paper, a novel effective collaborative filtering algorithm
based on user preference clustering is proposed to reduce
the impact of the data sparsity. First, user groups are intro-
duced to distinguish users with different preferences. Then,
considering the preference of the active user, we obtain the
nearest neighbor set from corresponding user group/user
groups. Besides, a new similarity measure method is pro-
posed to preferably calculate the similarity between users,
which considers user preference in the local and global
perspectives, respectively. Finally, experimental results on
two benchmark data sets show that the proposed algorithm
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is effective to improve the performance of recommender
systems.

Keywords Recommender systems - Collaborative
filtering - User preference - Similarity - Clustering

1 Introduction

With the development of the internet technologies, a deluge
of data from all walks of life results in information overload
problem [1, 12, 23, 31]. To address this problem, many large
web sites and e-commerce sites exploit various convenient
and efficient recommender systems to improve service qual-
ity with the aim to attract and retain loyal users. Such as the
recommendation of books in Amazon [10], applications in
markets [13], videos in YouTube [4], and results in the web
search [41].

Collaborative filtering is one of successful techniques
in recommender systems, which is to recommend items
for a user through analyzing the user’s data, and the data
can be obtained by tracking browsing history, purchasing
records, and rating records, etc [7, 14, 16, 18, 24, 28]. With
years of development, this recommendation technology can
be mainly classified into two categories: the model-based
approach and the memory-based approach [38]. The model-
based approach first constructs a prediction model based
on the user-item rating matrix, and then predicts ratings on
target items. Differing from the former, the memory-based
approach first calculates the similarity between users/items,
and selects the top-k similar users/items as the neighbors
of the active user/target item, and then generates the pre-
dicted results. In addition to collaborative filtering, the
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content-based approaches [27, 30, 36], hybrid filtering [11,
33, 39], and demographic filtering [22, 32, 40] are also
proposed with different applications. Furthermore, referred
to the memory-based approach, which can be categorized
into user-based or item-based. In this paper, we focus on
improving the performance of recommender systems based
on the user-based method to reduce the impact of the data
sparsity [29, 34].

In previous related works, modifications and enhance-
ments of collaborative filtering are mainly embodied in
two aspects: the similarity measure modification and the
neighbor selection[15, 20, 26, 42]. Aimed at the similarity
measure modification, traditional similarity measure meth-
ods, such as Pearson Correlation Coefficient (PCC) [9],
and Cosine (COS) [35] were widely used in recommender
systems. Besides, Jamali and Ester [17] proposed a mod-
ified similarity measure method based on PCC using a
sigmoid function (SPCC), which emphasized the impor-
tance of common rated items. Intuitively, if more common
rated items exist between users, then they are more sim-
ilar. According to the Cosine similarity measure method
does not take the rating scale into account, and the adjusted
Cosine similarity measure method (ACOS) [37] is proposed
to solve the shortage. For example, Ahn [2] introduced
a new heuristic similarity measure method, which con-
sidered three factors of the similarity measure: proximity,
impact, and popularity of ratings, and thus, was called the
PIP method. However, PIP is limited in considering the
local rating information, and ignores the global user pref-
erence. Liu et al. [25] analyzed the shortage of PIP, and
proposed a new heuristic similarity model (NHSM). NHSM
not only inherits the advantage of the PIP method, but also
pays attention to the proportion of common rated items
and user preference. In addition to the above proposed sim-
ilarity measure methods, researchers also have proposed
many modified neighbor selection approaches. For exam-
ple, Kaleli [19] proposed an entropy-based optimization of
forming a more qualified neighbor set, which assigned a
degree of uncertainty (DU) for every user, and demanded
neighbors with minimum differences of the value of DU and
maximum of the similarity with the active user. Boumaza
and Brun [8] introduced a conception about global neigh-
bors, which are neighbors of all active users. Kim and
Yang [21] presented a threshold-based neighbor selection
approach. In this approach, neighbors were determined in
a certain selection range with respect to the similarity of
the preferences. Anand and Bharadwaj [3] introduced a rec-
ommendation framework combining both local and global
similarities to solve the data sparsity, which allows the vari-
ation of the importance given to the global user similarity
with regards to the local user similarity.

In this paper, we present an effective collaborative fil-
tering algorithm based on user preference clustering, which
differs from aforementioned ones. On the one hand, user
groups are introduced to select more accurate and reliable
neighbors for the active user. As we know, users with dif-
ferent preferences have different rating habits. Therefore,
users can be clustered into different user groups. (1) opti-
mistic user group, in which users prefer to rate high marks;
(2) pessimistic user group, in which users prefer to rate
low marks; (3) neutral user group, in which users have the
tendency to give reasonable marks for items. On the other
hand, we notice that most of the previous similarity mea-
sure methods are not suitable for capturing user preference,
and we propose a new similarity measure method to calcu-
late the similarity between users in the process of clustering.
Moreover, extensive experiments show that our proposed
algorithm can significantly improve the performance with
the sparse rating data. Finally, major contributions of this
work can be summarized as follows:

e Users are allocated into different user groups based on
user preference clustering.

e A new similarity measure method with the factor of user
preference is proposed.

e Extensive experimental results show that our proposed
method is effective.

e The proposed algorithm based on user preference clus-
tering can be combined with other similarity measure
methods freely.

The rest of this paper is organized as follows. We
review traditional similarity measure methods and the user-
based collaborative filtering approach in Section 2. And
then, in Section 3, we deeply describe our proposed algo-
rithm. Section 4 demonstrates and explains the experimental
results. Finally, we conclude the work and give future work
in Section 5.

2 Preliminaries

In recommender systems, a user-item rating matrix R is
constructed to make recommendation for the active user, in
which there are ratings of m users on n items, and U denotes
the set of m users, I represents the set of n items. Note
that rating data of the rating matrix is sparse, the missing
or unknown rating data is denoted by the symbol ?, and r,;
denotes the rating of user u# on item i.

According to the user information stored in rating matrix
R, traditional similarity measure methods, such as PCC and
COS, are widely used to calculate the similarity between
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users in the user-based collaborative filtering approach, as
given in (1) and (2) respectively:

Zielub (rai —=7a) X (rpi —7p)

sim(a,b)PCC: ’
\/ZiEIab (rai =Ta)* X \/Zielab (rbi —7p)?
(L
) P X e
sim(a, b)COS _ Zlelab ai bi .

\/Zielub ”31‘ X \/Zie[ub ”}%i
Where sim(a, b) denotes the similarity between user a and
user b, I, is the set of common rated items by user a and
user b, ry; is the rating of user a on item i, and 7, is the
average rating of user a. After the similarity is calculated,
the k nearest similar users are specified as the neighbors of
the active user, then the prediction can be worked out on the
target item. The recommended formula is defined as follow:

ZueU,m- sim(t,u) X (ryj —7ry)
> ueu,,; Isim(t, u)]

Where p;; denotes the prediction of active user ¢ on target
item i, Up,; is the neighbor set of active user ¢, [Upei| = k.

Pri = FI + ) (3)

3 The proposed algorithm

In collaborative filtering, the traditional way of searching
neighbors for the active user depends on the rating infor-
mation of common rated items by two users. However,
some shortages exist in the traditional collaborative filter-
ing approach, i.e., the factor of user preference is not taken
into account, and a small portion of collected users’ data
is utilized. In order to overcome these drawbacks, a novel
effective collaborative filtering algorithm based on user
preference clustering is proposed. The proposed algorithm’s
flowchart is shown in Fig. 1.

3.1 Clustering based on user preference

In practical recommender applications, users could have
starkly different views on an item. For example, some users
are kind and they might rate their likeable and favorite
items with high marks. Conversely, some users have strict
attitudes on the rating, who might tend to rate low marks.
Finally, some users might give reasonable marks for dif-
ferent items. As discussed above, users could be allocated
into three different user groups. Suppose C,, Cp, and C,
represent optimistic user group, pessimistic user group, and
neutral user groups respectively. Meanwhile, ¢, is the clus-
tering center of C,, ¢ is the clustering center of C), and
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¢, 1s the clustering center of C,. Then, we introduce the
selection of clustering centers.

Definition 1 (Different user preferences) Suppose Uy and
U; are two subsets of user set U. In which U, = {u €
Ulry > a},and U; = {u € Ulr, < B}. ¢, € Uy, and
cp € U

Where « is set as a high mark, g is set as a low mark.
For example, in a 1-5 scale rating matrix, « can be set as 4,
and B can be set as 2. Therefore, Uy, is a subset of users who
prefer to rate high marks on items. Similarly, users in the U;
tend to rate items with low marks.

Definition 2 (Maximum rating number) ¢, is a user from
the subset Uy, who has maximum rating number; ¢, is a user
from the subset U; who has maximum rating number.

The above Definitions give two criteria for the selection
of clustering centers, i.e., the expected c, should be with the
preference to rate high marks, meanwhile, ¢, should have as
many ratings as possible on items. Through these criteria,
we can judge a user’s preference via calculating the simi-
larity between the user and all cluster centers. These cluster
centers of different user groups are defined as follow:

Definition 3 Clustering center ¢, of optimistic user group
can be uniquely determined, as follow:

co = u < argmax|l,|, 4)
u

where Yu € Uy, I, = {i € I|r,; #?}. Clustering center
¢ of pessimistic user group can be uniquely determined, as
follow:

¢p = u < argmax|l,|, (®)]
u

where Vu € U, I, = {i € I|ry; #7}.

If Vi € I, then the rating of ¢,, on i is 7;, 7; is the average
rating of item i. With this, clustering center ¢, of neutral
user group is constructed.

From Definition 3, we know c,, cp, and ¢, are uniquely
determined and beneficial for achieving user preference
clustering, in which both ¢, and ¢, are from user set U,
and the difference between ¢, and ¢, is that they are with
totally opposite preference. ¢, is virtual and constructed
for obtaining the neutral user group. In consideration of
an enormous amount of users stored in the user-item rat-
ing matrix, the average rating on an item can represent the
majority view on this item. Therefore, ¢, can be regarded as
a typical user who prefers to give reasonable marks. Based
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Fig.1 Algorithm’s flowchart

on this, three typical users are found as three cluster centers
respectively, who have different characteristics for gener-
ating user groups. Then, we can obtain user groups with
different preferences in Definition 4.

Definition 4 Suppose C = {c,,cp}, Yu € U —C, the
preference of u is determined as follow:

ueC,, if u satisfies sim(u,c,) > sim(u,cp), and
sim(u, c,) > sim(u, c,);

ueCp, if u satisfies sim(u,c,) > sim(u,c,), and
sim(u, cp) > sim(u, cp);

u € Cy, if u satisfies sim(u,c,) > sim(u,c,), and
sim(u, ¢;) > sim(u, cp).

From Definition 4, we can easily identify different pref-
erences of users based on the similarity between users, and
users with the consistent preference are assigned to the
same user group. Therefore, different user groups can be
obtained, i.e., optimistic user group U,, pessimistic user
group U, and neutral user group Uj,.

3.2 User similarity

In the process of clustering, the rating information of clus-
tering centers is with special characteristics, i.e., ¢, prefers
to rate high marks, and the determination of a user’s prefer-
ence depends on the similarity between the user and these
clustering centers. Therefore, an effective similarity mea-
sure method is helpful for assigning the remaining users into
different user groups. In order to highlight the importance

of user preference, we propose a new similarity measure
method to calculate the similarity between users, as follow:

sim(a, b)UPS = exp (—M X |Fq —Fb|>
[1ap]
Lol O 1]
rARSAN
From (6), we know that two important factors are involved.
In the global perspective, user preference is reflected by
calculating the average rating on all items, and the higher
the difference of average ratings between users, the more
different preferences of them are shown. Locally, the fac-
tor of common rated items are taken into account to reflect
the difference between user preferences. Users who have
more common rated items with less difference between their
preferences, the higher their similarity is shown. Therefore,
users who have consistent preferences are easily assigned to
the same user group.
Table 1 shows an example of a user-item rating matrix, in
which u1-us are users and i-ig are items. We can calculate

(6)

Table 1 An example of a user-item rating matrix

i1 in i3 i4 is i6 i7 ig ig
u 1 2 ? 3 2 ? 2 ? ?
u 2 4 4 4 ? ? 2 3
u3 5 5 ? 4 ? 4 3 ? 4
U4 5 ? 5 4 4 ? 4 4 ?
us 1 ? ? ? 2 ? ? ? 2
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the similarity between users in Table 1 by different similar-
ity measure methods mentioned in Section 1, as shown in
Fig. 2. In Fig. 2, since the user similarity matrix is symmet-
ric, and partial similarity values are not demonstrated.

Figure 2a gives the user similarity matrix according to the
COS method. From Table 1, we can see that 1 and us have
similar ratings, both of them prefer to rate low marks, and
thus most of the ratings in u» are 4. However, the similarity
between 11 and u5 is 1 in Fig. 2a. This drawback also exists
in the SPCC method, as shown in Fig. 2b. For example,
Fig. 2b shows that | and u» can obtain the highest corre-
lation regardless of user preference. Compared with COS
and SPCC, the computational similarities are more accu-
rate by the NHSM method, as shown in Fig. 2c. But from
Fig. 2c, we can see that the similarity between u, and uy is
higher than the similarity between u3 and u4, however, u3
and u4 have more similar preference in fact. Figure 2d gives
the user similarity matrix according to the proposed UPS
method. In Fig. 2d, we notice that the similarity between u
and us is high. In addition, both u3 and u4 prefer to rate high
marks, and their similarity is 0.3153, which is higher than
the similarity between u, and u4. Based on these observa-
tions, we can conclude that the proposed similarity measure
method is more suitable for depicting the characteristic of
user preference.

3.3 Recommendation method

In this section, we design the related algorithm to make
recommendations for the active user. From the analysis in
Sections 3.1-3.2, we first calculate the similarity between
users by our proposed method, and the similarity matrix is
denoted by simUFS_ Then, Co» Cp, and ¢, are determined
as clustering centers with different preferences respectively.
Finally, users are assigned to different user groups based
on the user similarity. With this, different user groups are
generated, which are optimistic user group U,, pessimistic
user group U, and neutral user group U,,. After the process
of clustering is finished, we can obtain k nearest neighbors
for the active user, and the neighbor selection approach is
defined as follows:

Definition 5 Suppose U, is the neighbor set of active user
t,|Upeil = k,and U,,; C U.Ift € U,, thenU,,; C U,UU,.
Ift € Up, then Uype; C UpUU,. If t € Uy, then Uye; C Uy,.

From Definition 5, we know that a user from U, could
possibly become a neighbor of all active users, this is
because users from U, have reasonable ratings and are valu-
able for predicting unrated items. Inversely, users from U,
(or Up,) who prefer to rate high marks (or low marks), all of
them can’t become neighbors of the active user who is from

@ Springer

U,. After neighbor set U,,; is obtained for active user ¢, we
can predict the rating p,;, as follow:

Yueu,, SimYPS @ u) x (rui —7u)
Y ueu,,; 1SimUPS (e, u)|

]

Pri = 7[ + ’ (7)

In order to provide a clear description, we display our
proposed method in Algorithm 1.

Algorithm 1 Collaborative filtering algorithm based on user
preference clustering(UPUC-CF)

Input: the rating matrix R, threshold values: @ and S.
Output: the prediction p;; of active user ¢.

1: use Eq. (6) to calculate the similarity between users, and
the similarity matrix generated is denoted by simU?S.

2: determine ¢y, ¢p, and ¢, as clustering centers according
to Definition 3.

3: generate optimistic user group U,, pessimistic user
group Up, and neutral user group U, according to
Definition 4.

4: obtain the neighbor selection range of active user ¢
according to Definition 5, and then generate neighbor
set Uy,; based on the similarity between users.

5. use Eq. (7) to predict rating p;;.

To evaluate the performance of our proposed algorithm,
the analysis of time complexity is imperative. The selection
of clustering centers requires the extra time cost is O (m),
where m denotes the number of users, and when we calcu-
late the similarity between users by the proposed method,
the computational complexity is O (m(m + 2)). As a whole,
although the time complexity of the similarity calculation
has increased slightly compared with traditional user-based
recommendation algorithm (i.e., O (m?)), it is usual that the
similarity is computed off-line to lessen the time complexity
burden.

4 Experiments
4.1 Data sets

We test our proposed algorithm on two well-known
data sets, MovieLens (ML) and HetRec2011-MovieLens
(HRML). The ML data set was collected by GroupLens
research team at the University of Minnesota, in which 943
users rated on 1682 movies with 100000 ratings, and each
user at least had 20 rating recode on movies. The density of
ML data set is 6.3047 %. The second data set HRML was
released on the 2nd international workshop on information
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heterogeneity and fusion in recommender systems. We ran-
domly drew 1036 users and 1300 movies from HRML data
set, the total number of ratings is 106210. And the sparsity
of extracted data set is 92.1139 %. In addition, each data
set is divided into 5 groups. Twenty percent of all data is
selected as the test set, and the remaining data is the train-
ing set. For the impartial of experimental results, we adopt
the 5-fold cross-validation by choosing different test set and
training set.

4.2 Evaluation metrics

To date, researchers have presented many metrics to evalu-
ate the performance of recommender systems [5, 6]. Gen-
erally, evaluation metrics are classified into two categories:
(1) evaluation metrics of the prediction quality, such as
mean absolute error (MAE), coverage, and accuracy; (2)
evaluation metrics of the recommendation quality, such as
precision, recall, and novelty. In order to estimate the per-
formance of our proposed method, we utilize the MAE and
coverage to measure the prediction quality, and the precision
and recall to measure the quality of the recommendation set.

MAE The MAE is one of the most widely used metrics
to evaluate the recommendation accuracy, and is defined as
the average of absolute difference between prediction values
and actual ratings. The lower the MAE reflects, the more
accurate predictions. Assuming I, = {i € I|py; #?Ary; #
7}, which is the set of items rated by user u having prediction
values, p,; is the prediction of user u on item i. The MAE
is calculated as follows:
MAE:L Zielu | Pui — Tuil
#U #1,

uelU

) ®)

Fig. 2 Similarity matrixs of
users in Table 1

u, i,

Coverage The coverage indicates the proportion of pre-
dicted items from the total number of items, which applies
to the recommender system to reflect the capacity of the pre-
diction. This metric should be as high as possible for good
prediction quality. Assuming there are n items, the number
of predicted items is s, the coverage is calculated as follows:

Coverage = i ©))
n

Precision The precision is the proportion of relevant rec-
ommendations from the total number of recommendations.
The higher the precision denotes, the better the recom-
mendation performance. Assuming Z, is the set of top-N
recommendations to user u, 0 is set as a relevancy threshold,
and 6 equals the median value of ratings from the rating
matrix. The precision is calculated as follows:

Precision = L M € Zulrui = 6 A pui = 0) (10)

#U N ’
uelU

Recall The recall is the average proportion of relevant rec-
ommendations from the total number of relevant items that
user actually liked according to actual ratings. This met-
ric is also as high as possible for good recommendation
performance. Assuming 7, is the number of relevant items
in the test set, which are liked by user u. The recall is
calculated as follows:

Recall — LZ#{I. € Zylrui = 0 A pui > 0}.

#U #T,

an

uel

4.3 Experimental results

In order to verify the effectiveness of the proposed algo-
rithm, we first explain that the fact of user preference is

Uy u, s U u, U u, 1
1.0000 0.8176 03756 -0.7192 0.7311]

u, [1.0000 1.0000 0.8981 09104 1.0000] 1,

" 1.0000 0.9600 0.9429 0.9904| u, 10000 0 0 07080

n 1.0000 0.9928 0.9080| u, 1.0000 07080 —0.7311

u, 1.0000 0.9080| 1.0000 —0.7311

u; 10000 | 1.0000 |
(a)cos (b)spcc

u, Uy u; u, us u u, U u, u

u, [1.0000 0.0044 0.0062 0.0055 0.0082] [1.0000 0.0537 0.0044 0.0030 0.3333]

i 1.0000 0.0041 0.0086 0.0051| u, 1.0000 0.0630 0.0869 0.0677

i 1.0000 0.0066 0.0022| u, 1.0000 03153 0.0002

u, 1.0000 0.0030| 1.0000  0.0001

u; 1.0000| 1.0000 |
(c)NHSM (d)ups
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Fig. 3 Validity check of user preference clustering on ML data set

conducive to the performance improvement, and several
experiments are performed on two benchmark data sets,
as shown in Figs. 3—4. Since the number of the nearest
neighbor can affect the performance of recommendation
algorithms, therefore the number of the nearest neighbor k
varies from 10 to 100 in experiments.

Figure 3 demonstrates experimental results on ML data
set. In Fig. 3a, the result labeled as COS-CF shows the MAE
of traditional COS-based collaborative filtering algorithm
[35], and Modified-COS-CF presents the MAE of modi-
fied COS-CF with user preference, which first generates
three user groups by our proposed method, and then forms
the nearest neighbor set from corresponding user group/user
groups based on the similarity calculated by COS. Accord-
ing to the result comparison of COS-CF and Modified-
COS-CF, we can see that the recommendation accuracy of

COS-CF is lower than that of Modified-COS-CF with the
increasing of the number of the nearest neighbors. Similarly,
Modified-PCC-CF is also clearly superior to traditional
PCC-based collaborative filtering (PCC-CF) [9], as shown
in Fig. 3b. Therefore, we can conclude from Fig. 3a, b that
the performance of Modified-COS-CF and Modified-PCC-
CF have significant improvement compared with COS-CF
and PCC-CF. Figure 3c demonstrates the result compar-
ison of a recommendation algorithm based on the UPS
method (UPS-CF) and its modified approach (UPUC-CF).
From Fig. 3c, we can see the MAE of UPUC-CF is lower
in the whole top-k range, however, since user preference
clustering of UPUC-CF depends on the similarity estimated
by the UPS method, the difference of the results is deli-
cate. In addition, Fig. 4 demonstrates experimental results
on HRML data set. From Fig. 4, we can get the same

0.66

0. o
I cos-cF
0.85]
0.8
0.8
< w 0.75
= <
=075 <
0.7
0.7
0.65
0.65]
0.6
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(a) COS

Fig. 4 Validity check of user preference clustering on HRML data set
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results as Fig. 3: all of modified approaches have higher
recommendation accuracy than traditional algorithms based
on single similarity computation. Therefore, we can draw
the conclusion that the recommendation algorithm based on
user preference is more effective.

For further validating our proposed algorithm, we
compare our proposed algorithm with some state-of-
the-art recommendation algorithms, i.e., COS-CF [35],
PCC-CF [9],SPCC-CF [17], and NHSM-CF [25]. Results
of the different algorithm comparisons are shown in
Figs. 5-6.

Figure 5 shows the performance of different algorithms
with the number of the nearest neighbors on ML data set.
In which Fig. 5a, b, ¢, d demonstrate the results of MAE,
coverage, precision, and recall respectively. In Fig. 5a, the
MAE of all algorithms decrease with the increasing of the
number of the nearest neighbors. We can conclude that our
proposed algorithm obtains the better MAE in the whole
top-k range. In Fig. 5b, our proposed algorithm has remark-
able improvement by comparing other algorithms, and the

Fig. 5 Algorithms comparison

coverage is more than 85 % when the number of the nearest
neighbors is 10. In short, our proposed algorithm has bet-
ter prediction quality on ML data set. In addition, Fig. Sc,
d show that the number of recommended items equally
increase with the increasing of the number of the near-
est neighbors, i.e., the number of the recommended item
also varies from 20 to 30 when the k is from 20 to 30. In
Fig. 5c, d, both the precision and recall of the proposed
algorithm always have the better results with the increas-
ing of the number of the nearest neighbors. Therefore,
the effectiveness of the proposed algorithm can be veri-
fied to improve the recommendation performance on ML
data set.

Figure 6 demonstrates experimental results on HRML
data set. From Fig. 6, we can conclude that the change situ-
ation of different algorithms with the increasing of the num-
ber of the nearest neighbors is basically the same as Fig. 5.
Differing from Fig. 5, Fig. 6 shows NHSM-CF and SPCC-
CF compare unfavorably with PCC-CF in terms of the pre-
diction quality and recommendation performance, when the
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number of the nearest neighbors is more than 70. Therefore,
experiments on HRML data set reveal that our proposed
algorithm is superior to other algorithms.

From Figs. 5-6, we can conclude that our proposed
algorithm can obtain the better prediction quality and rec-
ommendation performance than some other methods. As
previous methods mentioned in Section 1, many modi-
fications and enhancements of collaborative filtering are
published aiming to discover more accurate and reliable
neighbors for improving the performance of recommender
systems. Although the purpose of our work is similar with
them, we propose a novel collaborative filtering algorithm
based on user preference clustering. This method consid-
ers users who have different rating habits, and different
typical users are defined to generate user groups with dif-
ferent preferences. Also, a new similarity measure method
is proposed, which not only considers the rating informa-
tion on common rated items by users, but also is up to the
global information of user preference. In short, experimental
results on two benchmark data sets show that the proposed

@ Springer

0.2 —_—
10 20 30 40 50 60 70 80 90 100
Knear

(d) Recall

algorithm is effective to improve the prediction quality and
recommendation performance.

5 Conclusion and future work

In this paper, we introduced a collaborative filtering algo-
rithm based on user preference clustering. Our approach
is based on an assumption that users have different rating
habits. For distinguishing different typical users, the pri-
mary work in this paper is to design a framework to assign
users into user groups with different preferences. There-
fore, the neighbor users of the active user can be found with
consistent preference. As we know, the traditional Pear-
son Correlation Coefficient and Cosine similarity measure
methods have a shortage in that they only consider the factor
of commonly rated items by users. To solve this problem, we
proposed a new similarity measure method to consider user
preference from the local and global perspectives respec-
tively. In addition, an example was illustrated in our paper,
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which has proved that the proposed similarity measure
method is more effective and suitable for calculating the
similarity between users. In experiments, we evaluated the
effectiveness of our proposed algorithm on quality and rec-
ommendation performance improvement respectively, and
experimental results on two benchmark data sets demon-
strated our proposed algorithm has better performance
compared with some state-of-the-art recommendation algo-
rithms. In a word, the proposed algorithm is effective to
improve the performance for recommender systems.

In the future we will continue to analyze the impact of
the user behavior in recommender systems, and study the
mechanism of the user rating behavior.
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