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Abstract The intuitionistic fuzzy set, as a generation of
Zadeh’ fuzzy set, can express and process uncertainty much
better, by introducing hesitation degree. Similarity measures
between intuitionistic fuzzy sets (IFSs) are used to indicate
the similarity degree between the information carried by
IFSs. Although several similarity measures for intuitionis-
tic fuzzy sets have been proposed in previous studies, some
of those cannot satisfy the axioms of similarity, or provide
counter-intuitive cases. In this paper, we first review sev-
eral widely used similarity measures and then propose new
similarity measures. As the consistency of two IFSs, the
proposed similarity measure is defined by the direct opera-
tion on the membership function, non-membership function,
hesitation function and the upper bound of membership
function of two IFS, rather than based on the distance mea-
sure or the relationship of membership and non-membership
functions. It proves that the proposed similarity measures
satisfy the properties of the axiomatic definition for similar-
ity measures. Comparison between the previous similarity
measures and the proposed similarity measure indicates
that the proposed similarity measure does not provide any
counter-intuitive cases. Moreover, it is demonstrated that the
proposed similarity measure is capable of discriminating the
difference between patterns.
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1 Introduction

Since it was proposed by Zadeh [1], the theory of fuzzy
set (FS) has achieved a great success due to its capability
of handling uncertainty. Therefore, over the last decades,
several higher order fuzzy sets have been introduced in the
literature. Intuitionistic fuzzy set (IFS), as one of the higher
order fuzzy sets, was proposed by Atanassov [2] to deal with
vagueness. The main advantage of the IFS is its property to
cope with the uncertainty that may exist due to information
impression. Because it assigns to each element a mem-
bership degree, a non-membership degree and a hesitation
degree, and thus, IFS constitutes an extension of Zadeh’s
fuzzy set which only assigns to each element a member-
ship degree [3]. So IFS is regarded as a more effective way
to deal with vagueness than fuzzy set. Although Gau and
Buehrer later presented vague set [4], it was pointed out by
Bustince and Burillo that the notion of vague sets was the
same as that of IFS [5].

The definition of similarity measure between two IFSs is
one of the most interesting topics in IFSs theory. A similar-
ity measure is defined to compare the information carried
by IFSs. Measures of similarity between IFSs, as an impor-
tant tool for decision making, pattern recognition, machine
learning, and image processing, has received much attention
in recent years [6—27]. Among the similarity measures pro-
posed, a few of them come from the well-known distance
measures [8—12], such as the Hamming distance, the Euclid-
ian distance and the Hausdorff distance. Other similarity
measures are defined based on the linear or non-linear rela-
tionship of the membership and non-membership functions
of IFSs [13-20]. There are also other kinds of similarity
measures, e.g., similarity defined by entropy measures for
IFSs, similarity induced by interval comparison and cosine
similarity [7, 21-27].
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If taking a closer examination on the existing simi-
larity measures between IFSs, we can find that some of
those cannot fully satisfy the axiomatic definition of sim-
ilarity by providing counter-intuitive cases; others are lack
of definitude physical meaning with complicated expres-
sions. Therefore, the definition of similarity measure is still
an open problem achieving more interest. In this paper,
we propose a new similarity measures with relative sim-
ple expression. The proposed similarity measure can be
considered as the consistency of two IFSs. We define it
by the direct operation on the membership function, non-
membership function, hesitation function and the upper
bound of membership function of two IFS, rather than defin-
ing it based on the distance measure or the relationship
of membership and non-membership functions. The com-
putation of our proposed similarity involves operations of
multiplication and evolution without choosing other param-
eters, which is relatively simple and concise. Illustrative
examples reveal that the proposed measures satisfy the prop-
erties of the axiomatic definition for similarity measures.
In addition, several comparative examples are provided to
show the performance of the proposed similarity measure.

The remainder of this paper is organized as follows.
Section 2 presents the definitions related to the IFSs, sim-
ilarity measure between IFSs, and existing similarity mea-
sures together. The new similarity measure, along with
its interpretations is presented in Section 3. Comparison
between the proposed similarity measure and the existing
similarity measures is carried out in Section 4. The applica-
tion of the proposed similarity measure to pattern recogni-
tion is presented in Section 5, followed by the conclusion of
this paper in Section 6.

2 Intuitionistic fuzzy set and similarity measures

In this section, we firstly recall the basic definitions related
to IFS and similarity measure to facilitate subsequent inter-
pretation. Critical analyses on the existing similarity mea-
sures are then presented.

2.1 Basic definitions

Definition 1 Let X = {xy,xp,...,x,} be a universe of
discourse, then a fuzzy set A in X is defined as follows:

A= {{x,uax))|x € X} (1)
where (4(x) : X — [0, 1] is the membership degree.

Definition 2 An IFS A in X defined by Atanassov can be
written as:

A ={(x, pa(x), va(x)) |x € X'} @)
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where ua(x) : X — [0,1] and va(x) : X — [0, 1] are
membership degree and non-membership degree, respec-
tively, with the condition:

0=<palx)+valx) =1 3)
74 (x) determined by the following expression:
wa(x) =1—palx) —valx) “)

is called the hesitancy degree of the element x € X to the
set A,and w4 (x) € [0, 1], Vx € X.

ma(x) is also called the intuitionistic index of x to A.
Greater 4 (x) indicates more vagueness on x. Obviously,
when w4 (x) = 0,Vx € X, the IFS degenerates into an
ordinary fuzzy set.

In the sequel, the couple (14 (x), va(x)) is called an IFS
or intuitionistic fuzzy value (IFV) for clarity. Let I F Ss(X)
denote the set of all IFSs in X.

It is worth noting that besides Definition 2 there are other
possible representations of IF sets proposed in the literature.
Hong and Choi [29] proposed to use an interval represen-
tation [4(x), 1 —va(x)] of intuitionistic fuzzy set A in
X instead of pair (ua(x), va(x)). This approach is equiv-
alent to the interval valued fuzzy sets interpretation of IF
set, where 4 (x) and 1 — vy4 (x) represent the lower bound
and upper bound of membership degree, respectively. Obvi-
ously, [ra(x), 1 — va(x)]is avalid interval, since p4 (x) <
1 — v4(x) always holds for g4 (x) + va(x) < 1.

Definition 3 For A € I FSs(X) and B € [ FSs(X), some
relations between them are defined as:

(R1) ACBiffVx € Xpua(x) < pup(x), valx) > vp(x);

(R2) A=Biff Vx € Xpua(x) = up(x), va(x) = vp(x);

(R3) A€ = {(x,va(x), pa(x)) |x € X}, where A€ is the
complement of A.

Definition 4 Let D denote a mapping D IFS x
IFS — [0, 1], if D(A, B) satisfies the following proper-
ties, D(A, B) is called a distance between A € I FSs(X)
and B € I FSs(X).

(DPI) 0=<D(A,B)=1;

(DP2) D(A, B) = 0,if and only if A = B;
(DP3) D(A, B) = D(B, A);
(DP4) If A € B C C, then D(A, B) < D(A, C), and

D(B,C) < D(A,C).

Definition 5 A mapping S : IFS x IFS — [0,1] is
called a degree of similarity between A € [ FSs(X) and
B € IFSs(X),if S(A, B) satisfies the following properties:

(SP1) 0=S8(A,B)=1;
(SP2) S(A, B)=1,ifand only if A = B;
(SP3) S(A, B) = S(B, A);
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(SP4) If A € B < C, then S(A,B) > S(A,C), and
S(B,C)>S(A,C).

Because distance and similarity measures are comple-
mentary concepts, similarity measures can be used to define
distance measures, and vice versa.

2.2 Existing similarity measures

Because of the relationship between distance measure
and similarity measure for IFSs, they are always defined
together. For the sake of convenience, we would not differ-
entiate these two concepts in this subsection.

The first study was carried out by Szmidt and Kacprzyk
[8] extending the well-known distances measures, such as
the Hamming Distance, the Euclidian Distance, to IFS and
comparing them with the approaches used for ordinary
fuzzy sets. However, Wang and Xin [9] implied that the
distance measure of Szmidt and Kacprzyk [8] were not
effective in some cases. Therefore, several new distance
measures were proposed and applied to pattern recognition.
Grzegorzewski [10] also extended the Hamming distance,
the Euclidean distance, and their normalized counterparts to
IFS. Later, Chen [11] pointed out that some errors existed
in Grzegorzewski [10] by showing some counter examples.
Hung and Yang [12] extended the Hausdorff distance to
IFSs and proposed three similarity measures. On the other
hand, instead of extending the well-known measures, some
studies defined new similarity measures for IFSs. Li and
Cheng [13] suggested a new similarity measure for IFSs
based on the membership degree and the non-membership
degree. Afterwards, Li [26] defined another two dissimilar-
ity measures between intuitionistic fuzzy sets of a finite set,
and it was proved that both of the measures are metrical.
Mitchell [14] showed that the similarity measure of Li and
Cheng [13] had some counter-intuitive cases and modified
that similarity measure based on statistical point of view.
Moreover, Liang and Shi [15] presented some examples
to show that the similarity measure of Li and Cheng [13]
was not reasonable for some conditions, and therefore pro-
posed several new similarity measures for IFSs. Liet al. [16]
analyzed, compared and summarized the existing similarity
measures between [FSs/vague sets by their counter-intuitive
examples in pattern recognition. Ye [7] conducted a sim-
ilar comparative study of the existing similarity measures
between IFSs and proposed a cosine similarity measure and
a weighted cosine similarity measure. Hwang et al. [17]
proposed a similarity measure for IFSs in which Sugeno
integral was used for aggregation. The proposed similar-
ity measure was applied to clustering problem. Xu [18]
introduced a series of similarity measures for IFSs and
applied them to multiple attribute decision making prob-
lem based on intuitionistic fuzzy information. Xu and Chen
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[19] introduced a series of distance and similarity mea-
sures, which are various combinations and generalizations
of the weighted Hamming distance, the weighted Euclidean
distance and the weighted Hausdorff distance. Xu and
Yager [20] developed a similarity measure between IFSs
and applied the developed similarity measure for consensus
analysis in group decision making based on intuitionistic
fuzzy preference relations. Xia and Xu [6] proposed a series
of distance measures based on the intuitionistic fuzzy point
operators.

As an addition to aforementioned studies, some attempts
have been done to define similarity measures based on
the relationships between distance measure, similarity mea-
sure and entropy of IFSs. Zeng and Guo [21] investigated
the relationship among the normalized distance, the simi-
larity measure, the inclusion measure, and the entropy of
interval-valued fuzzy sets. It was also showed that the sim-
ilarity measure, the inclusion measure, and the entropy of
interval-valued fuzzy sets could be induced by the normal-
ized distance of interval-valued fuzzy sets based on their
axiomatic definitions. Wei et al. [22] introduced an entropy
measure generalizing the existing entropy measures for IFS.
They also introduced an approach to construct similarity
measures using entropy measures for IFS and IFSs.

Besides, many other kinds of similarity measure between
IFSs are emerging. Boran and Akay [23] proposed a new
general type of similarity measure for IFS with two param-
eters, expressing L, norm and the level of uncertainty,
respectively. This similarity measure can also make sense
in terms of counter-intuitive cases. Zhang and Yu [24]
presented a new distance measure based on interval com-
parison, where the IFSs were respectively transformed into
the symmetric triangular fuzzy numbers. Comparison with
the widely used methods indicated that the proposed method
contained more information, with much less loss of infor-
mation. Li et al. [25] introduced an axiomatic definition of
the similarity measure of IFSs. The relationship between the
entropy and the similarity measure of IFS was investigated
in detail. It was proved that the similarity measure and the
entropy of IFS can be transformed into each other based
on their axiomatic definitions. G.A. Papakostas et al. [27]
investigated the main theoretical and computational proper-
ties of the measures, as well as the relationships between
them. A comparison of the distance and similarity measures
was carried out by them, from a pattern recognition point of
view.

As a summation, Table 1 presents several well-known
similarity measures that will be analyzed in this paper. In
this table, we let X = {x1,x2,---,x,} be a universe of
discourse, A € IFSs(X) and B € I FSs(X) be two IFSs
in X, denoted by A = {{x, ua(x),va(x))|x € X} and
B = {{x, up(x), vp(x)) |x € X}, respectively. For clarity,
we only give the expressions of similarity measures, with
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Table 1 Similarity measures proposed by other authors

Author(s) Similarity measure

Spc(A, B)=1— ol Y0y lea (ki) =@ (xp)|?

Li and Cheng [13] "
Sup(A, B) =} (pu(A, B) + py(A, B))

Mitchell [14]
Hong and Kim [29]

2n
o/ S . )P
Liang and Shi [15] SP(A, B) = 1 — {f Zim (Guten )
Liang and Shi [15] SP(ALB) = 1 = {f Z= )l
Liang and Shi [15] SP(AL By = 1 — { T e
(A,

o—dH (A.B) _ o~
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Sy(A, B)=1— Yoo 1A G —pp () —(a (x) —vp ()]

3n
Sc(A,B)=1— Yoy [ (ra (i) —va () — (g (xi)—vp (xi))]

D2+ a2 (g () 2+ (wp (1))

1 —
S3, (A, B) = \=dn(A.B)

e 1+dy (A,B)

Yoy laG)—va @) =(upG)—vp i)l iy (ra (i) —pp ()| Hlva () —vp (i)

4n

Chen [28] i
Ye [7 C A B)=1y" A (i) (xi)+va (xi)vp (i)
(71 1rs(A,B) =, i, N

o (ea G = )2+ (a (i) —vp (6:))*
Li[31] So(A,B)=1—\/Z‘(W a0 )
Hung and Yang[12] SLy(A,B)=1—dy(A, B)S%,(A, B) =
Li and Xu [30] SL(A,B)=1-— .

SF(A, B)

Boran and Akay [23]

an absence of the interpretations of other intermediate vari-
ables, which can be found in related references. Since a
comprehensive analysis on most of these similarity mea-
sures has been carried out by Li et al. in [16], it is trivial to
present such analysis repeatedly. More discussion about the
drawbacks of these similarity measures will be detailed in
Section 4.

3 A new similarity measure

Let A = {{(x,uax),vax))|x € X} and B =
{{x, up(x), vp(x))|x € X} betwo IFSs in X. We propose a
new similarity measure. If we consider A and B as intervals
representation, the information carried by them is deter-
mined by not only the lower and upper bounds, but also the
span of the interval. So we can define a similarity measure
between A and B as:

1 n
Sr(a.B) = ) 3 (ViaGoms ) +2v/va (s ()
+ VraG)ma() +/(1 = va@) (L= vp)) )

Theorem 1 Sy (A, B) is a similarity measure between two
IFSs A and B in X.

Proof For the sake of simplicity, [FSs A and B are denoted

by A = {{ua(xi), va(xi))} and B = {{up(x;), vp(xi)}
respectively.

=1- \’/i‘ 2n(11+p) It (uatxi) — wp(x)) — a(x) — vgDIP + 1t (Va(x;) — vp(x;) — (ua(xi) — ug(xi)IP}

(SP1) For each x,y € [0, +00], we have 0 < /xy <
x+y
5

For0 < u(xj)) < 1,0 <v(x) < 1,0 < m(x;) < 1and
0<1-—v(x) <1, wecan get:

i =< Virapp(i) 4+ 2J/valxpvp(xi)  +
VA (x;) + /(1 —va(xi) (1 — vp(x;))

ma(xi)+ump(xi) va (xi)+vp(x;) A (xi)+mp (xi)
< +2- 2 + 5 +

s

I_*UA(xi)‘i‘]*UB(xi)
2

— A (xi)+va(xi)+malx;) up(xi)+vp(xi)+wp(xi)

=1+ 2 + 2

=2

and

0= 3" (Viatms) +2Vvavs(x)
+V/aGe) T () + /(1= vaGe) (1 = vp(x))) < 2n.

So we have 0 < Sy(A, B) < 1.

(SP2) We know that ,/xy achieves its maximum value
Xery when x = y. Therefore, we have:

(i) SyA,B) = 1 & VpaGppx) +
2/va(xi)vp(x;) + VA (xi) e (x;) +
VI —va(x) (1 —vp(xi) =2
& pua(xi) = pupxi), valx;) = vp(x;), ma(x;) =
wp(xi), | —valx;) =1 —vp(x;)
< A=B

Thus, Sy (A, B) = 1,ifand only if A = B.
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(SP3) Itis easy to note that the expression of Sy (A, B) is
commutative. So we have Sy (A, B) = Sy(B, A).
Let C = {{uc(xi), vc(xi))} be another IFS in X,
satisfying A € B € C. We have 0 < pa(x;) <
up(x;) < pc(x;) <land0 < ve(x;) < vp(x;) <
va(x;) < 1, for Vx € X. Based on (5), the simi-
larity measures between (B, C) and (A, C), can be
written as:

(SP4)

1 n
Sr(B.C) =) 3 (Vistiue () +vos(xve ()
Vg (i)me () + /(1= vp () (1= ve ()

1

S0 = 3 (Viaime (o) +Voa Geove (x)
+V/rae)me () + V(1= va@) (1 = ve () )

Fora,b € [0, 1], a + b < 1, we define a function f as:

f(x,y) = Vax +2./by
+/(I—a—b)(1 —x—y)+/(1—b)(1—y)

where x, y € [0, 1], x + y € [0, 1].
Then we have:

of Aa V1—a—b

ax  2Jx  2J/1—x—y

B (a—x)(1—=b)

S 2Jx(1—x—y) (Va(l —x —y) + /(1 —a —b)x)’

of Vb Nl—a—-b  J1-b

dy Sy 2/l-x—y 21—y

B b—y)(1-a)

S 2y —x—y) (Vb1 —x —y) + /(1 —a —Db)y)
b—y

+ .
2/y(1 =) (Vb(1 —y) + /(1 = b)y)

Givena < x < 1,b < 1, we have g;C < 0, which means
that f is a decreasing function of x, when x > a.
For0 <x <a,b <1, we can get gﬁ > (0, which means
that f is an increasing function of x, when, x < a.
Similarly, we can also get ‘35 >0forO0<y<b,a<l

and g§ < 0forb <y < 1,a < 1. These indicate that f
is an increasing function of y for y < b, but a decreasing
function when y < b.

Given a = pua(xi),b = wva(x;) and two cou-
ples (up(x;), vp(x;)), (nc(xi), ve(x;)), satisfying a =
ma(xi) < wup(x;) < pc(x;) and ve(x;)) < vp(x;) <
va(x;) = b, we can get:
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Fluc (i), ve(xi) < fup(xi), ve(xi)) < f(up(xi), vB(x;)).

And then

(i) pa(xi)pe(xi) + v/vaxi)ve(x;)
+ Vra(x)me () + /(1 —va(x)) (1 — ve(xi))
< VA pup (i) + 24/va(xi)vp(x;)
+ Vra(x)me(x) + /(1 —va(x)) (1 — vp(xi))

Therefore, Sy (A, B) > Sy (A, C).

In such a way, if we suppose a = pucx)b =
vc(x;), considering another two couples (up(x;), vp(x;))
and (na(xi), va(xi)), we haver pa(xi) < pp(xi) =
pc(xi) =a,b=vc(xi) <vp(xi) <valx;).

Hence, it follows that

fra(xi), va(x)) < S(up(xi), valx;)) <
f(up(xi), vp(x;)), which can be written as:

(V) Vaxipe (x) +Vva(xive (i) + V/ma(xi)me ()
+ V(1 —va(x)) (1 — ve (x7))
< Vup@dpe ) +  2Jvp(xive(xi)  +
Vg (xi)mwe (xi)
+ V(1 —vp(x)) (1 —ve(xi)).

Then we have Sy (B, C) > Sy (A, C).

So the similarity measure Sy(A, B) satisfies all
properties in Definition 5. It is a similarity measure
between IFSs.

Considering the weights of x;, we can define the

weighted similarity between two IFSs as:

1 n
Swr(A.B) =, Zi:l w; (\/MA(Xi)MB(xi) +2V/va(xi)vp (xi)

+V/7aG)TR () + V(1= vaG) (1 = vp()) ©)
where w; is the weights factor of the features x;, w; € [0, 1]
and ) 7 w; =1

Theorem 2 Swy(A, B)is the similarity measure between
two IFSs A and B in X.

Proof (SP1) Considering the expression (i), we can get:

0= Z:l:l wi (\/HA(xi)MB(Xi) + 2\/11,4 (xi)vp(xi)+
VraGme () + V(1= valn) (1= vp ()

=Y dwi=2.% " wi=2

Therefore, 0 < Swy(A, B) < 1.
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(SP2) Given the implication (ii), we have:

Swy (A, BY=1w; (ViaC)us () +2y/vaivs(xi)
+VTAGDTR) V(1 = vaG) (1= () ) = 2wy
& Vrai) s () + 2y/va(x)vp(x)
VAT () + /(1= va(x)) (1 — vp(x) =2
& pa(xi) = up(xi), va(xi) = vp(x;), ma(x;) =

7B(x;), 1 —va(x;)) =1—vp(x;)
S A=B

So we get Swy(A,B) =1 <& A=B.
(SP3) It is obvious that Syy (A, B) satisfies SP3.

(SP4) Since all w; > 0, we can multiply nequality (iii) and
(iv) by w; as:

w; (\/MA(xi)MC(xi) + Vvalxi)ve (x:)
+VmaG) e () + /(1 —va(x)) (1 — Uc(xi)))
< w; <\//LA(xz')/LB(xi) +2v/va(xi)vp(xi)

VAT () + /(= vaG) (1 = vp(x) )
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w; <\//LA(xz')/Lc(xz') + Vvaxive (x)
VAT ) + /(= vaGe) (1 = ve () )
< w; (\/MB(xi)MC(xi) +2y/up(xi)ve (x:)

+Vp (e () + V(1= ve () (1= ve ()

We obtain Swy(A, B) > Swy(A, C) and Swy(B,C) >
Swy (A, C).

Therefore, Swy (A, B) is a similarity measure between
IFSs A and B.

4 Numerical comparisons

In order to illustrate the superiority of the proposed similar-
ity measure, a comparison between the proposed similarity
measure and all the existing similarity measures is con-
ducted based on the numerical cases in [23], which are
widely used as counter-intuitive examples. Table 2 presents
the result with p = 1 for Sy, SY, S, SP and p =11 =2
for S7.

We can see that Sc(A,B) = Spc(A,B) =
Crrs(A, B) = 1 for two different IF sets A = (0.3, 0.3)
and B = (0.4,0.4). This indicates that the second

Table 2 The comparison of similarity measures (counter-intuitive cases are in bold type)

1 2 3
A (0.3,0.3) (0.3,0.4) (1,0
B (0.4,0.4) (0.4,0.3) (0,0)
Sc 1 0.9 0.5
S 0.9 0.9 0.5
St 0.95 0.9 0.5
So 0.9 0.9 0.3
Spc 1 0.9 0.5
Sug 0.9 0.9 0.5
s’ 0.9 0.9 0.5
st 0.95 0.9 0.5
sy 0.933 0.933 0.5
Sky 0.9 0.9 0
8%y 0.85 0.85 0
Sy 0.82 0.82 0
Cirs 1 0.96 0

s? 0.967 0.9 0.5
Sy 0.985 0.994 0.5

4 5 6
(0.5,0.5) (0.4,0.2) (0.4,0.2)
(0, 0) (0.5,0.3) (0.5,0.2)
1 1 0.95

0.5 0.9 0.95
0.75 0.95 0.95

0.5 0.9 0.93

1 1 0.95

0.5 0.9 0.95

0.5 0.9 0.95
0.75 0.95 0.95
0.67 0.933 0.95

0.5 0.9 0.9

0.38 0.85 0.85
0.33 0.82 0.82

0 0.9971 0.9965
0.833 0.967 0.95
0.354 0.984 0.997
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Table 3 The similarity measures between the known patterns and the unknown pattern in Example 2 (Patterns not discriminated are in bold

type). (p = 1 for Sy, sP.s?, S,f and p=1,1t =2 for S,p)

S(Ay1, B) S(Az, B) S(Asz, B)

Se I 1 1

Sy I 1 1

St 1 0.967 0.9

So 1 0.918 0.784
Spe I 1 1

Sus 1 0.933 0.8

s? 1 0.933 0.8

axiom of similarity measure (S2) is not satisfied by
Sc(A, B), Spc(A, B) and Cyrs(A, B). This also can be
illustrated by Sc(A, B) = Spc(A,B) = 1 when A =
(0.5,0.5), B = (0,0) and A = (0.4,0.2), B = (0.5, 0.3).
As for Sy, So., Sup, S¥, SY and S7, different pairs of A, B
may provide the identical results, which cannot satisfy the
application of pattern recognition. It can be read from
Table 2 that Sy = 0.9 for both A = (0.3,0.3),B =
(0.4,0.4) and A = (0.3,0.4), B = (0.4,0.3). Such sit-
uation seems to be worse for S}“,, S%”, and Si,y, where
all the cases take the same similarity degree except case.3
and case.4. S’ seems to be reasonable without any counter-
intuitive results, but it bring new problem with the choice
of parameters p and ¢, which is still an open problem.
Moreover, we can notice an interesting situation when com-
paring case.3 and case.4. For three IF sets A = (1,0),
B = (0.5,0.5) and C = (0, 0), intuitively, it is more
reasonable to take the similarity degree between them
as: SF(A,C) = 0.15,Sp(B,C) = 0.25 than taking
SP(A,C) = 0.5 and S’ (B, C) = 0.833. In such a sense,
the proposed similarity measure is the most reasonable
one with a relative simple expression, and has none of
the counter-intuitive cases. Three IF sets A = (0.4, 0.2),
B = (0.5,0.3) and C = (0.5,0.2) can be written in
forms of interval values as: A = [0.4,0.8], B = [0.5,0.7]
and C = [0.5, 0.8], respectively. In such a sense, we can
say that the similarity degree between A and C should
not be less than the similarity degree between A and B,
which is also illustrated by other similarity measures except
Sc, Spc and Stp (underlined cases). Therefore, our pro-
posed similarity measure is in agreement with this analy-

Table 4 Symptoms characteristic for the patients

Temperature Headache
Al (0.8,0.1) (0.6,0.1)
Bob (0,0.8) (0.4,04)
Joe (0.8,0.1) (0.8,0.1)
Ted (0.6,0.1) (0.5,0.4)
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S(A1, B) S(A2, B) S(As, B)

sy 1 0.967 0.900

sy 1 0.956 0.867
Shy 1 0.967 0.8

sz, 1 0.898 0.713
Shy 1 0.875 0.667
Cirs 1 1 1

s7 1 0.978 0.933

sis. The proposed similarity measure is the most reason-
able similarity measure without any counter-intuitive cases.
We must note that, among the measures listed in Table
2, S/ seems to be another metric measure without any
counter-intuitive cases. However, it brings a new prob-
lem with the choice of the parameter p and ¢, which
is also an important open problem facing by similar-
ity measures Sgp, SP SP and S,’: . Therefore, we can
say that our proposal is a satisfactory similarity mea-
sure satisfying all axiomatic properties, without any
counter-intuitive cases and the problem of choosing other
parameters.

In order to study the effectiveness of the proposed simi-
larity measure for IFS in the application of pattern recogni-
tion, we consider the pattern recognition problem discussed
in [7, 13].

Suppose there are m patterns, which can be represented
by IFSs A; = {{xi,pa;(xi).va;(x))|xi € X}, A; €
IFSs(X),j = 1,2,...,m. Let the sample to be recog-
nized be denoted as B = {{x;, up(xi), vp(x;))|xi € X}.
According to the recognition principle of maximum degree
of similarity between IFSs, the process of assigning B to Ay
is described by:

k=arg max (S(A;, B)} (7)
j=12,...m

s

Example I Assume that there exists three known patterns
Ay, Ay and Az, with class labels Cy, C» and Cj3, respec-
tively. Each pattern can be expressed by IFS in X =
{x1, x2, x3} as:

Stomach pain Cough Chest pain
(0.2,0.8) (0.6,0.1) (0.1,0.6)
(0.6,0.1) (0.1,0.7) (0.1,0.8)
(0.0, 0.6) 0.2,0.7) (0.0, 0.5)
(0.3,0.4) 0.7,0.2) (0.3,0.4)
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Viral fever Malaria Typhoid Stomach problem Chest pain problem
Temperature (0.4,0.0) (0.7, 0.0) (0.3,0.3) (0.1,0.7) (0.1, 0.8)
Headache (0.3,0.5) (0.2, 0.6) (0.6, 0.1) (0.2,0.4) (0,0.8)
Stomach pain (0.1,0.7) (0.0, 0.9) 0.2,0.7) (0.8,0.0) 0.2,0.8)
Cough (0.4,0.3) (0.7, 0.0 (0.2, 0.6) 0.2,0.7) (0.2,0.8)
Chest pain (0.1,0.7) (0.1, 0.8) (0.1,0.9) (0.2,0.7) (0.8,0.1)

A1 = {{x1,1,0), (x2,0.8,0), (x3,0.7,0.1)},

Ay = {(x1,0.8,0.1), (x2, 1, 0), (x3,0.9,0)},

Az = {{(x1,0.6,0.2), (x2,0.8,0), (x3,1,0)}.
The sample B need to be recognized is:

B = {{x1,0.5,0.3) , (x2,0.6,0.2) , (x3,0.8,0.1)} .

The similarity degree between A; (i = 1,2,3) and B
calculated by (5) is:

Sy (A1, B)=0.887, Sy(Az, B)=0.913, Sy(A3, B)=0.936.

It can be observed that the pattern B should be classified
to A3 with a class label C3. According to the recognition
principle of maximum degree of similarity between IFSs.
This result is in agreement with the one obtained in [7, 13].

Let’s assume that the weights of x{, x, and x3 are 0.5,
0.3, and 0.2, respectively, as they were assumed in [7].
Considering (6), we can get:

Swy(Ay, B) = 0.853, Swy(Az, B)
= 0.919, Swy(As, B) = 0.949.
According to (7), B can be recognized as A3, which is
identical to the result obtained in [7, 13].
To make our similarity measure more transparent and

comparable with the measures proposed earlier by other
authors, the example analyzed in [ 17] will be discussed next.

Example 2 Assume that there are three IFS patterns in X =
{x1, x2, x3}. The three patterns are denoted as follows:

A1 = {(x1,0.3,0.3), (x2,0.2,0.2), (x3,0.1,0.1)},

Ar = {(x1,0.2,0.2), (x2,0.2,0.2), (x3,0.2,0.2)}

Az = {(x1,0.4,0.4), (x2,0.4,0.4), (x3,0.4, 0.4)}

Assume that a sample B = {(x,0.3,0.3), (x2,0.2,0.2) ,
(x3,0.1,0.1)} is to be classified.

The similarity degrees of S(Aj, B), S(Az, B) and
S(A3, B) calculated for all similarity measures listed in
Table 1 are shown in Table 3.

The proposed similarity measure Sy can be calculated
by (5) as:

Sy(A1, B) = 1, Sy(As, B) = 0.990, Sy (A3, B) = 0.932

It is obvious that B is equal to Aj. This indicates that
sample B should be classified to A;. However, the similar-
ity degrees of S(A1, B), S(A2, B) and S(A3, B) are equal
to each other when Sc, Sy, Spc and Cyfps are employed.
These four similarity measures are not capable of dis-
criminating the difference between the three patterns. For-
tunately, the results of Sy(A;, B) (i = 1,2,3) can be
used to make correct classification conclusion. This means
that the proposed similarity measure shows an identical
performance with majority of the existing measures.

5 Applications in pattern recognition

Along with the previous investigation of classification capa-
bilities of the proposed measure, an additional experiment
discussed in [7, 22, 23, 32-36] will be presented as an appli-
cation in pattern recognition. In this paper, we propose an
alternative approach to medical diagnosis using the newly
defined similarity measure.

Table 6 The proposed similarity measure Sy between each patient’s symptoms and the considered set of possible diagnoses

Viral fever Malaria Typhoid Stomach problem Chest problem
Al 0.9347 0.9228 0.9223 0.7673 0.7490
Bob 0.8124 0.6775 0.8997 0.9760 0.8211
Joe 0.9152 0.8271 0.9188 0.7917 0.7456
Ted 0.9576 0.9034 0.9060 0.8577 0.8122
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Suppose that there are four patients Al, Bob, Joe, Ted,
represented as P = { Al, Bob, Joe, Ted} . Their symp-
toms are S = { Temperature, Headache, Stomach pain,
Cough, Chest pain}. The set of diagnoses is defined as D =
{ Viral fever, Malaria, Typhoid, Stomach problem, Chest
problem}. The intuitionistic fuzzy relation P — S is pre-
sented in Table 4. Table 5 gives the intuitionistic fuzzy
relation S — D. Each element of the tables is given
in the form of IFV, which is a pair of numbers corre-
sponding to the membership and non-membership values,
respectively.

In order to make a proper diagnosis for each patient,
we calculate the similarity degree between each patient
and each diagnose. According to the principle of maximum
similarity degree, the higher similarity degree indicates
a proper diagnosis. In Table 6, the similarity degree Sy
between patients and diagnoses are presented. According
to the similarity degrees in Table 6, a conclusion can be
made that Al suffers from Viral Fever, Bob suffers from
Stomach problem, Joe suffers from Typhoid, and Ted suf-
fers from Viral Fever. The diagnosis results for this case
obtained in previous study have been presented in [23]. It
is clear that our proposed method provides the same results
obtained by Vlachos in [33], Own in [36] and Boran in
[23]. Moreover, our proposed similarity measure is cal-
culated based on the IFNs, without any other parameters
such as p,t in [23]. So it can reduce the computation
complexity.

6 Conclusion

Even though several similarity measures between IFSs
have been proposed to cope with uncertainty in infor-
mation systems, most of them have provided counter-
intuitive results. In this study, a new similarity measure
and weighted similarity measure between IFSs are pro-
posed. The new similarity measure is calculated based
on the operations on the membership degree w4 (x), non-
membership degree v4 (x), hesitancy degree w4 (x), as well
as the upper bound of membership 1 — v4 (x). In some spe-
cial cases where some of the existing similarity measure
cannot provide reasonable results, the proposed similar-
ity measure shows great capacity for discriminating IFSs.
Moreover, investigation of the new measure’s classification
capability is carried out based on two numerical examples
and medical diagnosis. It has been illustrated that the pro-
posed similarity measure performs as well as or better than
previous measures. However, our proposed similarity is not
an absolute perfect one. It is stuck with the lack of definitude
physical meaning. Efforts are continuing to look for a more
excellent similarity measure for much better exploration and
exploitation on IFS.

@ Springer
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