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Abstract Churn prediction in telecom has recently gained
substantial interest of stakeholders because of associated
revenue losses.

Predicting telecom churners, is a challenging problem
due to the enormous nature of the telecom datasets. In this
regard, we propose an intelligent churn prediction system
for telecom by employing efficient feature extraction tech-
nique and ensemble method. We have used Random Forest,
Rotation Forest, RotBoost and DECORATE ensembles in
combination with minimum redundancy and maximum rele-
vance (mRMR), Fisher’s ratio and F-score methods to model
the telecom churn prediction problem. We have observed
that mRMR method returns most explanatory features com-
pared to Fisher’s ratio and F-score, which significantly re-
duces the computations and help ensembles in attaining im-
proved performance. In comparison to Random Forest, Ro-
tation Forest and DECORATE, RotBoost in combination
with mRMR features attains better prediction performance
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on the standard telecom datasets. The better performance
of RotBoost ensemble is largely attributed to the rotation
of feature space, which enables the base classifier to learn
different aspects of the churners and non-churners. More-
over, the Adaboosting process in RotBoost also contributes
in achieving higher prediction accuracy by handling hard in-
stances. The performance evaluation is conducted on stan-
dard telecom datasets using AUC, sensitivity and specificity
based measures. Simulation results reveal that the proposed
approach based on RotBoost in combination with mRMR
features (CP-MRB) is effective in handling high dimension-
ality of the telecom datasets. CP-MRB offers higher accu-
racy in predicting churners and thus is quite prospective in
modeling the challenging problems of customer churn pre-
diction in telecom.

Keywords Churn prediction · Telecom · DECORATE ·
RotBoost · mRMR

1 Introduction

Customer churn prediction in telecom is attaining serious
attention of stakeholders in order to retain the customer’s
loyalty and improve the standard of customer relation man-
agement. The telecom operators realize the importance of
retaining the customers instead of striving for adding new
customers every time. The cost incurred to add a new cus-
tomer is far more than retaining a customer whose appetite
is not being properly served [1]. The telecom operators not
only maintain the stable customer base but avoid customer
churning by appropriately targeting the customers, that are
predicted unsatisfied by a churn prediction model.

Customer churn prediction is a binary classification prob-
lem but the large dimensionality and less instances of minor-
ity class in the telecom datasets emerge as major hurdles for
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conventional classifiers to show desired performance. KNN,
a widely used classifier, shows good performance on var-
ious classification problems [3–6] and its hybridized form
with Logistic Regression [7] also claims competitive per-
formance for churn prediction. However, this performance
is constrained to application domains where datasets do
not possess high dimensionality and imbalance distribution.
Few other ensemble classification algorithms have also been
applied to model churn prediction in telecom. One such al-
gorithm uses AdaBoost and ANN Boosting to predict churn-
ers in telecom [8]. Likewise, Logit and ANN ensembles [9],
and Bagging with Stochastic Gradient Boosting [10] are also
used for churn prediction in telecom. Another C5.0 Boosting
ensemble is also reported in literature for predicting churn-
ers in telecom [11]. Though, ensemble classifiers are con-
sidered better performers compared to single classification
algorithm [12–14] but they suffer in achieving desired accu-
racy for predicting churners in telecom.

Researchers have also used tree based ensemble classifi-
cation methods, such as Random Forest [15], Balanced Ran-
dom Forest [16], Rotation Forest [17], RotBoost [18] and its
variants [19] for dealing with the problem of churn predic-
tion, but these approaches also lack required effectiveness
for predicting churn in telecom.

Telecom companies archive the detail call records of var-
ious services availed by the customers. The database also
includes bill and payment information, customers’ demo-
graphics, complaint record etc. Such a large set of infor-
mation makes cellular dataset huge in size compared to
the datasets generated in other subscription based domains.
Moreover, cellular datasets also have large dimensionality,
for considering multiple attributes ranging from personal
demographics to detailed call records. Cellular dataset has
also imbalanced nature with respect to the share of minority
classes. This enormous size, large dimensionality and im-
balance nature of cellular datasets recognize telecom churn
prediction a different problem compared to other application
areas.

In recent studies, a new set of features have been pro-
posed for modeling churn prediction in telecom [20]. The
new feature set has shown improvement with several model-
ing techniques for predicting churners, but the focus of this
study is land-line customer churn prediction, thus the pro-
posed feature set cannot be useful for churn prediction of
cellular users.

The dataset of cellular users is different to the one of non-
cellular users. Generally, landline service providers acquire
limited information and mostly focus on billing and pay-
ments records only [21]. Therefore, both the datasets have
different features, which eventually require different churn
prediction models. Contemporary literature considers cellu-
lar and non-cellular users as different application domains
of churn prediction [22–24]. In addition, there is a grow-
ing trend of increase in cellular users around the world,

which results in high competition between the cellular ser-
vice providers. Thus, cellular service providers require an
efficient churn prediction model to maintain low churn rate
and meet the challenges of saturated markets. Therefore, in
order to meet the requirements of concerned stakeholders,
we have focused in this study to develop an efficient churn
prediction model.

Moreover, contemporary literature presents rare studies
specifically focusing to address the unique problems faced
in churn prediction of cellular users. Therefore, it is hypoth-
esized that a considerable margin of improvement exists to
concentrate on dealing with enormous nature of the telecom
dataset during preprocessing phase, which may extend bet-
ter learning capabilities to the classifiers.

In this work, we have applied F-Score, Fisher’s ra-
tio and minimum redundancy and maximum relevance
(mRMR) feature extraction schemes and it is found that
mRMR scheme provides a reduced set of meaningful fea-
tures that consequently extends better learning capabilities
[25]. mRMR reduced feature set improves the overall per-
formance of used classification methods, where RotBoost
shows competitive performance over Random Forest, Ro-
tation Forest and DECORATE for predicting churners. Re-
sults are evaluated on two standard telecom datasets. Thus
RotBoost in combination with mRMR (CP-MRB) makes a
unique contribution in the domain of churn prediction of
cellular users. AUC, sensitivity and specificity based mea-
sures are applied to evaluate the performances of different
classification ensembles using 10 fold cross validation.

The rest of the manuscript includes methodology in
Sect. 2, which also elaborates the ensemble approaches and
feature selection techniques used in this work. Section 3
presents results and detailed analysis with focus on how
mRMR approach develops a feature space with maximum
discriminative information, which consequently improves
the ensembles’ prediction performance. In the end discus-
sion and conclusions are drawn in Sect. 4.

2 Proposed churn prediction model

Different data mining algorithms are available that are used
to generalize the relationship between the decision of declar-
ing a customer, churner or non-churner and predictor vari-
ables. The predictor variables exhibit the characteristics of
the customers. The performance of such an algorithm to
model churn prediction depends on the nature of input
dataset. The cellular dataset carries comprehensive infor-
mation that describes the relationship of a customer with
the company. This comprehensive information turns cellular
dataset large, in terms of dimensionality and size. Moreover,
the rare presence of churners in cellular dataset also results
in imbalance class distribution. Therefore, cellular dataset
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Fig. 1 Proposed churn
prediction model

requires an effective preprocessing prior to being used for
training the classifier.

Generally, ensemble methods are considered a better
tools for modeling churn prediction in various areas [7].
In the current work, a simulation based study is performed
to analyze the capabilities of high performing ensembles
in collaboration with various feature extraction methods to
specifically model the problem of telecom churn prediction.
The original dataset is initially processed to remove the use-
less and missing values with the help of filters available
in the WEKA data mining tool. Nominal values present in
the dataset are dealt by applying a sampling method that
aggregates nominal values in three categories, i.e. small,
medium and large, depending upon the number of instances
in each category [26]. In case, the training dataset possesses
imbalanced distribution between the classes, then under-
sampling methodology is employed to handle the imbalance
of the dataset. The under-sampling of the training dataset re-
strains ensembles from being biased towards the dominating
class.

Afterwards, mRMR, Fisher’s Ratio and F-Score feature
reduction methods are employed in combination with four
ensembles: Random Forest, Rotation Forest, RotBoost and
DECORATE, as shown in Fig. 1. Feature selection meth-
ods are used to effectively handle the large dimensionality
of the training set, so that it is convenient for the ensembles
to perform effective learning [27]. The performance of each
ensemble is evaluated in the context of applied feature se-
lection method. Further searching the selected features that
extend maximum learning to the ensemble chooses the best
feature set.

mRMR in collaboration with RotBoost shows higher ac-
curacy in predicting churners using two standard telecom
datasets, compared to other combinations of feature extrac-
tion and ensemble methods used in this work. Thus, the

combination of effective preprocessing with high perform-
ing ensemble approach handles large dimensionality and
produces improved prediction performance.

We have adopted 10-fold cross validation to assess the
performance of various combinations of feature extraction
methods and ensembles. 10-fold cross-validation is a helpful
strategy in measuring the generalization capabilities of the
classification approach [28]. The dataset D is divided in 10
sets, D1,D2, . . . . . . .D10. For each iteration (i = 1 to 10)
the classifier is trained with D − Di folds and tested with
Di fold. In the end, the results are accumulated. Although,
telecom datasets are large in size and the use of 10 fold cross
validation increases the computations but accuracy results
produces this way are more generalized.

2.1 Maximum Relevance and Minimum Redundancy
(mRMR) based feature selection

mRMR selects the features, which contain maximum dis-
criminative information. This is accomplished by maximiz-
ing the interclass and minimizing the intraclass proximities.
mRMR works by selecting the features, which are strongly
correlated with class labels and not dependant on each other
[25]. mRMR’s criteria for feature selection is based on min-
imum redundancy and maximum relevance. The maximum
relevance is implemented with the help of the expressions
given in (1) and (2);

maxD(S, c),D = I
({xi, i = 1, . . . ,m}; c) (1)

maxD(S, c),D = 1

|S|
∑

xi∈S

I (xi; c) (2)

where D is dependency that is intended to be maximized
in order to establish maximum relevance of the instances
S with class labels c. I (xi; c) measures the mutual infor-
mation between the instance xi and the corresponding class
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Fig. 2 Random Forest

label c. The maximum relevance is sort out by searching
the feature set, which satisfy the criteria in (1) and approx-
imates the D(S, c) in (2) with the mean value of all mutual
information values between individual feature xi and class c.
A features set S is chosen where the features have higher de-
pendency on the respective class labels. The maximum rel-
evant selected features may have redundancy among them.
Therefore, in order to reduce this redundancy, any single re-
dundant feature is selected which does not compromise the
discriminative power of the feature set. The expression given
in (3) minimizes the redundancy:

minR(S),R = 1

[S]2

∑

xi ,xj ∈S

I (xi, xj ) (3)

The criteria of minimizing redundancy and maximizing rel-
evance are combined in a simple form, where Φ is defined
as given in (4). This simplest form is used to optimize both
D and R.

maxΦ(D,R), Φ = D − R (4)

The feature set obtained using mRMR is expected to be dis-
criminative, for showing strong relevance with the class tar-
gets and at the same time having features with maximum
unique values.

2.2 Fisher’s Ratio based feature selection

Fisher’s Ratio is considered to be sensitive to the normaliza-
tion of data and measures the discriminating power of the
features in the dataset. Fisher’s Ratio is computed as given
in (5).

Fisher’s Ratio = (μ1 − μ2)

σ 2
1 − σ 2

2

(5)

where μ1 and μ2 are the means of binary classes involved,
and σ 2

1 and σ 2
2 the respective variances.

2.3 F-score based feature selection

F-score is a simple technique, which measures the discrim-
ination of two sets of real numbers. Given training vectors
xk, k = 1, . . . ,m, if the number of instances of churner and
non-churner classes are n+ and n−, respectively, then F-
score of the ith feature is defined as:

Fi = (x
(+)
i − xi)

2 + (x
(−)
i − xi)

2

1
n+−1

∑n+
k=1(x

(+)
k,i − x

(+)
i )2+ 1

n−−1

∑n−
k=1(x

(−)
k,i − x

(−)
i )2

(6)

where x
i

is the mean value of ith feature, x(−)
i

is the mean

value for negative instances, and x(+)
i

is the mean value of
the ith feature for positive instances. F-score minimizes the
intraclass distance, whereas maximizes the interclass dis-
tance of the instances as shown in (6). The larger the F-score
is, more likely the feature is discriminative.

2.4 Random Forest

Random Forest [29] is an ensemble of decision trees, which
are grown over bootstrap samples of the training dataset, in-
volving random feature selection in the process of tree con-
struction. The final predictions are made by aggregating the
predictions of all individual trees, as represented in Fig. 2.
Random Forest, being the ensemble of the decision trees,
certainly exhibit substantial performance improvement over
single tree based classifiers. Although, Random Forest is
considered to be good choice in handling the large sized
data, but it suffers in the case of imbalanced training dataset.
Random Forest minimizes the overall error rate, therefore
in the case of imbalanced dataset; the higher total accuracy
sometimes undermines the true prediction of the minority
class. The telecom datasets normally suffer from higher de-
gree of skewness, therefore Random Forest sometimes suf-
fers to show appreciable performance.
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2.5 Rotation Forest

Rotation Forest [17, 19] is a new ensemble classifier that op-
erates by simultaneously improving diversity and accuracy.
Rotation Forest achieves high diversity by employing rota-
tion through linear feature extraction methods such as Prin-
cipal Component Analysis (PCA), Independent Component
Analysis (ICA) etc. on the input data. The original dataset
is divided in K subsets (K is a Rotation Forest parameter)
derived from L original feature space. The desired accuracy
is attained by utilizing all the components of each subset
during learning of the base classifier. This also preserves
the variability information in the data. The original feature
space L is split into K subsets. Then, PCA is applied on each
subset, which results in K axis rotation and forms the new
attributes for a base classifier. Rotation Forest encourages
diversity by using PCA as a feature extraction method for
each base classifier. Whereas, better accuracy is achieved by
utilizing all the principal components for training each base
classifier. Let, the class of an instance X is predicted with
the Rotation Forest ensemble C∗ as given in (7):

C∗(X) = argmax
y∈Φ

T∑

t=1

I
(
Ct

(
XRa

t

) = y
)

(7)

Ct (1 . . . T ) shows the base classifier and y corresponds to
either 0 or 1 for the binary nature of churn prediction prob-
lem. Whereas, Ra

t is the rotation matrix, derived for each of
the feature subsets (1 . . . T ). I is an indicator function that
assigns the instance X, 0 or 1.

Rotation Forest reports superior performance over bag-
ging, AdaBoost and Random Forests on a number of prob-
lems. This improved performance is mainly accredited to
simultaneous improvement in diversity and accuracy. The
increased diversity within the ensemble is achieved by using
feature extraction from the training data and using decision
trees as base classifiers, which are considered sensitive to
variations in training data. Similarly, the increased accuracy
is obtained by utilizing all extracted features, which are prin-
cipal components when PCA is used as feature extraction
method. As Rotation Forest is proven successful in model-
ing various problems, we have also considered Rotation For-
est in combination with various feature extraction methods
to model churn prediction in telecom.

2.6 RotBoost

RotBoost is an ensemble classifier generation technique that
is developed by combining AdaBoost and Rotation Forest
[18, 19]. Adaboost operates in a sequential manner where
each new classifier is constructed, considering the perfor-
mance of previous classifier. In this method, a set of weights
is maintained over the original training set, where initially

for s = 1,2, . . . , S

i. Compute the rotation matrix, Ra
s following the steps

specified by Rotation Forest. I a = [XRa
s y] is the train-

ing dataset extracted corresponding to si feature subset
for classifier CS .

ii. Initialization of the weight distribution for I a as D1(i) =
1
N

(i = 1,2, . . . ,N) governed by AdaBoost

for t = 1,2, . . . , T

iii. A new set I a
t is developed performing N extractions

from I a with replacement.
iv. A classifier Ca

t is trained on I a
t set using Wbase learn-

ing algorithm. The error of Ca
t is computed and weights

over distribution Dt are updated as per Adaboost algo-
rithm.

v. End for

Cs(x) = argmaxy∈φ

T∑

t=1

αtI
(
Ca

t (x) = y
)

Prediction
The ensemble C∗ predicts an instance of dataset as
churner or non-churner:
Cs(x) = argmaxy∈φ

∑S
s=1 I (Ss(x) = y) where, I (.) is an

indicator function.

Fig. 3 The pseudocode of RotBoost algorithm

they all are kept equal. In subsequent iterations, the mis-
classified instances are given more weights and correctly,
classified instances are given less weights. In this way, sub-
sequently trained classifiers better handle hard instances. In
RotBoost, weight updation over the training data distribu-
tion is taken from AdaBoost, while rotation matrix is com-
puted in similar fashion as in Rotation Forest. Generally, the
good performance of an ensemble is also attributed to the
base learning algorithm [20]. Since decision trees are sensi-
tive to little permutations in the learning data, they are con-
sidered suitable to be used as base learner in RotBoost. The
pseudo code of the RotBoost algorithm is provided in Fig. 3.

S and T parameters specify the number of iterations to
be carried out by Rotation Forest and AdaBoost, respec-
tively. K is the parameter that is provided to the Rotation
Forest part of RotBoost that decides the number of feature
subsets. W represents a base learning algorithm. x is a data
instance that is to be classified. I shows the training dataset,
where I = {(xi, yi)} (i = 1,2,3 . . . ,N) denoted by two ran-
dom variables [X Y ]. X is a matrix containing attributes and
their corresponding values in an order of N × p, while Y is
N dimensional column vector keeping the class targets.

RotBoost is a newly introduced ensemble method and
also shows good performance on various problems com-
pared to bagging, CART and C4.5 [20]. Therefore, we also
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include RotBoost in our work, to be explored in combina-
tion with various feature extraction methods for modeling
telecom churn prediction.

2.7 Decorate

DECORATE (Diverse Ensemble Creation by Oppositional
Relabeling of Artificial Training Examples) is an ensem-
ble generation technique that develops a diverse hypothe-
sis using artificially created training instances in addition
to the original training set [30]. DECORATE generates an
ensemble, following an interactive process, where a classi-
fier is first learnt and then added to the current ensemble.
The ensemble members, in successive iterations, are trained
with combination of original and artificially created train-
ing set. Artificial training instances are created in each iter-
ation from the data distribution, where the size of these ar-
tificially created instances is specified as a fraction of origi-
nal training sets. The labels of these artificially created in-
stances are chosen so as to be differing maximally from
the predictions made by current ensemble. The artificial in-
stances for numerical features are computed by first calcu-
lating mean and standard deviation from the training set.
Computed statistics, are then used to generate values for
numeric attributes by using them to define Gaussian dis-
tribution. Artificial values for nominal attributes are com-
puted by calculating the probability of occurrence of each
distinct value in its domain and generating values based
on this distribution. Laplace smoothing is also applied,
in order to ensure the non-zero probability of occurrence
for nominal attribute not being represented in the training
set. The artificially generated instances are assigned labels
based on the predictions made by ensemble in each itera-
tion.

The procedure works by first finding the class member-
ship probabilities using ensemble. The zero probabilities are
replaced with a small non-zero value and are normalized to
make a distribution. Then, labels are selected in a way that
probability of selection is inversely proportional to the pre-
dictions made by current ensemble. So, if Py(x) represents
the class membership probabilities, predicted by current en-
semble as given in (8), then a new label is designated based
on the distribution:

P −1
y (x) = 1/Py(x)

∑
y 1/Py(x)

(8)

This artificially generated training set is referred as di-
versity data. The new classifier is trained on the union of
original training data and the diversity data, which enables
it to be different from the current ensemble. Thus, adding
such a classifier to ensemble increased its diversity. In addi-
tion, the accuracy is also maintained by not considering the
new classifier, if it deteriorates ensemble’s accuracy. This

BaseLearner—decision trees used as base learner
T —training dataset, with labels
Csize—desired ensemble size
Imax—maximum number of iterations
Rsize—size of artificial instances, to be generated

i. i = 1
ii. trials = 1

iii. Ci = BaseLearner(T )

iv. Initializing Ensemble C∗ = {Ci}
v. Ensemble Error, ε =

∑
xj∈T

C∗(xj )�=yj

m

While i < Csize and trials < Imax

vi. R = Rsize × T training instances are created, based
on distribution of training data

vii. Labels are assigned to instances in R, with probabil-
ity of class labels inversely proportional to prediction
of C∗

viii. T = T ∪ R

ix. C′ = BaseLearner(T )

x. C∗ = C∗U{C′}
xi. T = T − R, removing the artificial data

xii. Compute the error ε′ for classifier C∗ as shown in
step v

xiii. If ε′ < ε

xiv. i = i + 1
xv. ε = ε′

xvi. else
xvii. C∗ = C∗ − {C′}

xviii. trials = trials + 1

Fig. 4 The pseudocode of DECORATE algorithm

iterative process continues till the criteria are met, either
committee size is reached or number of iterations is ex-
ceeded.

Let’s an instance x be classified using DECORATE. The
class membership probabilities of x, are computed by each
of the base classifier, Ci in ensemble C∗. Ci computes prob-
ability PCi,y(x) for an instance x belonging to class y. Then,
the class membership probabilities for the entire ensemble
are computed as given in (9):

Py(x) =
∑

Ci∈C∗ PCi,y(x)

|C∗| (9)

where Py(x) represents probability of instance x belonging
to the class y. In case of predicting churn, the problem in-
volves binary classes, therefore most probable class is cho-
sen as the label for an instance x, as given in (10):

C∗(x) = argmaxy∈Y Py(x) (10)

The pseudocode of the DECORATE algorithm is produced
in Fig. 4.
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3 Results and discussion

In current work, we have performed the detailed experi-
mentation involving feature selection and classification ap-
proaches to model churn prediction for telecom. The im-
plementation of Random Forest, Rotation Forest, RotBoost,
DECORATE and other feature extraction methods are ac-
complished using Matlab. The considered ensemble classi-
fiers comprise of 100 constituent members per class, while
decision trees are used as base classifiers in each of the en-
sembles. Generally, AUC is considered a better measure to
evaluate the performance of a classifier [22]. Therefore, it is
used along with sensitivity and specificity measures to study
the impact of feature extraction methods on ensembles to
model churn prediction in telecom.

3.1 Dataset

Public datasets are rarely available which are to be used for
telecom churn prediction. Most of the churn prediction stud-
ies only explain the characteristics of the used datasets and
then analyze the performance of the predictors [16, 19, 23,
24, 31]. The privacy of the customers’ restrains researchers
and companies from publicly publishing the dataset. How-
ever few processed telecom datasets are public, which are
used in this study to model the churn prediction problem.
Table 1 describes the characteristics of the used datasets.
Orange dataset is large in size with 50k instances and 260
features [32]. The dataset is comprised of 190 numerical
and 70 nominal features. Eighteen of the features in the Or-
ange dataset have no value at all and five of the features
have only one value, thus these useless features are dis-
carded. Orange dataset is also imbalanced in nature as the

Table 1 The characteristics of the used telecom datasets

Orange Telecom Cell2Cell

Total Instances 50k 40k

Total Features 260 76

Numerical Features 190 68

Nominal Features 70 8

Data Distribution Imbalanced (7.3 % minority class) Balanced

Missing values Yes No

minority class which represents churners, has only 7.3 %
of scarce share in the whole dataset. The other data set
is provided by Duke University [33] referred as Cell2Cell
dataset. Cell2Cell dataset is already processed and provided
in balanced shape with 40K instances. The dataset contains
8 nominal and 68 numerical features. The nominal values
present in both the datasets, are transformed to numerical
format by grouping the modalities [26] in three categories,
i.e. small, medium and large depending upon the number of
occurrences of instances in each category.

3.2 Performance evaluation without involving feature
reduction

Table 2 reports the performances of Random Forest, Rota-
tion Forest, RotBoost and DECORATE on the original form
of two standard telecom datasets used in this study. All the
four used ensembles suffer in accurately predicting churners
on both the datasets, however, RotBoost comparably per-
forms better compared to the other four ensembles but the
performance is not satisfactory enough which may encour-
age using RotBoost in this form as a modeling technique for
churn prediction. The deteriorated performance implies that
unless appropriate features are not selected, the ensembles
suffer in attaining good training which consequently results
in low prediction accuracy. The results obtained using the
original forms of datasets clearly hint for employing effi-
cient feature selection technique, which may help ensembles
to show better performance. Moreover, the low sensitivity
scores obtained on Orange dataset by all the used ensem-
bles as given in Table 2, clearly indicate the dominance of
non-churners (92 %) in the dataset. Thus an under-sampling
method is essentially required to establish a balance distribu-
tion between the training instances of both classes in order to
avoid the biased learning. As a result, a sampling methodol-
ogy is employed to establish a normal distribution between
the instances of churner and non-churner classes, and here-
after the balanced Orange dataset is used in this work for
further investigations.

3.3 Impact of feature reduction on Random Forest

Feature reduction is performed in the preprocessing phase
in order to provide the meaningful and discriminative fea-

Table 2 Performance
evaluation on Cell2Cell and
Orange datasets

Cell2Cell Dataset Orange Dataset

AUC Sensitivity Specificity AUC Sensitivity Specificity

Random Forest 0.592 0.690 0.601 0.571 0.0049 0.9991

Rotation Forest 0.610 0.666 0.646 0.583 0.0026 0.9998

RotBoost 0.699 0.664 0.632 0.601 0.0291 0.7212

DECORATE 0.561 0.491 0.641 0.490 0.0020 0.7011



666 A. Idris et al.

Table 3 Performance evaluation of Random Forest on Cell2Cell
Dataset

Random Forest

Cell2Cell Dataset

D∗ AUC Sensitivity Specificity

mRMR 34 0.772 0.720 0.671

F-Score 36 0.746 0.689 0.646

Fisher’s Ratio 37 0.723 0.656 0.647

Table 4 Performance evaluation of Random Forest on Orange Dataset

Random Forest

Orange Dataset

D∗ AUC Sensitivity Specificity

mRMR 36 0.7511 0.6883 0.6739

F-Score 38 0.7214 0.6508 0.6553

Fisher’s Ratio 40 0.7185 0.6704 0.6489

tures to the classifiers. Mostly, classifiers suffer from irrel-
evant feature space [34]. mRMR, F-Score and Fisher’s ra-
tio methods are applied to analyze the impact on prediction
performance of used ensembles. For each feature extraction
method, exhaustive search is performed to select the maxi-
mum discriminative features which enable ensembles in at-
taining better prediction performance. Exhaustive search is
separately conducted for mRMR, F-Score, and Fisher’s Ra-
tio in combination with Random Forest.

Table 3 reports the prediction performance of Random
Forest in collaboration with the used feature extraction
methods, on Cell2Cell dataset. Results show that 34 best
mRMR features extend most discriminative and meaning-
ful information to Random Forest. Random Forest attains
highest AUC of 0.722 with mRMR features. Table 4, gives
the performance of Random Forest on Orange dataset.

Random Forest predicts the churners with highest accu-
racy of 0.7511 AUC for Orange dataset using only 36 best
mRMR features. Results in Table 3 and Table 4 clearly in-
dicate that Random Forest attains improved accuracy in pre-
dicting churners for both the datasets using mRMR features.
Moreover, results also show that Random Forest obtains bet-
ter prediction performance with less number of mRMR fea-
tures compared to F-Score and Fisher’s Ratio based features.

3.4 Impact of feature reduction on Rotation Forest

Rotation Forest encourages diversity by employing PCA and
rotating the input data space using rotation matrix. Rotation
Forest achieves higher accuracy by utilizing all principal
components extracted from feature subsets. Table 5 and Ta-
ble 6 present prediction performance of Rotation Forest on
both datasets. Rotation Forest in combination with set of 35

Table 5 Performance evaluation of Rotation Forest on Cell2Cell
Dataset

Rotation Forest

Cell2Cell Dataset

D∗ AUC Sensitivity Specificity

mRMR 35 0.762 0.721 0.583

F-Score 37 0.691 0.670 0.629

Fisher’s Ratio 37 0.652 0.603 0.610

Table 6 Performance evaluation of Rotation Forest on Orange Dataset

Rotation Forest

Orange Dataset

D∗ AUC Sensitivity Specificity

mRMR 39 0.7011 0.5983 0.6739

F-Score 46 0.6014 0.5608 0.6353

Fisher’s Ratio 50 0.5685 0.4704 0.6489

Table 7 Performance evaluation of DECORATE on Cell2Cell dataset

DECORATE

Cell2Cell Dataset

D∗ AUC Sensitivity Specificity

mRMR 35 0.789 0.728 0.669

F-Score 37 0.740 0.682 0.639

Fisher’s Ratio 37 0.713 0.601 0.638

best mRMR features obtain highest prediction performance
of 0.762 AUC on Cell2Cell dataset. Similarly, Rotation For-
est in combination with 39 best mRMR features produces
improved prediction performance on Orange dataset. Thus,
mRMR features extend sufficient information, which en-
ables Rotation Forest to yield good performance. Whereas,
Rotation Forest suffers in predicting churners from both
the datasets when provided with F-Score and Fisher’s ra-
tio based features. Fisher’s Ratio and F-Score methods are
ranking based feature extraction methods, which do not con-
sider the relationship between features and respective class
labels. While, mRMR’s criteria of selecting features is more
succinct, which considers correlation of features with class
labels and also ensures minimal inter dependency of fea-
tures. This is the main reason for Rotation Forest’s attaining
better prediction performance in combination with mRMR
features.

3.5 Impact of feature reduction on DECORATE

Tables 7 and 8 show the performance of DECORATE
in combination with mRMR, F-Score and Fishers’ Ratio,
in predicting churners for Cell2Cell and Orange datasets,
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Table 8 Performance evaluation of DECORATE on Orange dataset

DECORATE

Orange Dataset

D∗ AUC Sensitivity Specificity

mRMR 39 0.749 0.688 0.673

F-Score 40 0.711 0.670 0.645

Fisher’s Ratio 44 0.699 0.660 0.632

Table 9 Performance evaluation of RotBoost on Cell2Cell Dataset

RotBoost

Cell2Cell Dataset

D∗ AUC Sensitivity Specificity

mRMR 31 0.816 0.765 0.746

F-Score 36 0.726 0.679 0.627

Fisher’s Ratio 37 0.724 0.675 0.629

Table 10 Performance evaluation of RotBoost on Orange Dataset

RotBoost

Orange Dataset

D∗ AUC Sensitivity Specificity

mRMR 36 0.761 0.729 0.673

F-Score 38 0.731 0.681 0.655

Fisher’s Ratio 40 0.721 0.630 0.668

respectively. DECORATE creates new artificial instances
which are combined with original dataset, and then ensem-
ble members are trained on more diversified training dataset.
DECORATE attains 0.789 AUC using 35 best mRMR fea-
tures from Cell2Cell dataset. Similarly, DECORATE scores
0.749 AUC with the set of 39 best mRMR features for pre-
dicting churners from Orange dataset. DECORATE’s per-
formance in combination with F-Score and Fisher’s ratio de-
teriorates. Sensitivity measure indicates that DECORATE,
when used with Fisher’s Ratio, weakens prediction per-
formance on both the datasets, as reported in Table 7 and
Table 8. DECORATE assigns labels to the artificially cre-
ated instances in inverse proportion to the labels of original
dataset for introducing diversity. Thus, if selected features
are unable to provide meaningful information, then the arti-
ficially created instances of DECORATE also do not signifi-
cantly contribute in enabling better learning to the classifier.

3.6 Impact of feature reduction on RotBoost

RotBoost ensemble efficiently exploits the advantages of
Rotation Forest and Adaboost methods. The Adaboost’s it-
erative approach to tackle hard instances assists RotBoost

in attaining improved accuracy. Table 9 and Table 10 list
the results that RotBoost has achieved in predicting churn-
ers for Cell2Cell and Orange datasets. It is clearly observed
that RotBoost in collaboration with only 31 best mRMR fea-
tures produce highest prediction performance on Cell2Cell
dataset. Similarly, RotBoost also achieves highest prediction
performance on Orange dataset using 36 best mRMR fea-
tures. RotBoost achieves 0.816 AUC for Cell2Cell dataset
and 0.7612 AUC for Orange dataset respectively that is
appreciable prediction performance compared to the other
combinations of feature selection and ensembles methods.

mRMR feature extraction method proves its effectiveness
in combination with RotBoost as well, compared to F-Score
and Fishers’ ratio methods. mRMR method adopts criteria
that characterizes the relationship of a feature with class
label and also improves the proximity of the instances in
data space, which ultimately helps ensembles to attain bet-
ter learning. RotBoost shows highest accuracy in predict-
ing churners with only 31 best mRMR features as shown in
Table 9. A set of 36 and 37 best features are extracted us-
ing F-Score and Fisher’s Ratio separately which yield 0.726
and 0.724 AUC, respectively, with RotBoost. However, Rot-
Boost achieves the highest accuracy of 0.816 AUC with only
31 best mRMR extracted features.

3.7 Discrimination analysis of feature extraction methods

Fisher’s ratio measures the discrimination offered by the fea-
tures by considering mean and variance of the binary classes
in the telecom dataset. Fisher’s ratio is considered sensitive
to the non-normality of the dataset. While F-Score adopts
better criteria, which minimizes the intraclass, distance and
maximizes the interclass distance of the instances. It is ob-
served from the results shown in Tables 2–7, that F-Score’s
criteria of selecting features is effective compared to Fisher’s
ratio and it consequently impacts in attaining better learning.

F-Score’s ability of enabling ensembles to produce better
prediction results compared to Fisher’s Ratio lies in mini-
mizing the intraclass and maximizing interclass distance of
data instances. mRMR method selects the features which
show strong correlations with class labels, while being not
dependent on each other. This way, the proximity of in-
stances is improved that ultimately extends better learning
to ensembles. mRMR method selects the features which are
minimally redundant and maximally relevant. The results
shown in Tables 2–7 clearly indicate that mRMR is an ef-
fective method compared to F-Score and Fisher’s Ratio in
selecting discriminative features which enable ensemble to
attain improved prediction performance. Additionally, in or-
der to study the impact of feature extraction method on data
space, PCA is applied on dataset before and after applying
a specific feature extraction method. PCA encompasses the
maximum variance present in the dataset and yields artifi-
cial principal components. The initial principal components
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Fig. 5 Feature spaces of
Cell2Cell dataset

encompass maximum variance of the dataset. Principal com-
ponent one (PC1) is plotted against principal component two
(PC2) to see the separability introduced between instances
after applying a feature extraction method. Figure 5, shows
the feature spaces before and after applying a feature selec-
tion method.

3.7.1 mRMR vs. Fisher’s Ratio vs. F-Score

Data space of the original dataset is shown in Fig. 5(a).
It can be clearly observed that instances share same co-
ordinates in the data space. Therefore, it will be difficult
for a classifier to learn a distinctive pattern from such a
complex data space. mRMR method transforms the fea-
ture space which ultimately establishes favorable classifi-
cation pattern for an ensemble compared to Fisher’s Ratio
and F-Score as shown in Fig. 5(d). mRMR extracted fea-
tures establish strong relevance with class targets and also
ensure maximum unique instances present in the dataset
which ultimately establishes distinguishable separability be-
tween churners and non-churners. The plots shown in Fig. 5
clearly indicate the difference in the feature space, before
and after applying mRMR method and other feature extrac-
tion methods. mRMR method considers the correlation of
feature with class labels, which improves the feature extrac-
tion criteria compared to ranking criteria of F-Score and
Fisher’s ratio. mRMR features introduce separability be-
tween the instances of churners and non-churners which
consequently improve the prediction performance of used
ensembles. Therefore, mRMR has emerged as the promis-
ing technique compared to F-Score and Fisher’s Ratio for
extracting most discriminative features, which improves the
prediction performance.

3.8 Performance comparison of Random Forest,
DECORATE, Rotation Forest, and RotBoost

Random Forest and rotation based ensembles have already
been used to model churn prediction problems in telecom
[18, 19], but they do not achieve the desired accuracy in pre-
dicting churners. The complex nature of the telecom dataset
is the reason behind such a deteriorated performance. There-
fore, in this study, a churn prediction model is proposed
that handles the enormous nature of the telecom dataset and

addresses the unique problems faced in predicting telecom
churners.

The results shown in Tables 2–7 clearly highlight that
the extraction of useful features from the dataset enables
classifier in attaining improved performance. Random For-
est, Rotation Forest, DECORATE and RotBoost have shown
improved prediction performance when mRMR extracted
features are provided for training. Simulation results show
that appropriate feature selection method is a vital factor
in attaining higher prediction performance. mRMR method
appears most effective compared to Fisher’s Ratio and F-
Score. The ensemble methods improve the prediction per-
formance on both the datasets when provided with mRMR
features. Moreover, the best mRMR features which produce
good results are less in number compared to the best feature
sets selected through F-Score and Fisher’s Ratio as shown
in Tables 2–7 The reduced number of mRMR features pro-
vides the most meaningful and discriminative information,
that ensemble requires to learn pattern from complex tele-
com datasets.

Random Forest and DECORATE in combination with
mRMR features, produce better prediction performance for
both datasets, compared to Rotation Forest as shown in
Figs. 7 and 8. Whereas, RotBoost in combination with
mRMR (CP-MRB), outperforms all other combination of
ensemble and feature extraction methods. Although, Rota-
tion Forest does not show good prediction results on both
the datasets, but when it is combined with Adaboost in Rot-
Boost ensemble, it achieves maximum accuracy in predict-
ing churners for both the datasets as shown in Fig. 8 and
Fig. 9. RotBoost exploits the advantages of both, Rotation
Forest and Adaboost methods. RotBoost inherits the better
tradeoff of variance-bias term from Rotation Forest. Addi-
tionally, Adaboosting in RotBoost contributes the iterative
process of updating weights over training instances to max-
imize the prediction performance. Rotation Forest (part of
RotBoost) develops a rotation matrix, using principal com-
ponents extracted from feature subsets. Principal compo-
nents are rearranged in the rotation matrix to rotate the train-
ing data in order to maximize the diversity. The Adaboost
part works in a sequential manner, which considers the per-
formance of previously generated classifiers and updates the
weights of training instances accordingly. This iterative ap-
proach of Adaboost to focus on hard instances makes Rot-
Boost achieve higher accuracy in predicting scarce churners,
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Fig. 6 Performance comparison of Random Forest, Rotation Forest,
DECORATE and RotBoost on Cell2Cell dataset

Fig. 7 Performance comparison of Random Forest, Rotation Forest,
DECORATE and RotBoost on Orange dataset

compared to Random Forest, Rotation Forest and DECO-
RATE.

In addition to the best mRMR features provided to Rot-
Boost, the implicit feature selection is also performed in de-
veloping rotation matrix, using PCA which further improves
the learning of pattern by rotating the training set. The best
mRMR features are also less in number which results in
fewer computations involved in Adaboosting process of Rot-
Boost. The combination of mRMR and RotBoost in our pro-
posed CP-MRB approach appears as most promising in pre-
dicting churners for telecom datasets. CP-MRB achieves an
accuracy of 0.816 AUC with only 31 best mRMR features,
on Cell2Cell dataset, as shown in Fig. 6. While CP-MRB ob-
tains 0.761AUC on Orange dataset with only 35 best mRMR
features, as given in Fig. 7.

3.9 CP-MRB churn predictor using mRMR and RotBoost

CP-MRB approach is based on mRMR and RotBoost meth-
ods to model the challenging problem of churn predic-
tion in telecom. mRMR method, adopts a unique criteria
of minimal-redundancy and maximal-relevance for select-
ing the features. Features, which have strong relevance with

Fig. 8 Performance comparison of Random Forest, Rotation Forest
and RotBoost in terms of AUC, on Cell2Cell dataset

Fig. 9 Performance comparison of Random Forest, Rotation Forest
and RotBoost in terms of AUC, on Orange dataset

class targets, are selected through calculating mutual infor-
mation between each feature and class label. The maximum
relevance criteria may lead to the feature set which are re-
dundant i.e. dependency among such features could be large.
Therefore one of the two dependent features is removed,
which does not alter the respective class’s discriminating
power. Thus, mRMR method selects the features consider-
ing their relevance with class labels, unlike Fisher’s ratio
and F-score’s ranking criteria. This way, a reduced feature
set is selected which is less redundant and contains max-
imum discriminative information, which consequently ex-
tend better learning to ensembles. All the used ensembles
(Random Forest, Rotation Forest, DECORATE and Rot-
Boost) obtain highest prediction performance using mRMR
extracted features. Whereas, RotBoost obtains best predic-
tion performance on the datasets by efficiently exploiting the
reduced and meaningful mRMR features as shown in Fig. 8
and Fig. 9. Thus, the best results produced by CP-MRB are
attributed to:
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Table 11 Performance comparison of the proposed CP-MRB ap-
proach with existing approaches

Performance Comparison on Orange Dataset

Method AUC

CP-MRB 0.761

Gradient Boosting Machine [35] 0.737

Stochastic Gradient Boosting [37] 0.728

Decision stump based model [36] 0.725

Decision tree based mode l [36] 0.715

Bayesian Net (BN) based approach [31] 0.714

• Use of mRMR method in selecting most relevant features,
in addition to the inherent feature selection performed by
Rotation Forest in RotBoost.

• Maximum diversity obtained within ensemble (RotBoost)
by using feature extraction on training data, utilizing all
principle components and using decision trees as base
classifier, considered to be sensitive to variations in train-
ing data [19].

• Iterative Adaboosting process in RotBoost, to adjust the
weights of hard instances, which plays vital role in truly
predicting the scare churners in the telecom datasets and
contributes significantly for achieving improved accuracy.

3.10 CP-MRB comparison with other existing approaches

CP-MRB approach emerges as most effective in accurately
predicting churners for Cell2Cell and Orange datasets as
shown in Fig. 8 and Fig. 9. Table 11 gives the comparison
of CP-MRB with other existing approaches, on the basis of
AUC scores attained on Orange dataset.

Results produced by CP-MRB are compared with a
method that use a gradient boosting machine to predict
churners and achieve highest AUC of 0.737, reported so
far on the small version of Orange dataset [35]. The gra-
dient boosting based approach uses decision trees as base
classifier with boosting, and adopts ranking based feature
selection criteria. The instances are split into 1 % quantiles
and mean response for each quantile is calculated using half
of the training data. The calculated mean is applied to the
other half and AUC is calculated which rank the variables.
This method lacks a systematic approach, and is based on
imputational method for feature selection.

We have also compared our results with an Adaboost
based approach [36]. In this work, Adaboost based model
is optimized with multi armed bandit (MABs). Adaboost
builds a classifier in a step wise fashion by adding simple
base classifiers to pool and use voting for the final predic-
tion. The approach constructs the data subsets optimized
through MABs and then ultimately Adaboost only searches
these subsets instead of optimizing the base classifier over

Table 12 Performance comparison of the proposed CP-MRB ap-
proach with existing approach

Performance Comparison on Cell2Cell Dataset

Method AUC

CP-MRB 0.816

Naïve Bayes (NB) based approach [31] 0.818

the whole space. The results in Table 12 show that the
0.7258 AUC and 0.7158 AUC are attained [36], using tree
and stump based learners with Adaboost respectively for Or-
ange dataset.

A comparison with Stochastic Gradient Boosting algo-
rithm is also made [37], that applies boosting with deci-
sion trees as classification method to model churn predic-
tion. This method scores 0.7282 AUC for Orange dataset.
In another study, Bayesian networks with oversampling at-
tains 0.714 AUC, amongst other classification methods used
to prediction churners for Orange dataset [31].

In our CP-MRB approach a systematic methodology is
followed by first, selecting features which have maximum
explanatory power, using mRMR and then high performing
RotBoost is employed to predict churners. CP-MRB attains
highest AUC of 0.761 on Orange dataset that is competitive
to AUC scores produced by other existing methods as shown
in Table 11. The highest AUC score, reported so far on Or-
ange dataset is 0.737 [35] therefore, our CP-MRB approach
outperforms other existing approaches and achieves highest
accuracy of 0.761 AUC.

CP-MRB approach attains competitive prediction per-
formance on Cell2Cell dataset as well, compared to Naïve
Bayes’s performance [31]. The difference in performance
is marginal, therefore CP-MRB approach is regarded as
more generic compared to the Naïve Bayes based approach.
In Verkerke W. et al. [31] work different classification
techniques produce high prediction accuracy on different
datasets, while our CP-MRB approach has attained high
prediction performance on both the datasets. Moreover, we
have adopted 10 fold cross validation to evaluate perfor-
mance of our CP-MRB approach, whereas a single ran-
dom split of the data set is performed in Verkerke W. et al.
[31] work to evaluate performance. Therefore CP-MRB ap-
proach is considered as a more generic solution to model
telecom churn prediction that efficiently handles the telecom
datasets and produces high accuracy in predicting churners.

4 Conclusion

mRMR and RotBoost appear as promising feature extrac-
tion and classification tools, respectively to model the chal-
lenging problem of churn prediction in telecom. mRMR ef-
ficiently reduces the feature space which in turn provides



Intelligent churn prediction in telecom: employing mRMR feature selection and RotBoost based ensemble 671

better learning capabilities to RotBoost. Hence, mRMR ap-
pears as an efficient feature reduction technique to mitigate
the high dimensionality of the telecom dataset compared to
Fishers’ Ratio and F-Score. mRMR not only reduces the fea-
ture space but also provides the most discriminative features
which eventually help RotBoost to attain the highest predic-
tion accuracy. RotBoost is a rotation based ensemble that
achieves high accuracy and diversity. It operates in an itera-
tive manner, thus small sized feature space also lessens the
computations involve in training and testing phases. Thus
our CP-MRB proposed approach, uniquely employs mRMR
and RotBoost that effectively handles the main hurdle of
high dimensionality of telecom dataset, and attains good
prediction performance. Consequently, CP-MRB is believed
to be beneficial for enhanced prediction of the churners in
telecom industry.
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