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Abstract In this paper, we propose a fusion classification
method based on reconstruction error and normalized dis-
tance for palmprint recognition. This method first obtains
an approximate representation of the test sample by solv-
ing a linear system in which the test sample is assumed to
be a linear combination of all the original training samples.
Then it replaces the test sample by its approximate repre-
sentation and decomposes the approximate representation as
a weighted sum of all the training samples. The proposed
method calculates the reconstruction error of the approxi-
mate representation from the weighted sum of the training
samples from each class. The method also computes the nor-
malized distance between the test sample and each class. Fi-
nally, the method integrates the reconstruction error and nor-
malized distance between the test sample and a class to form
the matching score and assigns the test sample into the class
that has the smallest matching score. Experimental results
on the palmprint databases demonstrate the effectiveness of
our method.
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1 Introduction

Palmprint recognition has been widely studied and has be-
come one of the hottest biometrics technologies [1–7]. As
the palmprint image contains very rich texture information,
these methods on palmprint recognition can achieve a very
high accuracy [8–10].

A palmprint recognition system should implement the
following procedures: palmprint image capture, feature ex-
traction and palmprint classification. Different literatures
have proposed various palmprint recognition methods. For
example, the appearance-based method uses the whole
palmprint image to produce its holistic features for palm-
print recognition [11–19]. In the appearance-based method,
the whole region of interest (ROI) image of the palmprint
image is used to act as the input. To extract features from
one sample, the feature extraction procedure should run only
one time. Typical appearance-based palmprint recognition
methods include the Eigenpalm [12–15], two-dimensional
principal component analysis (2DPCA) [16, 20], two-
dimensional locality preserving projections [21], Fisher-
palm [22] and two-dimensional linear discriminant analysis
(2DLDA) [23–25]. Besides the conventional appearance-
based methods mentioned above, a special appearance-
based method named representation-based method has also
been used for palmprint recognition. This method also treats
the whole image as the input and extracts holistic features
of the sample. For example, Xu et al. [26] have exploited
a linear combination of all the training samples to repre-
sent the test sample and used the representation result to
perform palmprint recognition. As the representation-based
method can obtain higher classification accuracy than con-
ventional appearance-based methods and attract increasing
attention [26–29].

The representation based methods can be categorized
into two kinds: the L2 norm based representation method
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(2NBRM) and the L1 norm based representation method
(1NBRM). The representation methods proposed in [27–
31] are typical examples of 2NBRM. The representation
methods proposed by Wright et al. [32, 33] are typical ex-
amples of 1NBRM. Compared with 1NBRM, 2NBRM has
remarkable advantages on computational efficiency since
2NBRM does not need to iteratively compute the solution
of a linear system. And, 2NBRM obtains a higher accu-
racy than 1NBRM. For example, Zhang et al. [27] and
Shi et al. [28] illustrated that 2NBRM outperforms the
well-know 1NBRMs proposed in [32, 33] in classification
accuracy. Moreover, the L2 norm based two-phases test
sample sparse representation method (TPTSSR) proposed
in [29] achieved an excellent performance in face recog-
nition. Hereafter sparse representation means that a linear
combination of all the training samples is used to represent
the test sample. TPTSSR uses an elaborate scheme to deter-
mine the training samples that are best suited to represent the
test sample and depends on a weighted sum of these training
samples to classify the test sample. The success of 2NBRM
also help people understand the following fact: for represen-
tation based method, the classification strategy i.e. the strat-
egy to exploit the contribution in representing the test sam-
ple of different classes for classification rather than the use
of L1 or L2, norm plays the most important role. Moreover,
to use the L1 norm is not the sole way to obtain the sparsity.
Actually, a proper use of the L2 norm can also lead to sparse
representation [29]. Previous literature has also shown that
the key to the representation method seems to be to make the
genuine class have the maximum contribution in represent-
ing the test sample. The representation based method can
also be viewed as a method in which all the training samples
try to provide a good representation for the test sample in a
competitive way [34].

Various feature-based palmprint recognition methods
which depend on the line features or coding features ex-
tracted from local regions of the palmprint image have also
been used for palmprint recognition [35–42]. For exam-
ple, the ordinal feature [43], principle line [44] and Ga-
bor feature [45] of the palmprint have been used for palm-
print authentication. Among feature-based palmprint recog-
nition methods, the competitive coding method achieves a
very good performance [40, 41]. The scheme integrating
the appearance-based method and feature-based method has
also been proposed in [46].

We see that conventional appearance-based palmprint
recognition methods are easy to implement but usually do
not lead to a very high accuracy. However, feature-based
palmprint recognition methods can obtain a satisfactory ac-
curacy but have a high computational cost. Compared with
these two kinds of methods, the representation-based palm-
print recognition method can obtain a better performance.
Especially, 2NBRM is also computationally very efficient.

With this paper we propose a novel representation-based
palmprint recognition method. The proposed method be-
longs to norm-based method and depends on an approximate
representation of the test sample to classify it. This method
first assumes that a weighted sum of all the training samples
can stand for the test sample and obtains the weight coeffi-
cients by solving a linear system. It then takes the sum of
all the training samples weighted by the weight coefficients
as the approximate representation of the test sample. The
method again expresses the approximate representation as a
weighted sum of all the training samples. The method re-
spectively calculates the reconstruction error of the approx-
imate representation from the weighted sum of the training
samples from each class. The method also computes the nor-
malized distance between the test sample and each class.
Finally, the method combines the reconstruction error and
normalized distance between the test sample and a class to
classify the test sample.

The method proposed is simple and computationally effi-
cient and has the following rationales: the original test sam-
ple data might contain noise, so it is also not necessary to
accurately represent it. As a result, it is a good way to de-
compose the test sample into two components, i.e. the in-
terpretable component (the approximate representation) and
remainder component and to exploit only the interpretable
component to perform classification of the test sample. This
will allow the training samples from different classes to
more “freely” compete in representing the test sample and
will enable the effect, on the representation of the test sam-
ple, of different classes to be evaluated more precisely. On
the contrary, since the original representation-based method
tries its best to interpret the test sample as a linear combina-
tion of all the training samples, its performance in classifi-
cation will be affected by the noise in the test sample.

From the viewpoint of numerical analysis as shown in
Sect. 3, the weight vector corresponding to the approximate
representation also has a smaller norm, so it is numerically
more stable and can perform better in classification of the
test sample. Moreover, the distance between the test sample
and each class provides another kind of matching scores be-
tween the test sample and a class, so the fusion of the recon-
struction error and distance can lead to higher classification
accuracy. The experimental results show that the proposed
method outperforms the state-of-art palmprint recognition
methods in classification accuracy.

2 Main steps of fusion method based on reconstruction
error and normalized distance

The fusion method based on reconstruction error and dis-
tance includes the following main steps. The first step ob-
tains an approximate representation of the test sample. It
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Table 1 The proposed
algorithm Step 1 Compute Z using Eq. (1) and take XZ as the approximate representation of test sample y

Step 2 Compute P using Eq. (2)

Step 3 Compute the reconstruction error using Eqs. (3), (4) and (5)

Step 4 Compute the distance using Eqs. (6) and (7)

Step 5 Compute the matching score using Eq. (8). Assign the test sample into the class with the smallest
matching score

achieves this by solving a linear system. This step also
records the approximate representation of each test sam-
ple. Then the second step obtains a linear combination of
all the training samples that best approximates the approxi-
mate representation of the test sample. Finally, the third step
evaluates the contribution of the training samples of each
class in representing the approximate representation. After
the distance between the test sample and each class is calcu-
lated, this distance is combined with the reconstruction error
between the approximate representation and the contribution
of each class to classify the test sample.

Suppose that there are C classes and each class provides
n training samples. Let xi

1, . . . , x
i
n denote n training samples

from the i-th class (i = 1, . . . ,C). The algorithm’s steps are
described as follows:

Step 1. Let y denote the test sample. Use y = y
‖y‖ and

xi
j = xi

j

‖xi
j ‖ to convert the test sample and training sam-

ples into unit vectors. Hereafter all the norms are the 2
norm. Suppose that y ≈ ∑C

i=1
∑n

j=1 xi
j z

i
j = XZ, X =

[x1
1 , . . . , x1

n, . . . , xC
1 , . . . , xC

n ], Z = [z1, z2, . . . , znC]T can be
approximately satisfied. The objective is to minimize both
‖y−XZ‖2 and ‖Z‖2. According to the Lagrange algorithm,
Z should be computed using

Z = (
XT X + σI

)−1
XT y (1)

where I and σ denote the identity matrix and a small posi-
tive constant, respectively. We take XZ as approximate rep-
resentation of test sample y and denote it by ya .

Step 2. For test sample y, we assume that we can approx-
imately obtain ya ≈ XP , P = [p1

1, . . . , p
1
n, . . . , p

C
1 , . . . ,

pC
n ]T . Let the objective function be min(‖ya − XP ‖2 +

σ‖P ‖2). Then P is computed using

P = (
XT X + σI

)−1
XT ya (2)

Step 3. Use the following equation to evaluate the contri-
bution of the training samples of the i-th class in represent-
ing the approximate representation

coni =
n∑

j=1

pi
j x

i
j (3)

where pi
j is the entry of P . It is clear that both P and X have

nC entries and pi
j acts as the weighted coefficient of xi

j . We

calculate the deviation between the approximate representa-
tion of the test sample and the contribution of the training
samples of the i-th class

deviai = ‖ya − coni‖ (4)

For test sample y, deviai = ‖ya − coni‖ is normalized using

devia′
i = deviai − deviamin

deviamax − deviamin
(5)

where deviamax, deviamin denote the maximum and mini-
mum reconstruction errors, respectively.

Step 4. We compute the distance between the test sample
and the original training samples of the i-th class using

dsiti = 1

n

n∑

j=1

∥
∥y − xi

j

∥
∥ (6)

For test sample y, dsiti is normalized using

dist′i = dsiti − dsitmin

dsitmax − dsitmin
(7)

where distmax, distmin denote the maximum and minimum
distances, respectively.

Step 5. For test sample y, we calculate the matching score
of the test sample with respect to training samples of the i-th
class using

scorei = a × devia′
i + b × dist′i (8)

where a and b are the weights of the reconstruction error
and distance, respectively.

We consider that a low reconstruction error means that it
is accurately reconstructed. If h = arg mini scorei , we will
assign test sample y into the h-th class. In other words, we
assign the test sample into the class with the smallest devia-
tion.

The above steps are not terminated until the classification
of all the test samples has been performed. We summarize
the main steps of the proposed method as Table 1.

3 Potential rationale of our method

All the training samples are usually not able to provide ac-
curate representation of the test sample, this is because the
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Fig. 1 The illustration of the accountable component ya and unac-
countable component ε of test sample y

number of the training samples are usually less than the di-
mensionality and they cannot span a linear space.

The first step of our method has the following effect: it
can somewhat discard the “noise” embedded in the test sam-
ple. The “noise” might consist of two parts. The first part is
the conventional noise that is generated from the imaging
process, e.g. electromagnetic noise. The second part is the
difference between the test sample and the training samples
from the same subject, which is mainly caused by varying
illumination, pose and facial expression. Moreover, the ap-
proximate representation is also the nearest to the test sam-
ple among the “possible” representation generated from the
training samples. Since the approximate representation is
obtained using the criterion of minimizing the l2 norm of
the coefficient vector, it will be the nearest to the test sam-
ple in comparison with the approximate representation ob-
tained using other criterions. On the other hand, the “noise”
indeed means the information that cannot be represented by
the training samples. It is probably that the “noise” is differ-
ent from the training samples in data construction. After the
“noise” is discarded, our method will not be affected by the
“noise” and will be easier to determine the class that makes
the most contribution to representing the test sample. Fig-
ure 1 shows the illustration of the accountable component
ya and unaccountable component ε of test sample y. In this
figure, ε denotes the “noise”.

It can be seen from Fig. 1 that y = yα + ε. We assume
that the probability of the test sample y, being from class ci

(i = 1, . . . ,C), is directly related to ‖y − coni‖, that is

p(ci |y) ∝ Dmax − ‖y − coni‖ (9)

where Dmax stands for a number greater than the maximum
value of ‖y − coni‖. A smaller ‖y − coni‖ means a greater
posterior probability p(ci |y). The classification rule of the
proposed method indeed classifies the test sample into the
class that has the greatest posterior probability.

‖y − coni‖ = ‖yα + ε − coni‖
≥ ‖yα − coni‖ ⇒ Dmax − ‖y − coni‖
≤ Dmax − ‖yα − coni‖ (10)

Based on this, the approximate representation yα of the
test sample y has greater posterior probability than that of

Fig. 2 Four original 2D palmprint test samples from the 2D + 3D
palmprint database and their approximate representations. The four
original 2D palmprint test samples are shown in the first row and their
approximate representations are shown in the second row

Fig. 3 Four original 3D palmprint test samples from the 2D + 3D
palmprint database and their approximate representations. The four
original 3D palmprint test samples are shown in the first row and their
approximate representations are shown in the second row

the global representation y. Therefore, the weight vector of
the approximate representation is always smaller than that
of the global representation.

Figure 2 shows four original 2D palmprint test sam-
ples from the 2D + 3D palmprint database (please refer
to Sect. 4) and their approximate representations. Figure 3
shows four original 3D palmprint test samples from the
2D + 3D palmprint database and their approximate repre-
sentations. These approximate representations are obtained
under the condition that the first five 3D ROI and 2D ROI
images collected per palm in the first session are respectively
used as training samples and the first 3D ROI and 2D ROI
images per palm collected in the second session are respec-
tively taken as testing samples.

We refer to the weight coefficients of the representation-
based classification method as weight vector. The weight
vector is indeed the solution of the linear system. It is clear
that when linear system has a solution with a small norm, the
solution is numerically stable and can generalize well. Fig-
ure 4 shows the norms of the weight vectors of the global
representation and approximate representation. This figure
illustrates that the norm of the weight vector of the approxi-
mate representation is always smaller than that of the global
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Fig. 4 The norms of the weight
vectors of the global
representation and approximate
representation

Fig. 5 The weight coefficients, of the first test sample, generated from
the global representation. The first three 2D ROI images collected in
the first session are used as training samples

representation. As a result, the solution of the approximate
representation is always numerically more stable than that of
the global representation. This, of course, will be helpful for
exploiting the solution to recognize the palmprint. Figures 5,
6, 7, 8 show the weight coefficients, of the first test sample,
generated from the global representation and approximate
representation on the 2D palmprint image from the 2D+3D
palmprint database.

4 Experiments

In this section, to evaluate the proposed method, extensive
experiments are designed to demonstrate the effectiveness of
the proposed method on different palmprint databases. For
the sake of completeness, we compare the performance of
the global method [29], the method based on reconstruction
error, the method based on distance, the algorithms proposed
in [7, 26] and our algorithm. In addition, the optimal values
are chosen for the parameters a and b in formula (8) in the
experiments.

4.1 Experiments on the PolyU palmprint database

The Hong Kong PolyU palmprint database consists of 7752
images captured from a total of 386 palms of 193 individuals
(http://www.comp.polyu.edu.hk/~biometrics). The samples
were collected in two sessions where the average interval
between the two sessions was around two months. We se-
lected 4246 images of 386 different palms (11 samples per
palm). All images are cropped to 32 × 32 pixels.

We respectively used the first five, six, and seven im-
ages as training set and the rest as testing set. It can be
seen from Table 2 that the recognition rates of the proposed
method vary slightly along with the change of the parame-
ters a and b (a > b). Moreover, the proposed method obtains
better recognition performance.

4.2 Experimental result on the 2D + 3D palmprint database

We also used a 2D + 3D palmprint database to perform ex-
periments. This database contains 8000 palmprint samples
collected from 400 different palms [37, 38]. Twenty samples
from each of these palms were collected in two separated
sessions, where 10 samples were captured in each session,
respectively. The average time interval between the two ses-
sions is one month. Each sample contains a 3D ROI (region
of interest) and its corresponding 2D ROI. All images are
cropped to 32 × 32 pixels.

We separately used the first three, four, five, and six 3D
ROI and 2D ROI images collected in the first session as
training samples and took the first five 3D ROI and 2D ROI
images collected in the second session as test samples. Ta-
ble 3 shows the error rates of various methods. From Table 3
we can see that the proposed method has the best perfor-
mance.

4.3 Experimental result on corrupted palmprint images

In this experiment the 2D + 3D palmprint database shown
in Sect. 4.2 is also used. We first exploited Matlab function
“imnoise” to cause Gaussian corruption for the palmprint

http://www.comp.polyu.edu.hk/~biometrics
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Fig. 6 The weight coefficients,
of the first test sample,
generated from the approximate
representation. The first three
2D ROI images collected in the
first session are used as training
samples

Fig. 7 The weight coefficients,
of the first test sample,
generated from the global
representation. The first six 2D
ROI images collected in the first
session are used as training
samples

Fig. 8 The weight coefficients,
of the first test sample,
generated from the approximate
representation. The first six 2D
ROI images collected in the first
session are used as training
samples

Table 2 The error rate for
various methods on PolyU
palmprint database

Number of training samples 5 6 7

Xu et al. [26] 1.76 % 1.98 % 2.03 %

D. Zhang et al. [7] 0.98 % 0.89 % 0.85 %

Global method 0.73 % 0.83 % 1.04 %

The method based on reconstruction error 0.65 % 0.73 % 0.91 %

The method based on distance 1.34 % 1.41 % 1.46 %

The proposed method (0.6,0.4) 0.56 % 0.73 % 1.04 %

The proposed method (0.7,0.3) 0.60 % 0.62 % 0.97 %

The proposed method (0.8,0.2) 0.56 % 0.62 % 0.84 %

The proposed method (0.9,0.1) 0.56 % 0.67 % 0.91 %
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Table 3 The error rate for various methods on 2D + 3D palmprint database

Number of training samples 3 4 5 6

Xu [26] on 3D/2D 8.78 %/5.23 % 7.88 %/4.53 % 7.26 %/4.21 % 6.98 %/4.01 %

D. Zhang [7] on 3D/2D 7.23 %/4.48 % 6.82 %/4.12 % 6.12 %/3.65 % 5.98 %/3.13 %

Global method on 3D/2D 8.05 %/4.15 % 7.20 %/3.75 % 6.50 %/3.45 % 6.50 %/3.15 %

The method based on reconstruction error 7.32 %/3.95 % 6.28 %/3.14 % 6.09 %/3.03 % 6.01 %/2.96 %

The method based on distance 8.34 %/4.54 % 7.27 %/3.78 % 6.88 %/3.57 % 6.52 %/3.24 %

The proposed method (0.7,0.3) 6.75 %/3.30 % 5.95 %/2.75 % 5.75 %/2.75 % 5.70 %/2.75 %

Table 4 The error rate for various methods on corrupted palmprint database

Number of training samples 3 4 5 6

Xu [26] on 3D/2D 8.96 %/6.42 % 8.18 %/5.27 % 7.98 %/5.11 % 7.11 %/4.96 %

D. Zhang [7] on 3D/2D 7.77 %/5.29 % 7.12 %/4.98 % 6.59 %/4.43 % 6.14 %/3.98 %

Global method on 3D/2D 8.20 %/6.05 % 7.20 %/5.60 % 6.75 %/5.05 % 6.10 %/5.05 %

The method based on reconstruction error 7.54 %/5.19 % 6.69 %/4.91 % 6.07 %/4.38 % 5.45 %/4.09 %

The method based on distance 8.44 %/6.37 % 7.56 %/5.97 % 6.86 %/5.49 % 6.43 %/5.36 %

The proposed method (0.7,0.3) 6.70 %/4.25 % 6.05 %/3.65 % 5.75 %/3.70 % 5.55 %/3.55 %

images. The parameters mean and variance of the Matlab
Gaussian noise were set to zero and 0.01, respectively.

Table 4 illustrates the error rates of each method. From
Table 4, we can see three main points. First, the proposed
algorithm outperforms other algorithms. Second, the pro-
posed algorithm is more robust than other algorithms under
a noised condition. From the first and the second points, we
can see that the proposed approach can indeed improve the
palmprint recognition accuracy.

5 Conclusions

As a representation-based classification method, the pro-
posed method factorizes the test sample datum into two
components, the interpretable component and remainder
component. The interpretable component reflects the max-
imum capability of all the training samples in representing
the test sample and can be viewed as the composition of the
test sample that can be explained, whereas the remainder
component is the composition of the test sample that can-
not be interpreted by the training samples and might mainly
consisting of the “noise” in the test sample data. By neglect-
ing the remainder component of the test sample and using
the approximate representation to stand for the test sample,
the proposed method makes the training samples from dif-
ferent classes more “freely” to compete in representing the
test sample. At the same time, the distance between the test
sample and each class provides a novel matching scores be-

tween the test sample and each class. Experimental results
indicate the effectiveness of the proposed method.

References

1. Janev M, Pekar D, Jakovljevic N, Delic V (2010) Eigenvalues
driven Gaussian selection in continuous speech recognition using
HMMs with full covariance matrices. Appl Intell 33(2):107–116

2. Jain AK, Feng J (2009) Latent palmprint matching. IEEE Trans
Pattern Anal Mach Intell 31(6):1032–1047

3. Mahmoud SA, Al-Khatib WG (2011) Recognition of Arabic
(Indian) bank check digits using log-Gabor filters. Appl Intell
35(3):445–456

4. Xu Y, Zhang D, Yang J-Y (2010) A feature extraction method for
use with bimodal biometrics. Pattern Recognit 43(3):1106–1115

5. Zia Uddin M, Lee JJ, Kim T-S (2010) Independent shape
component-based human activity recognition via hidden Markov
model. Appl Intell 33(2):193–206

6. Zhang D, Kanhangad V, Luo N, Kumar A (2010) Robust palmprint
verification using 2D and 3D features. Pattern Recognit 43:358–
368

7. Valova I, Milano G, Bowen K, Gueorguieva N (2011) Bridging
the fuzzy, neural and evolutionary paradigms for automatic target
recognition. Appl Intell 35(2):211–225

8. Zhang D, Song F, Xu Y, Lang Z (2009) Advanced pattern recogni-
tion technologies with applications to biometrics. Medical Infor-
mation Science Reference

9. Guo Z, Zhang L, Zhang D (2010) Feature band selection for mul-
tispectral palmprint recognition. In: ICPR, pp 1136–1139

10. Dai Q, Bi N, Huang D, Zhang D, Li F (2004) M-band wavelets
application to palmprint recognition based on texture features. In:
ICIP, pp 893–896

11. Gui J, Jia W, Zhu L, Wang S-L, Huang D-S (2010) Locality pre-
serving discriminant projections for face and palmprint recogni-
tion. Neurocomputing 73(13):2696–2707



314 Z. Liu et al.

12. Feng G, Hu D, Li M, Zhou Z (2005) Palmprint recognition based
on unsupervised subspace analysis. In: ICNC, vol 1, pp 675–678

13. Lu G, Zhang D, Wang K (2003) Palmprint recognition using
eigenpalms features. Pattern Recognit Lett 24(9):1463–1467

14. Ribaric S, Fratric I (2005) A biometric identification system based
on eigenpalm and eigenfinger features. IEEE Trans Pattern Anal
Mach Intell 27(11):1698–1709

15. Cheung KH, Kong W-KA et al (2006) Does eigenpalm work?
A system and evaluation perspective. In: ICPR, vol 4, pp 445–448

16. Sang H, Yuan W, Zhang Z (2009) Research of palmprint recogni-
tion based on 2DPCA. In: ISNN, vol 2, pp 831–838

17. Ekinci M, Aykut M (2008) Palmprint recognition by applying
wavelet-based kernel PCA. J Comput Sci Technol 5(23):851–861

18. Wang Y, Ruan Q (2006) Kernel fisher discriminant analysis for
palmprint recognition. In: Proceedings of the 18th international
conference on pattern recognition, pp 457–460

19. Wang M, Ruan Q (2006) Palmprint recognition based on two-
dimensional methods. In: Proceedings of the 8th international con-
ference on signal processing

20. Tao J, Jiang W, Gao Z, Chen S, Wang C (2006) Palmprint recog-
nition based on 2-dimension PCA. In: ICICIC, vol 1, pp 326–330

21. Pan X, Ruan Q (2008) Palmprint recognition with improved two-
dimensional locality preserving projections. Image Vis Comput
26(9):1261–1268

22. Wu X, Zhang D, Wang K (2003) Fisherpalms based palmprint
recognition. Pattern Recognit Lett 24(15):2829–2838

23. Xu Y, Zhong A, Yang J, Zhang D (2011) Bimodal biometrics
based on a representation and recognition approach. Opt Eng
50(3):037202

24. Jing X-Y, Zhang D (2004) A face and palmprint recognition ap-
proach based on discriminant DCT feature extraction. IEEE Trans
Syst Man Cybern, Part B, Cybern 34(6):2405–2415

25. Du F, Yu P, Li H, Zhu L (2011) Palmprint recognition using Ga-
bor feature-based bidirectional 2DLDA. Commun Comput Inf Sci
5(159):230–235

26. Xu Y, Zhu Q, Zhang D, Yang J-Y (2011) Combine crossing match-
ing scores with conventional matching scores for bimodal biomet-
rics and face and palmprint recognition experiments. Neurocom-
puting 74:3946–3952

27. Zhang L et al (2011) Sparse representation or collaborative repre-
sentation: which helps face recognition? In: ICCV, pp 1–8

28. Shi Q, Eriksson A, Hengel A, Shen C (2011) Is face recognition
really a compressive sensing problem? In: CVPR, pp 553–560

29. Xu Y, Zhang D, Yang J, Yang J-Y (2011) A two-phase test sample
sparse representation method for use with face recognition. IEEE
Trans Circuits Syst Video Technol 9(21):1255–1262

30. Xu Y, Zuo W, Fan Z (2012) Supervised sparse presentation method
with a heuristic strategy and face recognition experiments. Neuro-
computing 79:125–131

31. Xu Y, Zhu Q A simple and fast representation-based face
recognition method. Neural Comput Appl. doi:10.1007/
s00521-012-0833-5

32. Wright J, Yang AY, Ganesh A et al (2009) Robust face recognition
via sparse representation. IEEE Trans Pattern Anal Mach Intell
31(2):210–227

33. Lai Z, Wan M, Jin Z, Yang J (2011) Sparse two-dimensional local
discriminant projections for feature extraction. Neurocomputing
74(4):629–637

34. Xu Y, Zhu Q, Chen Y, Pan J-S (2012) An improvement to the
nearest neighbor classifier and face recognition experiments. Int J
Innov Comput Inf Control 8(12):1349–4198

35. Zhang D, Guo Z, Lu G, Zhang L, Zuo W (2010) An online system
of multispectral palmprint verification. IEEE Trans Instrum Meas
59(2):480–490

36. Rowe RK, Uludag UM et al (2007) A multispectral whole-hand
biometric authentication system. In: Proc biometric symp, biomet-
ric consortium conf, Baltimore, MD, pp 1–6

37. Wang J-G, Yau W-Y, Suwandy A, Sung E (2008) Person recogni-
tion by fusing palmprint and palm vein images based on ‘Lapla-
cianpalm’ representation. Pattern Recognit 41(5):1514–1527

38. Kong AW-K, Zhang DD, Kamel MS (2009) A survey of palmprint
recognition. Pattern Recognit 42(7):1408–1418

39. Wu X, Wang K, Zhang D (2002) Line feature extraction and
matching in palmprint. In: Proceeding of the second international
conference on image and graphics, pp 583–590

40. Kong AW-K, Zhang D (2004) Competitive coding scheme for
palmprint verification. In: ICPR, vol 1, pp 520–523

41. Zuo W, Lin Z, Guo Z, Zhang D (2010) The multiscale competi-
tive code via sparse representation for palmprint verification. In:
CVPR, pp 2265–2272

42. Zhang D, Zuo W, Yue F (2012) A comparative study of palmprint
recognition algorithms. ACM Comput Surv 44(1):2

43. Chu R, Liao S, Han Y, Sun Z, Li SZ, Tan T (2007) Fusion of face
and palmprint for personal identification based on ordinal features.
In: CVPR, pp 17–22

44. Huang D, Jia W, Zhang D (2008) Palmprint verification based on
principal lines. Pattern Recognit 41:1316–1328

45. Jing X, Wong H (2006) Biometrics recognition based on fused
gaborface and gaborpalm with dcv-rbf feature classification. Elec-
tron Lett 21(42):1205–1206

46. Ekinci M, Aykut M (2007) Gabor-based kernel pca for palmprint
recognition. Electron Lett 20(43):1077–1079

http://dx.doi.org/10.1007/s00521-012-0833-5
http://dx.doi.org/10.1007/s00521-012-0833-5

	A novel classification method for palmprint recognition based on reconstruction error and normalized distance
	Abstract
	Introduction
	Main steps of fusion method based on reconstruction error and normalized distance
	Potential rationale of our method
	Experiments
	Experiments on the PolyU palmprint database
	Experimental result on the 2D+3D palmprint database
	Experimental result on corrupted palmprint images

	Conclusions
	References


