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Abstract Hierarchical resource reasoning is one of the key
issues to successfully apply Hierarchy Task Network (HTN)
planning into emergency decision-making. This paper pro-
poses a Resource Enhanced HTN (REHTN) planning ap-
proach for emergency decision-making with the objective
to enhance the expressive power and improve the process-
ing speed of hierarchical resource reasoning. In the ap-
proach, resource timelines are defined to describe various
resource variables and constraints. Top-down resource rea-
soning is used for decomposing the resource constraints
of upper-level tasks into those of lower-level tasks. Mean-
while, resource and temporal constraints of tasks in different
branches are processed by causal links. After the tasks are
decomposed into primitive tasks, resource profiles of con-
sumable resources and reusable resources are checked by
separate resource allocation processes. Furthermore, a con-
straint propagation accelerator is designed to speed up hi-
erarchal resource reasoning. The effectiveness and practica-
bility of REHTN are confirmed with some experiments from
emergency logistics distribution problems.
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1 Introduction

Resource reasoning is significant in many emergency de-
cision-making issues, particularly the issues containing the
coupling relationship between planning and scheduling. Re-
source, as a temporal concept, impacts emergency decision-
making processes deeply [1]. In fact, some emergency ac-
tion plans become invalid due to resource and temporal con-
straints. Moreover, large-scale emergency response, which
contains complicated hierarchical task selection processes,
increases the difficulty to handle emergency resources. For
example, emergency logistics distribution, which is a funda-
mental emergency decision-making issue, requires more so-
phisticated response effects than general business logistics
in resource analysis and reasoning [2]. The analysis of tem-
porary transportation modes in emergencies, from tactical
(e.g., road transport and waterway transport) to operational
(e.g., car and truck) levels, means hierarchical resource con-
straints are included in the domain knowledge of emergency
response. Unpredictable resource demand leads to the diver-
sity of emergency resources. At the same time, large-scale
emergency logistics results in a considerable computation
amount.

Hierarchy Task Network (HTN) planning is widely used
in emergency decision-making for its powerful ability in ex-
pressing and reasoning domain-specific knowledge [3–6].
However, HTN planning still does not have sufficient power
to handle the domain knowledge with hierarchical resource
constraints, since it lacks an explicit mechanism for hierar-
chical resource reasoning [7, 8]. Our research interest lies
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in developing the reasoning ability of HTN planner to han-
dle hierarchical resources in emergency decision-making. In
order to satisfy the diversity of emergency resources, the
expressive power of hierarchical resource reasoning needs
to be enhanced for HTN planning [9–11]. Furthermore,
responders who underlie psychological pressure and lim-
ited response time in emergency decision-making are dif-
ficult to provide the accurate and perfect domain knowl-
edge [12–14]. It is far more complicated to consider the
cases in which emergency resource and temporal constraints
are inconsistent, or even conflicted [15]. Therefore, hier-
archical resource reasoning should include modifying in-
complete resource states into complete resource states. This
leads to a long response time of planning, considering the
large amount of computation of emergency response. For
this reason, the processing speed of resource reasoning must
be increased to satisfy response time requirements in practi-
cal emergency decision-making. In summary, the expressive
power and processing speed of hierarchical resource reason-
ing are two challenges of successfully applying HTN plan-
ning into emergency decision-making.

On one hand, a mechanism is needed to deal with hi-
erarchical resource reasoning for task networks. Currently,
in AI planning there are two families of approaches deal-
ing with resource reasoning: the state-oriented approach and
the time-oriented approach [16, 17]. The state-oriented ap-
proach uses explicit global resource states, and the approach
can directly verify whether the plan is feasible. For exam-
ple, the HTN planner O-Plan2 [18] exploits a resource uti-
lization manager (RUM) using optimistic and pessimistic
resource profiles in the planning to achieve state-oriented
resource reasoning. However, O-Plan2 does not deal with
hierarchical resource constraints in task networks which ex-
ist in emergency decision-making. By contrast, the time-
oriented approach adopts resource and time functions to im-
plicitly complete resource reasoning. Various temporal rea-
soning techniques, such as timelines, temporal assertions,
and chronicles [19, 20], are devised to describe time vari-
ables in the time-oriented approach. Resource requirements
are described as functions of time variables. Then, the time-
oriented approach represents the planning procedure as a
set of partial specified resource and time functions describ-
ing the revolution of local resource profile states. Thus, the
time-oriented approach can deal with complicated local re-
source requirements such as relative temporal constraints
and persistent conditions. The time-oriented approach, how-
ever, cannot directly verify whether the resource states are
feasible. It is well known that HTN planning is a state-based
forward planning. Thus, utilizing the techniques of the time-
oriented approach might improve the expressive power of
resource reasoning in HTN planning, but a temporal en-
hancement mechanism for HTN planning must be devised to

verify the feasibility of the planning. An example of tempo-
ral enhancements in HTN planning is SIADEX [21]. How-
ever, the temporal enhancements of SIADEX are devoted to
primitive tasks, without concerning the resource constraints
of tasks in different branches of task networks.

On the other hand, the search space of HTN planning
increases greatly if complex resource and temporal con-
straints are taken into account. In order to increase the
processing speed of resource reasoning, constraint satisfac-
tion techniques can be introduced into HTN planning to re-
duce the domains of variables to satisfy the requirements
of response time for practical emergency decision-making
[22, 23]. Constraint satisfaction techniques are powerful in
solving combinatorial optimization problems [24]. The ba-
sic idea of these techniques is to model problems as multi-
valued state constraints and design a general model to solve
them [25–27]. One of the difficulties of combining AI plan-
ning and constraint satisfaction techniques is that AI plan-
ning has an uncertain length of tasks but constraint satis-
faction techniques require a certain number of variables.
Thus, specific constraint models need to be designed to inte-
grate AI planning and constraint satisfaction techniques. The
temporal planner IxTeT [28] adopts a minimal critical set
(MCS), which is based on constraint programming, to deal
with resource conflicts. Its architecture, however, makes its
ability to express domain-specific knowledge weaker than
most of HTN planners. SIADEX [29] uses a constraint prop-
agation engine-PC2 to reduce the domain of temporal vari-
ables. However, the engine can only be used for tempo-
ral constraints and primitive tasks, and cannot handle with
hierarchical resource and temporal constraints in task net-
works.

In this paper, we propose a Resource Enhanced HTN
(REHTN) planning approach to manage hierarchical re-
sources of task networks in emergency domain with the aim
to enhance the expressive power and to increase the process-
ing speed of hierarchical resource reasoning. Firstly, the re-
source and temporal constraints in task networks, either the
constraints within a complex task or the constraints of tasks
in different branches, are defined as functions on resource
timelines. Secondly, for primitive tasks, REHTN automati-
cally converts the resource functions on resource timelines
into global resource states by uniform resource allocation
and inspection. Finally, a constraint propagation accelera-
tor on resource timelines is designed to speed up hierar-
chical resource reasoning in task networks. REHTN com-
bines the advantages of both the state-oriented approach and
the time-oriented approach. Hence, emergency responders
can focus on various local resource and time requirements.
Meanwhile, REHTN can automatically verify whether the
global resource states satisfy the resource and time require-
ments of HTN planning.

The remainder of this paper is organized as follows. The
primary architecture of REHTN is introduced in Sect. 2.
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Fig. 1 The primary architecture
of REHTN

Section 3 presents the mechanism of hierarchical resource
reasoning in task networks. Furthermore, the constraint
propagation accelerator is designed to speed up hierarchi-
cal resource reasoning in Sect. 4. In Sect. 5, an experimental
study of emergency logistics distribution problem is used
to validate the effectiveness of REHTN. This paper is con-
cluded in Sect. 6.

2 Primary architecture of REHTN

Based on awareness and recognition of domain knowledge,
HTN planning decomposes complex tasks recursively into
lower-level tasks to realize the specific goal formula, un-
til the set of tasks selected and organized by the planning
is entirely composed of primitive tasks. Resource reasoning
for emergency decision-making needs dynamically allocat-
ing resources and time in the processes of task analysis and
reasoning. Hierarchical resource reasoning is the unique fea-
ture of HTN planning, because it differs from resource rea-
soning of non-HTN planning in considering top-down rea-
soning. Hierarchical resource reasoning can obtain as accu-
rate hierarchical resource information as possible. Addition-
ally, hierarchical resource information can help HTN plan-
ning evaluate the tasks in task networks to improve the qual-
ity of the plan.

Resource is a widely used concept with fuzzy boundary
in literature. Hierarchical resource reasoning in the proposed
REHTN deals with capacity resources, whose quantity can
be normalized as numeric values. Numeric computation oc-
cupies most of computation amount in decision-making pro-
cesses, and thus the analysis and reasoning of capacity re-
sources can effectively support emergency decision-making.
Figure 1 shows the primary architecture of REHTN. RE-
HTN extends HTN planning by adding two major compo-
nents: resource profiles manager aiming at establishing the
centralized management of hierarchical resource reasoning,
and constraint propagation accelerator aiming at improving

the processing speed of hierarchical resource reasoning. On
one hand, the resource profiles manager focuses on handling
the interactions between resources and tasks, and thus ca-
pacity resources can be divided into consumable resources
and reusable resources for deliberate consideration accord-
ing to the resource requirements of tasks. On the other hand,
the constraint propagation accelerator aims at increasing the
processing speed, and thus capacity resources can be classi-
fied into single-capacity resources and multiple-capacity re-
sources for the accelerating algorithm. Figure 2 depicts the
planning procedure of REHTN.

To strengthen the centralized management of hierarchi-
cal resource reasoning in emergency environment, the re-
source profiles manager needs to identify various hierarchi-
cal resource constraints, and then validate the consistency of
these constraints uniformly. Resource timelines, which are
the expansion of Simple Temporal Networks (STN) [25], are
designed to describe hierarchical resources in the resource
profiles manager [30, 31]. By defining the independent re-
source timeline for each kind of resources, the resource pro-
files manager can deal with multi-resource constraints. In
the planning procedure, the resource profiles manager rep-
resents the resource and temporal constraints as functions on
resource timelines, and then propagates these constraints to
primitive tasks. For this purpose, top-down resource reason-
ing is used to decompose the resource functions of upper-
level tasks into those of lower-level tasks following hier-
archical resource constraint rules (Line 25, Fig. 2). Mean-
while, causal links on resource timelines are established to
represent the resource and temporal constraints of tasks in
different branches (Lines 20, 31, Fig. 2). Moreover, resource
allocation processes of reusable resources and consumable
resources allocate the variables of the resource functions on
resource timelines to primitive tasks, and then update the
global resource states (Line 12, Fig. 2). In essence, the pro-
cesses realize the transformation from the resource functions
to the global resource states.
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Fig. 2 The planning procedure
of REHTN

In order to reduce redundant computation, the constraint
propagation accelerator based on resource timelines devises
an incremental method to deal with complex tasks and prim-
itive tasks. On one hand, for the decomposition process of
a complex task, the constraint propagation accelerator de-
tects the consistency of the complex task and its sub-tasks
(Lines 26, 27, Fig. 2). On the other hand, for the choos-
ing process of primitive tasks, the constraint propagation
accelerator detects the consistency of all primitive tasks
(Lines 14, 15, Fig. 2). The constraint propagation accelerator
adopts the similar concepts used in PC-2 algorithm [32] due
to its comprehensive performance of universality and algo-
rithm complexity. In addition, resource constraint propaga-
tion algorithms, such as edge-finding and energetic reason-
ing [26], can also be used in constraint propagation accel-
erator. Unfortunately, the strict assumed conditions of these
algorithms about rigid resource variation and time window
make these algorithms unsuitable for emergency decision-
making.

According to the domain knowledge, REHTN can gen-
erate task sequences with resource allocation informa-
tion. Therefore, with the help of REHTN, emergency de-
cision support system (EDSS) can effectively solve ac-
tual resource-constrained emergency decision-making is-
sues. The two major components of REHTN are discussed
in more details in the next two sections.

3 Resource profiles manager

To realize the centralized management of hierarchical re-
source reasoning in REHTN, the resource information in-
cluding type, location, and quantity in task networks is re-
quested to be verified in the resource profiles manager. Tra-
ditional resource reasoning only devotes to primitive tasks
[18, 29], but hierarchical resource reasoning needs to deal
with task networks. For the purpose of facilitating central-
ized management, resource timelines are designed to ex-
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press the resource and temporal constraints in task networks.
The resource and temporal constraints, either the constraints
within a complex task or the constraints of tasks in different
branches, can be defined as functions on resource timelines.
In order to validate whether the plan is feasible, the functions
on resource timelines are converted into the global resource
states for primitive tasks.

3.1 Resource description

The resource profiles manager utilizes resource timelines to
describe various resource and temporal constraints in task
networks. Two types of resources, consumable resources
and reusable resources, are described as separate functions
on resource timelines. The definitions of resources are given
as follows:

Definition 1 Let R = (Re sourceID,Re sourceTYPE,RT)

be a resource list, where Re sourceID marks all the resources
involved in the domain knowledge and Re sourceTYPE is
the set of resource types. Let RT = (X,D,C,Q,M,N)

be the resource timeline for each kind of resource, where
(X,D,C) is the structure of STN [25]; (Q,M,N) is the re-
source property structure based on time variables; X is the
set of discrete time variables; D is the set of domains of
time variables; C is the set of temporal constraints of time
variables; Q is the set of resource instantaneous variations
corresponding time points in X; M is the set of domains
of resource instantaneous variations; and N is the set of re-
source constraints of resource instantaneous variations.

The resource profiles manager records all reference time
points. The global current time CT is defined in a plan.
Each task t in the plan owns two time points t_start and
t_end corresponding to the start time and the end time of the
task, respectively. Further, the time constraint t_duration =
t_end − t_start, in which t_duration is the duration time
of task t , should be satisfied. All of the time points share
the same domain [D min,D max]. In addition, the early start
time of task t is the minimum value of the domain of t_start;
meanwhile, the deadline of task t is the maximum value of
the domain of t_end. To facilitate the transformation from
multi-valued resource variables to resource states, REHTN
only considers the resource variations that happen at the
start or end instants of tasks. Furthermore, the resource con-
straints of temporal intervals can be transformed into tem-
poral instants by Allen’s algebra [29, 33].

The resource profiles manager deals with consumable re-
sources and reusable resources. A consumable resource is
a resource which is used up or produced by a task [16].
Each consumable resource re has a resource timeline RTre,
an initial value INIre, a current time CTre, and a current
value CQre. The capacity of re is in [Qminre,Qmaxre], and

the shared domain of time variables on RTre is [D minre,

D maxre]. The resource usage t_ cos t , one of the resource
properties, is designed to record the usage at time t_start.
In contrast, a reusable resource is a resource which is “bor-
rowed” by a task, and released afterward [16]. Each reusable
resource rr also has a resource timeline RTrr , an initial value
INIrr , and a current time CTrr . The capacity of rr is in
[Qminrr,Qmaxrr], and the shared domain of time variables
on RTrr is [D minrr,D maxrr]. The allocation t_allocation
and deallocation t_deallocation of resource rr are designed
to record the resource amounts of occupation at t_start and
release at t_end, respectively.

3.2 Top-down resource reasoning of task decomposition

The resource profiles manager realizes top-down resource
reasoning by propagating the resource and temporal con-
straints of upper-level tasks into those of lower-level tasks in
decomposition process. For this purpose, the resource pro-
files manager automatically adds certain conditions for the
preconditions of sub-tasks following hierarchical resource
constraint rules to realize top-down reasoning of consum-
able resources and reusable resources. There are three dif-
ferent types of task decomposition structures in HTN plan-
ning: sequential structure, unordered structure and optional
structure [34–36]. A planning tree is an And/Or tree that
represents the set of all possible decomposition branches of
a task network [7]. Figure 3 is the planning tree, which il-
lustrates the three structures, and Fig. 4 is the corresponding
diagram of task decomposition. This section analyzes the
hierarchical resource constraint rules of these three types of
structures.

Fig. 3 A planning tree illustration including three types of task de-
composition structures

Fig. 4 A graphical representation of task decomposition
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(1) For sequential structure
In the sequential structure, the sequence of sub-tasks

comes from task decomposition. An example of sequen-
tial structure is shown as follows:

(task B1 Parameters:(. . .) ResourceVariables:(. . .)

Preconditions:(. . .) Sub-tasks:(t1 t2))

In task decomposition, sub-tasks t1 and t2 need to
inherit all the resource and temporal constraints of B1.
The temporal constraint 0 ≤ t2_start − t1_end ≤ +∞
should be satisfied. Moreover, for consumable resource
re, if the resource constraint of B1 is Q1 ≤ B1_ cos t ≤
Q2(Q1,Q2 ∈ [Qminre,Qmaxre],Q1 ≤ Q2), and t1
satisfies the resource constraint Q1 ≤ t1_ cos t ≤ Q2,
then the resource constraint Q1− t1_ cos t ≤ t2_ cos t ≤
Q2 − t1_ cos t should be added for t2. In contrast, since
the reusable resource allocated to t1 has been released
at the start of t2, it is unnecessary to add more resource
constraints.

(2) For unordered structure
In the unordered structure, the sequence of sub-tasks

is not ordered by task decomposition. An example of
unordered structure is shown as follows:

(task B2 Parameters:(. . . ) ResourceVariables:(. . .)

Preconditions:(. . . ) Sub-tasks:(:unordered t3 t4))

In task decomposition, sub-tasks t3 and t4 need to
inherit all the resource and temporal constraints of B2.
Moreover, for consumable resource re, if the resource
constraint of B2 is Q1 ≤ B2_ cos t ≤ Q2 (Q1,Q2 ∈
[Qminre,Qmaxre],Q1 ≤ Q2), then the resource con-
straint added for t3 and t4 is represented as Q1 ≤
t3_ cos t + t4_ cos t ≤ Q2. Meanwhile, for reusable re-
source rr, if the resource constraint of B2 is Q1 ≤
B2_allocation ≤ Q2 (Q1,Q2 ∈ [Qminrr,Qmaxrr],
Q1 ≤ Q2), and the occupation and release of re-
sources of the other sub-tasks in unordered structure be-
fore the time point t3_start are t3_this_allocation and
t3_this_deallocation. Then, the added resource con-
straint for t3 is Q1 ≤ t3_allocation+ t3_this_allocation
− t3_this_deallocation ≤ Q2. Similarly, the added con-
straint for t4 is Q1 ≤ t4_allocation+ t4_this_allocation
− t4_this_deallocation ≤ Q2.

(3) For optional structure
In the optional structure, sub-tasks are optional ac-

cording to the precondition of complex task. An exam-
ple of optional structure is shown as follows:

(task B3 Parameters:(. . . ) ResourceVariables:(. . . )

Case1 Preconditions1:(. . . ) Sub-tasks:(t5)

Case2 Precondition2:(. . . ) Sub-tasks:(t6))

In task decomposition, sub-task t5 and t6 inherit all
the resource and temporal constraints of B3.

3.3 Resource reasoning of tasks in different branches based
on causal links

In task networks of emergency decision-making, there ex-
ist many resource constraints of tasks in different branches,
such as the constraint between t2 and B3 in Fig. 3. Causal
links on resource timelines are introduced in the resource
profiles manager to deal with hierarchical resource and tem-
poral constraints of tasks in different branches. Causal links
firstly invent for partially ordered planning, represent the re-
lation that a producer task is intended to give the proposi-
tions for a consumer task [19]. The superiorities of utiliz-
ing causal links to represent the resource and temporal con-
straints are twofold. Firstly, the completeness of resource
reasoning is ensured. Secondly, redundant tasks are avoided
effectively because the resources which belong to the pro-
ducer and consumer task wouldn’t be moved back and forth
caused by other tasks.

Definition 2 Let CL = (ai, aj ,RT,P (RT),C(Xai
,Xaj

),

N(Qai
,Qaj

)) be a causal link on resource timeline, where
ai is the producer task; aj is the consumer task; RT is the
resource timeline associated with ai and aj ; P(RT) is the
proposition set which ai produces for aj , C(Xai

,Xaj
) is the

set of temporal constraints between ai and aj , where Xai

and Xaj
are the set of time points on RT for ai and aj , re-

spectively; N(Qai
,Qaj

) is the set of resource constraints
between ai and aj , where Qai

and Qaj
are the set of re-

source variables on RT for ai and aj , respectively.

Causal links on resource timelines need to deal with the
resource and temporal constraints of complex tasks. To rep-
resent the literals of causal links, it is significant to intro-
duce the effects of complex tasks, while complex tasks have
no effects in existing HTN planners [9, 10, 37]. In order to
meet the requirement, the high-level effects [16] in REHTN,
which cannot update any states including current resource
states, are designed to be only used in protected conditions.
Figure 5 illustrates the causal links on resource timelines be-
tween t2 and B3, with RT belonging to the consumable re-
source re. The positive literals of protected conditions mean
any task that changes the states in protected conditions can-
not be executed. On the contrary, the negative literals of pro-
tected conditions cancel the protection. Thus, REHTN can
identify causal links on resource timelines by protected con-
ditions.

For each complex task, REHTN assumes that the pos-
itive literals of protected conditions are executed before
its sub-tasks and the negative literals of protected condi-
tions are executed after its sub-tasks. In Fig. 5, for consum-
able resource re, the temporal constraint 0 ≤ B3_start −
t2_end ≤ +∞ is added to C(Xt2,XB3), and the resource
constraint Q1 ≤ B3_ cos t + t2_ cos t ≤ Q2(Q1,Q2 ∈
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Fig. 5 An illustration of causal
link on resource timeline:
(t2,B3,RT,P (RT),C(Xt2,XB3),N(Qt2,QB3))

threatened by C

[Qminre,Qmaxre],Q1 ≤ Q2) is added to N(Qt2,QB3);
for reusable resource rr, t2 is executed before B3, then it
just need to add the temporal constraint 0 ≤ B3_start −
t2_end ≤ +∞. When B3 is decomposed to t5 and t6,
C(Xt2,XB3) and N(Qt2,QB3) are propagated to t5 and
t6. The processes continuously cycle in the decomposition
of B3 until B3 is entirely decomposed into primitive tasks.

3.4 Resource profiles verification

The resource profiles manager utilizes resource allocation
processes to validate resource profiles. The resource alloca-
tion processes allocate the variables of the resource func-
tions on resource timelines to primitive tasks, generate the
general resource constraints for primitive tasks, and then up-
date the global resource states. For consumable resources,
the resource profiles at the start points of primitive tasks in
the plan are checked. For reusable resources, the resource
profiles between the start and end points of primitive tasks in
the plan are checked. The resource allocation processes for
consumable resources and reusable resources are analyzed
in particular as follows.

(1) For consumable resources
Consumable resource re cannot exceed the range

bounded by the minimum capacity and the maxi-
mum capacity. For primitive task A1, the start time is
A1_start, the end time is A1_end, and the usage amount
of consumable resource re is A1_ cos t . If A1_ cos t is
positive, the task consumes the resource. On the con-
trary, if A1_ cos t is negative, the task produces the re-
source. The following verification processes are exe-
cuted by REHTN.

Step 1: For the preconditions of A1, generate and in-
spect the following general resource constraints:

Qmax
re

≥ CQre − A1_ cos t ≥ Qmin
re

,

D max
re

≥ A1_end ≥ A1_start ≥ D min
re

,

A1_start ≥ CTre.

Step 2: For the preconditions of A1, inspect the special
resource and temporal constraints of A1. Using the vari-
ables on resource timelines, the resource and temporal
constraints of A1 are easily identified. In addition, the
resource and temporal functions follow the standard in
PDDL2.2. For more details, please refer to the litera-
ture [38].

Step 3: For the preconditions of A1, inspect the resource
and temporal constraints inherited from the upper-level
tasks of A1.

Step 4: For the effects of A1, generate the effects to
change the values of CQre, CTre, and CT to CQre −
A1_ cos t,A1_end, and max(CT,A1_end), respectively.

(2) For reusable resources
Reusable resource rr differs from consumable re-

source re in considering recovery. For each task A2, the
start time A2_start corresponding to the occupation of
resource A2_allocation and the end time A2_end corre-
sponding to the release of resource A2_deallocation are
given on RTrr . The following verification processes are
executed by REHTN.

Step 1: For the preconditions of A2, generate and in-
spect the following general resource constraints:

Qmax
rr

≥ INIrr −
(

t≤CTrr∑
t≥0

allocation

−
t≤CTrr∑

t≥0

deallocation

)
− A2_allocation

≥ Qmin
rr

,

D max
rr

≥ A2_end ≥ A2_start ≥ D min
rr

,
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Fig. 6 Outline of constraint
propagation accelerator on
resource timelines

A2_start ≥ CTrr,

A2_allocation = A2_deallocation.

Step 2: For the preconditions of A2, inspect the special
resource and temporal constraints of A2.

Step 3: For the preconditions of A2, inspect the resource
and temporal constraints inherited from the upper-level
tasks of A2.

Step 4: For the effects of A2, generate the effects
to change the value of CTrr and CT to A2_end and
max(CT,A2_end), respectively.

4 Constraint propagation accelerator

The constraint propagation accelerator on resource timelines
in REHTN speeds up hierarchical resource constraint prop-
agation in task networks by pruning the search space. The
idea of the constraint propagation accelerator on resource
timelines is adapted from similar concepts used in PC-2 [32]
to eliminate the inconsistency of resource and temporal con-
straints. Figure 6 shows the rough outline of the constraint
propagation accelerator on resource timelines.

PC-2 is a path consistency algorithm with constraint
propagation operation. Constraint propagation operation

propagates the constraints of variable set to its adjacent
variables, and eliminates redundant values and tuples. The
operation recurs constantly, until a fix point appears. The
path consistency of three variables (xi, xk, xj ) means, for
any value (vi, vj ) satisfying the constraint Cij , there is
a sequence of values (vk) such that (vi, vk) satisfies the
constraint Cik and (vj , vk) satisfies the constraint Cjk .
It is noted that, if (xi, xk, xj ) are path consistent, then
RELATED_PATHS(i, k, j) represents all paths that include
(i, j) or (j, i).

The constraint propagation accelerator on resource time-
lines designs incremental methods for complex tasks and
primitive tasks. On one hand, for the decomposition process
of a complex task, the variable set of the complex task and
its sub-tasks, such as R in Fig. 3, is detected by constraint
propagation operation (Lines 26, 27, Fig. 2). On the other
hand, for choosing the process of primitive tasks, the vari-
able set of all primitive tasks, such as R′ in Fig. 3, is de-
tected by constraint propagation operation. (Lines 14, 15,
Fig. 2). The variables of hierarchical resources are easily
identified by resource timelines. Let t be the current task
of the planning, then X(C(Xt )) is the set of all discrete time
variables associated with C(Xt), and Q(N(Qt)) is the set
of all resource variables associated with N(Qt). Adopting
incremental methods, the constraint propagation accelerator
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Fig. 7 A simplified map of the
flood response

checks whether the variables associated with the current task
are consistent with all variables on resource timelines.

For single-capacity resources, the constraint propagation
accelerator checks the temporal consistency; for multiple-
capacity resources, the accelerator also checks the resource
consistency besides the temporal consistency. The idea of
solving the resource and temporal consistency separately
might result in an incomplete algorithm. However, the com-
pleteness of hierarchical temporal reasoning in REHTN
is checked by the resource profiles manager. As a conse-
quence, the aim of the constraint propagation accelerator
is the acceleration of hierarchical resource constraint prop-
agation in task networks without checking the complete-
ness of resource and time variables. Moreover, in emergency
decision-making, responders can analyze the resource and
temporal requirements separately. Therefore, solving the re-
source and temporal consistency separately is feasible.

5 Experimental study for emergency logistics
distribution

As one of the most severe natural disasters in China, flood
disaster often takes place in the vast region around lakes
and rivers. In response to flood disasters, large amount of
emergency resources are allocated and transported in lim-
ited time for disaster relief, evacuation-and-transfer, search-
and-rescue, resettlement, rehabilitation, and other issues [1].
Thus, emergency logistics distribution is one of most impor-
tant decision-making issues responding to flood disasters.
Figure 7 shows a hypothetical emergency scene of flood re-
sponse for the Three Gorges Dam. Different from general
business logistics, emergency logistics distribution is fea-
tured by the coupling relationship of hierarchical task se-
lection and hierarchical resource reasoning. Simplifying the
decision-making processes of stone traffic programs in the

China Three Gorges Corporation, the emergency logistics
distribution domain is devised in order to validate the effec-
tiveness of REHTN.

5.1 Emergency logistics distribution domain

The emergency logistics distribution domain involves trans-
porting emergency materials to satisfy series of materials de-
mands at affected areas by different transportation modes.
In order to guarantee the effectiveness of emergency re-
sponse, some safety measures are taken, such as reserving
emergency materials and assigning co-drivers. After simpli-
fying the emergency logistics in the China Three Gorges
Corporation, this domain can be described as follows: the
regions A1,A2, . . . ,An are the suppliers (e.g., stone ma-
terial factories), and Ai stores emergency materials (e.g.,
stone, geotextile and steel pipe) X(Ai) tons (X(Ai) > 0, i ∈
{1,2, . . . , n}). The regions B1,B2, . . . ,Bm are the deman-
ders (e.g., affected areas). Each region Bi (i ∈ {1,2, . . . ,m})
triggers l rescue tasks on the time t (Bi)j (j ∈ {1,2, . . . , l}),
and expends materials Y(Bi)j × k(Bi)j % tons (k(Bi)j ∈
[0,100]). Each region Bi needs to keep Y(Bi)j tons of
materials before the time t (Bi)j . After the time t (Bi)j ,
the superfluous materials of Bi can be used to satisfy the
requirement of other regions. The temporal constraints of
t (Bi)j is represented as a Simple Temporal Problem [23].
In addition, the constraint

∑
X(Ai) ≥ ∑

i

∑
j Y (Bi)j ×

k(Bi)j should be satisfied and the total incurred cost should
not be more than M RMB. The distance between the re-
gions is denoted by d(x, y) kilometers, such that x, y ∈
{A1,A2, . . . ,An,B1,B2, . . . ,Bm}.

Emergency transportation has two options:

(1) The delivery method. This method entrusts transport
tasks to transport teams. TEAM1,TEAM2, . . . ,TEAMnt

are transport teams. The maximum transport capacity
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Fig. 8 The graphical illustration of an emergency logistics distribution example

of each team TEAMi (i ∈ {1,2, . . . , nt}) is CAPACITY i

tons. The speed of TEAMi is SPEEDi kilometer/hour.
The initial position of TEAMi as the same as its final po-
sition is LOCi ∈ {A1,A2, . . . ,An}. The billing formula
of TEAMi is SPEND + K_TEAMi × THIS_CAPACITY
RMB/kilometer, such that THIS_CAPACITY is the
cargo volume for each transport task.

(2) The by truck method. This method organizes trucks
and drivers for transport tasks. To ensure safety, one
truck requires more than one driver. For simplicity, we
do not discuss the difference between drivers and co-
drivers. If there are not enough drivers in the local re-
gion, it is necessary to deploy drivers from other re-
gions in order to drive trucks. The deployment of drivers
needs costs and waiting time. The amount of trucks
in region Ai is u(Ai) and the number of drivers is
v(Ai). The speed of the truck is SPEED_TRUCK kilo-
meter/hour, and the maximum capacity of the truck is
CAPACITY_TRUCK tons. The billing formula of trucks
is SPEND_TRUCK + K_TRUCK × THIS_CAPACITY
RMB/kilometer, such that THIS_CAPACITY is the
cargo volume for each transport task. The deploy-
ment of k drivers needs T _DRIVER hours and costs

W_DRIVER × k RMB. In a transport task to region Bi ,
each truck needs L(Bi) drivers to ensure safety. Loading
/unloading materials needs h ∈ [hmin, hmax] hours,
and costs SPEND_LOAD − K_LOAD × h RMB.

If no-load vehicles are not taken into account, the de-
livery method incurs higher unit price than the by truck
method, but is safer and more efficient. However, in or-
der to complete the transportation in time, no-load vehicles
are necessary in some cases. More complicated, the domain
considers the deployment of drivers and the recovery of
emergency materials. Thus, it is difficult to determine which
transportation means is cheaper for each task by mathemat-
ical model. In contrast, a feasible plan can be obtained from
REHTN by describing the domain knowledge.

In this domain, teams, trucks, and drivers are reusable re-
sources, whereas emergency materials and money are con-
sumable resources. From another perspective, teams are
single-capacity resources, whereas trucks and drivers are
multiple-capacity resources. In addition, location and quan-
tity of emergency materials should be considered simultane-
ously. Figure 8 shows the tasks and timelines in an emer-
gency logistics distribution example. In the example, the
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Table 1 Comparison between resource profiles manager and mixed symbolic/numeric computation in emergency logistics distribution domain

Problem number ES1 ES2 ES3 ES4 ES5 ES6 ES7 ES8 ES9 ES10

Resource profiles
manager

Cost (RMB) 4200 11625 16755 27705 36206 43405 52705 61005 68205 87930

CPU (ms) 1069 1436 1872 3010 3978 4992 5990 7036 8284 9313

mixed
symbolic/numeric
computation

Cost (RMB) 9400 15990 34565 46255 53905 61255 72505 85310 92660 98740

CPU (ms) 655 1123 1810 2168 2449 2699 2946 3400 3682 4402

Table 2 Comparison between REHTN and JSHOP2 in emergency logistics distribution planning domain

Problem number ELD1 ELD2 ELD3 ELD4 ELD5 ELD6 ELD7 ELD8 ELD9 ELD10

REHTN Cost (RMB) 4500 12225 17755 29005 37905 45605 55205 63905 71505 91730

CPU (ms) 782 1134 1810 2168 2456 2899 4245 5038 6849 8035

JSHOP2 Cost (RMB) 4500 13700 211100 30300 39600 48100 56300 65450 74855 92655

CPU (ms) 1060 1436 1872 3010 3978 4992 5990 7036 8284 9313

goal formula is recorded as Emergency_ log istics, which
means accomplishing all of the demanders’ resource req-
uisition. To achieve the goal formula, the resource and time
variables of emergency logistics tasks can be conducted by
resource timelines. For example, the early start time of emer-
gency logistics is encoded as the minimum value of the
start time point Emergency_ log istics_start. Meanwhile, the
deadline of emergency logistics is encoded as the maximum
value of the end time point Emergency_ log istics_end. In
the tactical level, REHTN can help emergency responders
choose transportation means. According to the unit price,
the by truck method is chosen for the materials demands
in the demander B1. Furthermore, relative temporal con-
straints (e.g., the occupation time of trucks is T1 hours ear-
lier than that of teams) are conducted by causal links. Ac-
cording to top-down resource reasoning, the resource and
temporal functions of the demander B2 is gained. Analyz-
ing the functions, the materials demands in the demander
B2 is achieved by transporting from the supplier A2 and re-
covering from the demander B1. Further, complex tasks of
tactical level are decomposed into primitive tasks of opera-
tional level. In the operational level, resources are allocated
to the primitive tasks with resource profiles verification, and
thus, the specific recourse timelines are reprocessed. For ex-
ample, the primitive task Driver_move is added to the plan
because the resource allocation process detects the resource
shortage of local drivers and chooses Driver_move to make
up this shortage. The final resource timelines are expressed
in Fig. 8.

5.2 Experimental results

The experimental study is carried out on a Pentium IV PC
with Core 2 Duo T5750 and 2 GB RAM in Windows XP.

We develop REHTN using Java language by expanding the
grammar of SHOP2 as it is one of the most popular HTN
planners [10].

Table 1 presents a comparison between resource profiles
manager and mixed symbolic/numeric computation [10].
The experimental results indicate the efficiency of hierar-
chical resource reasoning. The resource profiles manager
realizes hierarchical resource reasoning. By contrast, the
mixed symbolic/numeric computation does not achieve hi-
erarchical resource reasoning but can calculate resource lev-
els at certain time points in the plan [10]. The two tech-
niques are realized in REHTN. Because the mixed sym-
bolic/numeric computation cannot deal with relative tem-
poral constraints in task networks, we simplify the emer-
gency logistics distribution domain to compare the resource
profiles manager with the mixed symbolic/numeric compu-
tation. We randomly construct ten groups of simple emer-
gency logistics distribution problems which do not involve
relative temporal constraints in a flood disaster situation de-
noted by {ES1,ES2, . . . ,ES10}. The results indicate that
the total incurred cost of the resource profiles manager is
less than that of the mixed symbolic/numeric computation.
However, the CPU time of the resource profiles manager is
longer than that of the mixed symbolic/numeric computation
because of hierarchical resource reasoning. The experimen-
tal results validate that hierarchical resource reasoning can
improve the quality of the plan but with the cost of more
CPU time. For this reason, it is important to design the con-
straint propagation accelerator of REHTN.

Table 2 list the experimental results comparing REHTN
with JSHOP2. JSHOP2 uses the Multi-Timeline Preprocess-
ing scheme (MTP) to explicitly encode the relative tempo-
ral constraints [10]. We randomly test ten groups of emer-
gency logistics distribution problems in a flood disaster sit-
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uation denoted by {ELD1,ELD2, . . . ,ELD10}. The total in-
curred cost of REHTN is less than that of JSHOP2, because
REHTN identifies more resource requirements and selects
cheaper transportation means in limited time. Meanwhile,
the CPU time of REHTN is shorter than that of JSHOP2
because REHTN adopts the constraint propagation acceler-
ator to speed up resource constraint reasoning. The results
indicate that REHTN is effective for the problems with hier-
archical resource requirements.

6 Conclusions and future work

Hierarchical resource reasoning, which is the unique feature
of HTN planning, can help us effectively solve the domain
knowledge with hierarchical resource constraints in emer-
gency decision-making environment. This paper proposes
REHTN for emergency decision-making with the aim to en-
hance the expressive power and to improve the processing
speed of hierarchical resource reasoning. By designing the
resource timelines, REHTN can express more realistic hi-
erarchical resource requirements in task networks. By con-
verting resource functions to global resource states, REHTN
checks whether the plan is feasible. Moreover, the constraint
propagation accelerator on resource timelines is designed to
improve the efficiency of REHTN. The experimental study
is conducted to validate the effectiveness of REHTN.

Our on-going works will carried out in two directions.
Firstly, there are some cases that hierarchical resource
requirements cannot be satisfied in emergency decision-
making environment, which can be regarded as partial sat-
isfaction planning problems. REHTN can be improved to
deal with partial satisfaction planning problems in emer-
gency decision-making. Secondly, there are some cases that
resource requirements and resource states constantly change
in emergency decision-making environment, and thus, the
dynamic performance of REHTN can be improved.
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