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Abstract This paper introduces a new model of attentional
state in task-oriented human-machine interaction. It inte-
grates three lines of research: (i) neurocognitive understand-
ing of the focus of attention in working memory, (ii) the no-
tion of attention related to the theory of discourse structure
in the field of computational linguistics, and (iii) investiga-
tion of a corpus that comprises recordings of spontaneous
speech-based human-machine interaction. The underlying
idea was to make a computationally appropriate represen-
tation of attentional information that imitates the function
of a focus of attention in human perception. The introduced
model addresses both the research questions of storage and
processing of attentional information. Finally, the paper il-
lustrates the model for concrete interaction domains, and
discusses its implementation within a prototype spoken dia-
logue system.

Keywords Focus tree · Attentional information ·
Human-machine interaction · Cognition · Utterance
processing

1 Introduction

This paper introduces a new model of attentional state in
task-oriented human-machine interaction (HMI). It inte-
grates three lines of research: (i) neurocognitive understand-
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ing of the focus of attention in working memory [11, 43],
(ii) the notion of attention related to the theory of discourse
structure in the field of computational linguistics [23], and
(iii) investigation of a corpus that comprises recordings of
spontaneous speech-based HMI [20]. The underlying idea
was to make a computationally appropriate representation of
attentional information that imitates the function of a focus
of attention in human perception. While first two research
lines address the research question of modeling attentional
information in general, the third line of research (i.e., the
corpus) provides a specific, data-driven view of the focus of
attention in HMI. However, it should not be understood that
the introduced approach is restricted to the observed corpus
only—the corpus is used here for illustration purposes.

To the extent that the model is computationally appropri-
ate, the discussion is concentrated on the research problem
of robust automatic processing (i.e., recovering semantic in-
formation) of different syntactic forms of spontaneously ut-
tered users’ commands with no explicit syntactic expecta-
tions. Forcing users to always produce utterances that follow
rules of a preset grammar would be too restrictive and not
well accepted. It cannot be expected that users will always
behave cooperatively and produce utterances that fall within
the application’s domain, scope and grammar. Thus, there is
a need to enable the system to handle flexible mapping rela-
tions between the spontaneously produced user’s commands
and the system’s actions (cf. [55]). Attentional information
has been already recognized as essentially important for pro-
cessing of utterances in discourse [23, 40]. In this paper, we
discuss how the introduced model of attentional state may
be used to process spontaneously uttered users’ commands.
This represents an integration of our previous work on pro-
cessing users’ commands and designing adaptive dialogue
strategies [17–19, 21].
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2 Underlying concepts

From the methodological point of view, the introduced com-
putational model of attentional state is inspired by human
information processing system. Thus, this approach belongs
to the interdisciplinary fields of natural computing [30] and
brain informatics [56]. From the conceptual point of view, it
is in line with an understanding of computation as interac-
tion, i.e., the joint manipulation of concepts and actions by
human and software agents [45]. The following subsections
introduce relevant underlying concepts in more detail.

2.1 Focus of attention in cognitive models of working
memory

Working memory is fundamentally related to human cogni-
tion, and there is a variety of models and theories that re-
flect diverse perspectives on working memory. We do not
aim here to provide a complete overview of different cogni-
tive models of working memory (for detailed overviews cf.
[7, 49, 53]), but rather to highlight some widely accepted
perspectives on the relation between working memory and
attention that are relevant for our discussion.

(i) The concept of attention is closely related to work-
ing memory. Human cognition strongly relies on the ability
to appropriately filter and organize information for further
use [7, p. 172]. Attention is considered as a filtering mech-
anism that limits the amount of information in a memory
store [49, pp. 16–18]. In some traditional conceptions of
working memory [2, 8], attention and memory are consid-
ered distinct. In contrast to them, current process models of
working memory incorporate attention control functions [3,
5–7, 11, 42, 43]. Based on them, Bledowski et al. [7] pro-
vided a review of basic operations on the contents in work-
ing memory. One of them is updating the focus of atten-
tion with the selected item. Considering cognitive models of
working memory, they devote special attention to the models
introduced by Cowan [11] and Oberauer and Lange [43]. In
his embedded-process model, Cowan proposes that working
memory is a functional state that allows a direct access to
activated part of long-term memory. Based on this model,
Oberauer and Lange [43, p. 104] (cf. also [42, p. 412])
conceptualize working memory as a concentric structure of
representations with three functionally distinct regions (see
Fig. 1):

– The activated part of long-term memory holds represen-
tations that are activated above baseline through a match
with perceptual input or through spread of activation in
long-term memory.

– The region of direct access holds a limited number of acti-
vated representations that are temporarily bound to a com-
mon cognitive coordinate system. Such a common coor-
dinate system can be a temporal context, a spatial context,

Fig. 1 A concentric model of working memory, adopted and adjusted
from the original work of Oberauer [42, p. 412]. Nodes and lines repre-
sent a network of long-term memory representations. Black nodes rep-
resent activated representations. The region of direct access (big oval)
holds a limited number of activated representations. Within this region,
one representation is selected to be in the focus of attention (small oval)

etc. These representations are available for ongoing cog-
nitive, goal-directed processes.

– The focus of attention holds a representation from the re-
gion of direct access that is directly affected by a cogni-
tive, goal-directed operation. At any time, a single repre-
sentation is selected to be in the focus of attention.

Following Oberauer [42, p. 412], retrieving an item from
working memory means bringing this item into the focus of
attention. For him, the focus of working memory has a func-
tion with respect to memory that is equivalent to the func-
tion of a focus of attention in perception. This observation is
in line with findings that spatial attention and internal rep-
resentations in working memory are closely interrelated [1,
22, 41, 54].

(ii) The capacity of working memory is limited. Although
it is widely accepted that the amount of information in work-
ing memory is limited [12, 36], there is often little agreement
between researchers on which mechanisms constrain the ca-
pacity of working memory [49, pp. 10–12]. Diverse fac-
tors that are considered to underlay the capacity limitations
include: inhibitory mechanisms [44, 51], processing speed
[47], domain-specific storage of information [16], limited
amount of activation in the system [15, 28], etc. Recent work
suggests two important determinants of capacity of work-
ing memory: attention control and basic memory abilities
[53]. In attention based theories, individual differences in
capacity of working memory is primarily determined by at-
tention control, i.e., maintaining task-relevant information
in an active state in conditions of interference or competi-
tion [14, 29]. In memory based theories, capacity of working
memory is primarily determined by ability to access infor-
mation from long-term memory [38]. Finally, in the dual-
component model [52, 53], capacity of working memory
is jointly determined by both attention control and memory
abilities.

(iii) Storage-oriented and processing-oriented aspects of
working memory. Working memory is commonly concep-
tualized as a system for simultaneous storage and process-
ing of information [42, p. 411]. The storage aspect relates
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to the scope of the focus [13], including basic mechanisms
(i.e., encoding, maintenance, and retrieval of information)
and representation of information in working memory [49,
p. 6]. The processing aspect relates to attention control
[14]. Cognitive models of working memory differ in how
they address this simultaneity mechanism. The multiple-
component model of working memory introduced by Bad-
deley and colleagues [4, 5] comprises specialized compo-
nents: two temporary memory systems (the phonological
loop and the visuospatial sketchpad) used to actively main-
tain memory traces, and a supervisory system (the central
executive) involved in control of the working memory sys-
tem. The dual-component model of working memory in-
troduced by Unsworth and Engle [52] suggests a proba-
bilistic cue-dependent search component (secondary mem-
ory) and a dynamic attention component. The concentric
model of working memory introduced by Oberauer [42] and
embedded-process model introduced by Cowan [11] distin-
guish between the activated part of long-term memory and
the focus of attention. However, while much research in the
neurosciences was devoted to the storage function, the pro-
cessing aspect remains underspecified [7, p. 177].

2.2 Focus of attention in the theory of discourse structure

The second line of research lies within the field of com-
putational linguistics, and relates to the theory of discourse
structure introduced by Grosz and Sidner [23, pp. 177–182].
They introduce a model of attentional state as one of the
components of general discourse structure. For them, atten-
tional state contains information about the objects, proper-
ties, relations and discourse intentions that are most salient
at any given point. They model the attentional state by a
set of focus spaces. They call the collection of focus spaces
available at any one time the focusing structure, and the pro-
cess of manipulating spaces—focusing. In the focusing pro-
cess introduced by Grosz and Sidner, a focus space is as-
signed to each discourse segment. A focus space contains
entities that are salient in the given discourse segment, e.g.,
entities that have been mentioned explicitly or introduced
implicitly in the process of producing or comprehending the
utterances [23, p. 179]. This is illustrated in Fig. 2 that is
adopted and adjusted from the original work of Grosz and
Sidner [23, pp. 180–1].

The intentional structure of the discourse in the given
example, including relationships among discourse segment
purposes, is represented in the dominance hierarchy on the
left in the figure. Discourse segment DS1 dominates dis-
course segments DS2 and DS3. The focusing structure is
given on the right in the figure. Each of these discourse seg-
ments is tied to a focus space. The state of focusing when
discourse segment DS2 is being processed is given in the
first part of Fig. 2. Being the most salient, focus space FS2 is

Fig. 2 Discourse segments and focus spaces, adopted and adjusted
from the original work of Grosz and Sidner [23, p. 181]

positioned on the top of the stack. Focus space FS1, assigned
to the dominating discourse segment DS1, is also accessible,
although less salient. When discourse segment DS3 is being
processed, focus space FS2 has been popped from the focus
space stack, and focus space FS3 has been pushed onto it.

Grosz and Sidner provide concrete, well-elaborated ex-
amples that illustrate their theory of discourse structure [23,
pp. 182–192]. They note that their theory, although still in-
complete, does provide a solid basis for investigating both
the structure and meaning of discourse, as well as for con-
structing discourse-processing systems. However, they also
suggest that one of research problems of primary importance
that remain to be further explored is investigation of alterna-
tive models of attentional state [23, p. 202]. In the Grosz and
Sidner’s theory, the focusing structure is parasitic upon the
intentional structure, i.e., the relationships among discourse
segment purposes determine pushes and pops [23, p. 180].
On the other hand, an observation that is widely accepted
in Conversational Analysis is that intentionality is not given
at the beginning of a conversation and that it evolves as the
conversation proceeds [23, 46, 48]. Grosz and Sidner’s the-
ory is consistent with this observation—the focusing struc-
ture, since it is determined by the intentional structure, is not
given a priori and also evolves as the discourse proceeds.
However, from the technical aspect of developing a conver-
sational agent, this property makes the focus stack somewhat
inflexible in topic management since it requires the pushing
and popping of focus spaces in a particular order, and once
that focus space has been popped from the stack, it cannot
be referred to except by reintroducing it [26, p. 88].

(iv) The notion of the focus tree. In attempt to provide
a (more) unified account of focus phenomena, McCoy and
Cheng [34] introduce a tree-structured discourse model—
the focus tree. Their point of departure is that, during the
course of conversation, the participants (including conver-
sational agents) focus their attention on some subset of their
knowledge. The focus tree is a hierarchical structure of inter-
related concepts that represents a subset of the agent’s world
knowledge and contains those concepts that are in the focus
of attention. In addition, at any point in a coherent conversa-
tion, the focused knowledge represents the knowledge that
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is likely to be included next in the interaction between the
user and the system [34, p. 104]. Therefore, with respect to
the dialogue coherence, the focus tree both constrains and
enables prediction of what is likely to be talked about next
[27, p. 633]. With respect to the topic management, it sup-
ports a more flexible management of focus shifts by allow-
ing different strategies to traverse the tree structure.

Although the work of McCoy and Cheng was primar-
ily concerned with text generation, the concept of the fo-
cus tree is applied and adjusted in various approaches to di-
alogue management in HMI. Jokinen et al. [27] introduce
the topic tree—a probabilistic topic model intended to be
used as a context model for spoken dialogue systems. Stede
and Schlangen [50] use hierarchical organization of topics
combined with weights representing discourse history in in-
formation seeking chats. Kirschner [31] applies the focus
tree to represent dialogue context in interactive question an-
swering systems. Moeller [37] uses the concept of the focus
tree to provide plans that ensure the generation of coherent
domain-oriented dialogues. Hovy and McCoy [25] propose
to use focus trees together with Rhetorical Structure Theory
trees. However, we do not aim here to provide a complete
overview of different models based on the concept of the fo-
cus tree, but rather to discuss important properties that are
relevant for our discussion.

(v) Each node of the focus tree represents a specific con-
versational topic. Conversational topics represent concepts
that are currently in the focus of the dialogue participants,
e.g., concepts that has already been mentioned in the on-
going dialogue [31]. An important implication is that con-
versational topics may be assigned to individual dialogue
acts. For example, in the topic tree introduced by Jokinen et
al. [27], nodes of the tree correspond to topics which repre-
sent clusters of the words expected to occur at a particular
point of the dialogue. Jokinen et al. propose an algorithm
that uses the information structure of the dialogue act to link
it to a topic (i.e., a node) in the tree.

(vi) Branches of the focus tree indicate possible shifts of
the focus of attention. In other words, branches of the tree in-
dicate focus shifts that are cognitively easy to process, and
that can be expected to occur in dialogues, i.e., focus transi-
tions from a node to its children or siblings are considered to
be more likely than shifts to nodes in separate branches [27].
Therefore, the focus tree constrains focus shifts and enables
prediction of ensuing focus shifts (e.g., focus shifts that are
likely to be expected in the course of conversation) [34].

(vii) The focus tree should not contain task structure or
intentional relationships. In the theory of discourse struc-
ture, the focusing structure and the intentional (e.g., task)
structure are introduced as interrelated but distinct. Grosz
and Sidner argue that conflation of these two structures is a
misinterpretation of their theory, since it prevents a theory
from accounting adequately for certain aspects of discourse

[23, pp. 180–2]. Therefore, the focus tree, which is also a
conceptualization of attentional state, should not contain in-
formation about task structure or intentional relationships.
This distinction is not just of theoretical interest, but is also
very important from the aspect of developing a conversa-
tional agent. Lecœuche et al. propose to separate reasoning
tools and dialogue managers in conversational agents, and
to make them interact and constrain each other [32, pp. 23–
4]. They note that reasoning tools are usually driven by an
agenda of task to perform, and should not be aware of dia-
logue management strategies needed to ensure a natural di-
alogue. This is particularly important if we want to reuse
the same reasoning tool in different environments where in-
teraction rules may differ from those of natural language.
Thus, Lecœuche et al. introduce a dialogue manager driven
by focus rules in order to ensure that the spoken interaction
between the user and the system follows human dialogue
conventions. A conceptually similar approach can be found
in a robotic architecture for HMI applications introduced by
Mohammad and Nishida [39, p. 149]. Every process in this
parallel architecture has two attributes that control its con-
tribution to the behavior of the robot: actionability (i.e., the
activation level of a process) and attentionality (i.e., the rel-
ative attention that should be given to this process). Moham-
mad and Nishida differentiate between these two attributes
to provide a mechanism for implementing attention focus-
ing. In their words, it allows the robot to select the active
processes depending on the general context (the actionabil-
ity value) and to assign the computation power according
to the exact environmental and internal condition (the atten-
tionality value). Both these approaches to attention focusing
described in [32, 39] are in line with the distinction between
the focusing structure and the intentional structure in the the-
ory of discourse structure.

Finally, it should be mentioned that the discussion on the
appropriateness of tree-structured models of attentional state
is just a part of a wider discussion on the research question
of defining a computationally appropriate structure to rep-
resent human knowledge (for an insight into recent devel-
opments cf. also [33, 35]). Considering this research ques-
tion, Li and Tsai [33, p. 68] emphasize two major concerns:
how to formulate human cognition, and how to make it in a
form that users can visualize. They discuss that human cog-
nition is believed to have generally hierarchical properties,
and that, therefore, hierarchical structures (i.e., trees) are
more appropriate to describe human cognition rather than
non-hierarchical structures. Related to the latter concern, Li
and Tsai note that human visualization capacity is limited
with regard to information processing, and that structures
with large numbers of objects or links between them may
reduce the effectiveness of knowledge navigation and visu-
alization. However, this concern is not of critical importance
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in our approach, since we use a tree structure to represent ac-
tivated representations in working memory whose number is
inherently limited (cf. Sects. 2.1 and 3).

2.3 Focus of attention in the NIMITEK corpus

This section considers attentional information for the model
of commands contained in the NIMITEK corpus of affected
behavior in speech-based HMI produced by Gnjatović and
Rösner [20]. It contains 15 hours of audio and video record-
ings produced during a refined Wizard-of-Oz study designed
to induce emotional reactions. Ten healthy native German
speakers (seven female, three male; ages 18 to 27, mean
21.7) participated in the study. All dialogues were tran-
scribed. The number of dialogue turns is 1,847 for the sub-
jects and 1,846 for the wizard (i.e., the simulated system).
The average number of words per turn is 17.19 for the sub-
jects (with standard deviation 24.37), and 8.53 for the wizard
(with standard deviation 8.70). The subjects’ lexicon con-
tains about 900 lemmata (i.e., root forms). Evaluation of the
corpus showed that 98.09 percent of subjects’ verbal dia-
logue acts were spontaneously produced. The class of spon-
taneously uttered commands is the most represented class—
there are 6798 (74.79 percent) commands in the NIMITEK
corpus. Therefore, we performed a corpus-based investi-
gation of a typology of spontaneously uttered users’ com-
mands with respect to the propositional content. We used a
corpus-specific classification of commands based on the in-
spection of the NIMITEK corpus and on observations on the
structure of spoken language made by Campbell [9, 10].

Considering the structure of spoken language, Campbell
differentiates between two types of content that are often
simultaneously signalled in spontaneous spoken language:
propositional content and affect. He introduces the notions
of fillers and wrappers to denote parts of utterances that re-
late to these two types of content. Keeping his observations
in mind, we conducted an inspection of commands from the
NIMITEK corpus. As expected, they often contain words or
phrases (i.e., fillers) that explicitly relate to entities from the
currently salient focus space. We illustrate this for the inter-
action scenario when the subjects solve the Tower of Hanoi
puzzle. Some typical examples of the users’ commands are:

– The two on the three. (Die Zwei auf die Drei.)
– The next disk. (Den nächsten Ring.)
– Rightwards. (Nach rechts.)

In general, a fully formulated command in the Tower of
Hanoi puzzle is expected to contain following information:
which disk should be moved, and to which peg it should
be moved. In the first command, the subject uses the phrase
“the two” to refer to the second disk, and the phrase “the
three” to refer to the third peg. It should be noted that choice
of lexical items may introduce ambiguity, e.g., isolated from

the surrounding dialogue context, the phrase “the two” may
(and does) relate to the second disk or to the second peg.
In addition, the subjects often assume that the graphical in-
terface represents a non-linguistic context shared between
them and the system. Consequently, they use ellipses [24], a
form of grammatical cohesion where they omit to utter infor-
mation that is already known by the system and, in the same
time, bring new information in the focus of attention. For
example, the second and third commands are elliptical (i.e.,
they contain information only about the disk and only about
the peg, respectively) and cannot be interpreted without tak-
ing the context into account. Thus, in the third command,
the subject instructs that a previously selected disk should
be moved on the next peg on the right. This command also
illustrates a form of lexical cohesion. The subject uses an
adverb (“rightwards”) to specify a peg, although a nominal
phrase might appear as more appropriate. Therefore, lexical
items that relate to the same entity from the currently salient
focus space do not have to match grammatically.

In contrast to this, commands may also contain some ad-
ditional information that does not directly relate to proposi-
tional content (e.g., phrases of courtesy, etc.). Some exam-
ples from the NIMITEK corpus are:

– I would like to put the smallest disk on the three. (Ich
würde gern’ die kleinste Scheibe auf die Drei legen.)

– The middle disk please on the number two. (Den mittleren
Ring bitte auf die Nummer Zwei.)

Words and phrases that relate to propositional content (i.e.,
fillers) are given in italics. From the system’s point of view,
fillers are important for understanding propositional content.
We consider fillers in a restricted scope—to denote parts of
utterance that carry new or salient information. We refer to
them using the term—focus stimuli.

Finally, the subjects often use negation in attempt to cor-
rect the system’s behavior:

– Don’t rotate, but move to right. (Nicht drehen, sondern
nach rechts schieben.)

– But not picture one. (Aber nicht Abbildung Eins.)
– Not on the first . . . (Nicht auf der erste . . .)

Phrases that express negation are given in italics. In this
strategy for recovering from non-understandings, the sub-
jects try to help the system by explicitly referring to entities
from the current interaction domain that should not be in the
focus of attention. Therefore, we refer to these phrases using
the term—negative reinforcement stimuli.

Inspection of the NIMITEK corpus shows that 80.45 per-
cent of all spontaneously produced commands contains fo-
cus stimuli or negative reinforcement stimuli. Thus, this
class of commands has a central position in our approach to
processing users’ commands. On the surface level, utterance
chunks that we refer to as stimuli are non-recursive phrases.
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Propositional content is expressed by frequent insertion of
chunks (i.e., stimuli) that explicitly relate to entities from
the currently salient focus space. The order of stimuli within
an utterance is flexible, while the word order within them
is rather fixed. This allows the robust processing of differ-
ent syntactic forms of spontaneously produced users’ utter-
ances (from syntactically very simple utterances to verbose
utterances) with no explicit syntactic expectations. However,
on the level of dialogue structure, stimuli carry information
related to the attentional state. Therefore, in our approach,
focus stimuli and negative reinforcement stimuli represent
incoming linguistic stimuli that may change the focus of at-
tention. The system should be able to attend to these stimuli
in an appropriate way. While Sects. 2.1 and 2.2 primarily
motivate the research question of storing attentional infor-
mation (i.e., the focusing structure), this section motivates
the question of updating focus of attention with respect to
linguistic stimuli. In terms of cognitive models, stimuli are
attentively encoded into working memory. Similarly, one of
the aims of this paper is to provide an algorithm for encoding
linguistic stimuli into the focusing structure (i.e., the focus
tree).

3 Foundations of a new model of attentional state

This section introduces the idea underlying a new model of
attentional state, based on the focus tree, that encapsulates
the important properties of both cognitive models of work-
ing memory and the focusing structure in the theory of dis-
course structure. There are two main guidelines for devel-
oping a model of attentional state: (i) storage of attentional
information should reflect the principle that available enti-
ties are distinguished with respect to their access status, and
(ii) the model should include also processing of attentional
information.

(i) One of the most obvious principles that can be found
in both Oberauer and Lange’s cognitive model of working
memory and Grosz and Sidner’s theory of discourse struc-
ture is that available entities are distinguished with respect to
their access status. However, in the cognitive model, entities
(i.e., long-term memory representations) are organized in a
network, without further specifications of its actual topol-
ogy that would reflect this principle. On the other hand, in
the theory of discourse structure, the hierarchical organiza-
tion is strictly defined. Grosz and Sidner use a stack struc-
ture to represent the dynamic nature of the attentional state.
The stacking and manipulating of focus spaces reflects the
relative salience of the entities in each space [23, p. 180].
We use the concept of the focus tree to define a topological
structure of attentional information that reflects the principle
that available entities are distinguished with respect to their
access status.

Fig. 3 A simple focus tree

(ii) Processing of attentional information remained un-
derspecified both in cognitive models of working mem-
ory and in the theory of discourse structure. In the neuro-
sciences, the working memory is commonly conceptualized
as a system for simultaneous storage and processing of in-
formation. However, while much research was devoted to
the storage function, less attention was devoted to the pro-
cessing aspect (cf. Sect. 2.1). On the other hand, related to
the theory of discourse structure, we briefly discussed ad-
vantages of the focus tree over the focus space stack with re-
spect to topic management (cf. Sect. 2.2). The focus tree en-
ables a more flexible topic management, and both constrains
and enables prediction of what is likely to be talked about
next. However, although these observations seem promis-
ing, the research issue that remains to be addressed is to
introduce concrete algorithms for processing of attentional
information.

These two guidelines are addressed in more detail in
Sects. 4 and 5, respectively. The rest of this section presents
foundations of a new model of attentional state based on the
focus tree.

The focus tree encapsulates structural relations between
focus spaces that correspond to the dominance hierarchy
of discourse segments. In the example given in Fig. 2, dis-
course segment DS1 dominates discourse segments DS2 and
DS3. Therefore, we introduce structural relations according
to which focus space FS1 “dominates” focus spaces FS2 and
FS3. A simple focus tree that corresponds to the given ex-
ample is shown in Fig. 3.

The focus tree also preserves the idea of recursive de-
velopment of the focus space stack. In the focus tree, the
dynamical nature of attentional state is represented by plac-
ing the focus of attention on one of the nodes in the focus
tree. This comparison is illustrated in Fig. 4. It shows the
sequence of states of the focus space stack (introduced by
Grosz and Sidner) and the corresponding focus of attention
in the focus tree (introduced in our approach) during the pro-
cessing of the discourse segments in the given example. Be-
fore the segments are processed (State 1), the focus stack is
empty and the focus of attention is not placed on any of the
nodes in the focus tree. When segment DS1 is being pro-
cessed (State 2), focus space FS1 is positioned on the stack.
In the focus tree, it is represented by placing the focus of
attention on node FS1 (the node is represented in oval). Pro-
cessing of segment DS2 (State 3) pushes focus space FS2 on
the top of the stack. Corresponding to the fact that this focus
space is the most salient at the moment, the focus of atten-
tion is shifted on node FS2 in the focus tree. After segment
DS2 has been processed (State 4), focus space FS2 has been
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Fig. 4 Comparison between focus stack and focus tree

popped from the stack. Focus space FS1 is now on the top of
the stack and the focus of attention is again placed on node
FS1 in the focus tree. Processing of segment DS3 (State 5)
gives rise to focus space FS3—pushing focus space FS3 on
the stack is represented by placing the focus of attention on
node FS3 in the focus tree.

For a given interaction domain, the focus tree is deter-
mined beforehand and fixed. It can be summarized that, for
a given discourse structure, the focus tree encapsulates the
set of all possible states of the focus space stack. States of
the focus space stack are denoted by the position of the fo-
cus of attention in the focus tree. A node that carries the
current focus of attention corresponds to a focus space that
is placed on the top of the stack, its parent node corresponds
to a focus space that is placed below, and so on—all an-
cestor nodes correspond to focus spaces contained in the
stack, where the root node of the focus tree corresponds
to a focus space placed on the bottom of the stack. How-
ever, whereas the focus space stack represents a collection
of available focus spaces at the given moment and, thus,
can be dynamically changed, the focus tree is determined
beforehand and fixed. Therefore, to construct a focus tree,
all entities that may become salient during the processing
of the discourse segments must be known in advance. This
also implies that the number of nodes in the focus tree is
limited. We find a justification for these implications in cog-
nitive models of working memory. It is widely accepted that
the capacity of working memory is limited, e.g., in terms of
Oberauer and Lange, the region of direct access in long-term
memory holds a limited number of activated representations
that are available for ongoing cognitive, goal-directed pro-
cesses. In our approach, the focus tree contains entities that
become salient during the processing of discourse segments.
There is a clear analogy—the focus tree represents the re-
gion of direct access in long-term memory and, thus, has a

limited number of nodes. In addition, following Oberauer
and Lange, representations in the region of direct access are
bound temporarily to a common cognitive coordinate sys-
tem. Therefore, it is justifiable to assume that representa-
tions are known in advance. One may argue that, from the
speaker’s point of view, representations are part of long-term
memory and, thus, inherently known in advance. However, it
does not hold for a dialogue system. A dialogue system may
a priori recognize as relevant for the interaction only those
entities that are obviously present in the given context of in-
teraction (e.g., a spatial context, etc.). Another implication
of the analogy between the region of direct access in long-
term memory and the focus tree is that a node in the focus
tree represents a single long-memory representation. This
is in line with Oberauer and Lange who note that a single
representation is selected to be in the focus of attention—at
every moment of interaction, the current focus of attention
is placed on exactly one node in the focus tree.

4 Storage function: constructing a focus tree

We illustrate construction of a focus tree for a concrete inter-
action domain taken from the NIMITEK corpus—the Tan-
gram puzzle. After inspection of subjects’ commands from
the corpus, we differentiate among four focus classes whose
instances form attentional information. They are given in the
following list, starting from the most general focus class and
ending with the most specific:

– Task focus—Focus instances contained in this class re-
late to the tasks given to the subjects in the Wizard-of-Oz
study (e.g., the Tangram puzzle, the Tower of Hanoi puz-
zle, the Grid puzzle, etc.).

– Object focus—Focus instances contained in this class re-
late to graphical objects that can be manipulated in the
given tasks (e.g., Tangram pieces, disks in the Tower of
Hanoi puzzle, tiles in the Grid puzzle, etc.).

– Action focus—Focus instances contained in this class re-
late to actions that can be performed over selected objects.
E.g., for the Tangram puzzle, there are two focus instances
contained in this focus class that relate to actions of trans-
lation and rotation, respectively.

– Direction focus—Focus instances contained in this class
relate to further specification of actions that can be per-
formed over selected objects. E.g., in the context of the
Tangram puzzle, for the action of translation there are four
focus instances that relate to direction (up, down, left and
right), and for the action of rotation there are two focus
instances that relate to direction (clockwise and counter-
clockwise).

These focus classes are interrelated—an instance of a
more specific focus class is a sub-focus of an instance of
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the immediately preceding more general focus class. We
shortly explain the sub-focus relation: focus instance g1 is
a sub-focus of focus instance g2 if focus instance g1 cannot
become salient in the given dialogue without g2 being also
salient in the same moment (g2 may be explicitly mentioned
in the dialogue or implicitly introduced into the dialogue
context). For example, a focus instance representing an ac-
tion over a Tangram piece is a sub-focus of a focus instance
representing that Tangram piece because we have to specify
a piece before we can perform an action over it. It is impor-
tant to note that a sub-focus relation is a kind of semantic
relation and not determined with the syntactical structure of
users’ utterances. Due to this property, it is possible, as we
discuss below, to utilize sub-focus relations to process the
user’s commands of different syntactic forms.

Sub-focus relations are illustrated in the simplified focus
tree for the Tangram puzzle given in Fig. 5. Each instance of
the focus classes is represented by a node in the focus tree.
Each node, except the root node, represents a sub-focus of
its parent node. The root node represents the most general
focus instance. Nodes at the same level of the tree belong to
the same focus class. For the purpose of easier representa-
tion and without loss of generality, we reduce the number of
Tangram pieces to two: the triangle (�) and the square (�).
It means that we show only a part of the “bigger” focus tree
including all seven Tangram pieces. Table 1 provides short
descriptions of all focus instances in this focus tree.

At every moment of interaction, the current focus of at-
tention is represented by exactly one node in the focus tree.
Mapping of an ensuing user’s command onto the focus tree
is performed with respect to the position of the current fo-
cus of attention. Also, the user’s command may change the
focus of attention. This is considered in the next section in
more detail.

5 Processing function: transition of the focus of
attention

For the purpose of defining the algorithm for transition of
the focus of attention, we introduce the following abbrevia-
tions:

– f —a focus stimulus,
– r—a negative reinforcement stimulus,
– g—a focus instance (i.e., a node) in the focus tree that

represents f , which we write as: g ↔ f ,
– R(g)—rank of a node g, defined as the length of the path

from the root node to node g.

To give an example: the command “don’t move, but ro-
tate to the left” includes two focus stimuli, f1 = “rotate”
and f2 = “to the left”, that belong to the action and direc-
tion focus classes, respectively, and a negative reinforcement

Table 1 Focus instances in the simplified focus tree for the Tangram
puzzle

Focus Focus Description of

instance class focus instance

tangram task Tangram puzzle

� object triangle

tran1 action translation of �
↑ direction upward translation of �
← direction leftward translation of �
↓ direction downward translation of �
→ direction rightward translation of �
rot1 action rotation of �
� direction counterclockwise rotation of �
� direction clockwise rotation of �
� object square

tran2 action translation of �
⇑ direction upward translation of �
⇐ direction leftward translation of �
⇓ direction downward translation of �
⇒ direction rightward translation of �
rot2 action rotation of �
� direction counterclockwise rotation of �
� direction clockwise rotation of �

stimulus r1 = “don’t move”. Observed out of the interac-
tion context, focus stimulus f1 can be represented by nodes
{rot1, rot2}, while focus stimulus f2 can be represented by
nodes {←,�,⇐,�} in the focus tree given in Fig. 5.

In addition, we make the assumption that all focus stim-
uli contained in a command represent focus instances that
belong to different focus classes. This assumption might
seem too strong. For example, the command “move triangle
and square rightwards” contains two focus stimuli, “trian-
gle” and “square”, that relate to the object focus class. How-
ever, such commands may be appropriately divided in a se-
quence of commands whose all focus stimuli relate to differ-
ent focus classes (e.g., “move triangle rightwards”, “move
square rightwards”) before they are further processed. In
other words, the issue of compositionality may be addressed,
when necessary, independently of the proposed algorithm
for transition of the focus of attention. Therefore, under such
conditions, the aforementioned assumption appears justifi-
able.

The algorithm for transition of the focus of attention in-
troduced in this section is of a general nature and illustrated
for spontaneously uttered commands from the NIMITEK
corpus. As mentioned above, mapping of a command onto
the focus tree is performed with respect to the position of the
current focus of attention. Let gc be the node representing
the current focus of attention, and let C be a command that
comprises the following focus stimuli f1, f2, . . . , fn, where:
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Fig. 5 The simplified focus tree
for the Tangram puzzle

n ≥ 1, all focus stimuli relate to different focus classes, f1 is
the most general focus stimulus, and fn is the most specific
focus stimulus in command C. In addition, command C may
optionally contain a set of negative reinforcement stimuli
{r1, r2, . . . , rk}. If the set of negative reinforcement stimuli
is not empty, it signals potential problems in communica-
tion, and, thus, the current focus of attention is placed on the
root node of the focus tree before the algorithm is applied.
The underlying idea of the algorithm could be summarized
as follows. In the first step, a temporary focus of attention
is positioned on a node that represents the most general fo-
cus stimulus from command C, i.e., f1. There can be more
than one node satisfying this condition. Thus, the selection
of one of them is determined by the position of node gc, as
discussed below. In succeeding steps, a temporary focus of
attention is iteratively transited over nodes that represent fo-
cus stimuli f2, f3, . . . , fn, following the rule that, for all i, j ,
where 1 ≤ i < j ≤ n, the node representing the focus stimu-
lus fj is a descendant of the node representing focus stimu-
lus fi . The new focus of attention is placed on a node repre-
senting the most specific focus stimulus from command C,
i.e., fn.

Generally, for a given current focus of attention, com-
mand C can be mapped to different sets of nodes in the fo-
cus tree. In each of these steps there might be more candi-
date nodes for a temporary focus of attention. The transition
of a temporary focus of attention may branch with each fo-
cus stimulus from command C, consequently resulting in
more candidate nodes for the new focus of attention. One of
these candidates is to be selected to represent the new focus
of attention. It is a matter of dialogue context and dialogue
strategy which candidate node will be selected (examples of
dialogue strategies are given in [19, 21]).

In order to describe transition of the focus of attention
in more detail, we distinguish between two cases. The first
case is when each focus stimulus fi from command C can
be represented by some of the descendant nodes of node gc

representing the current focus of attention, or by node gc ,
i.e.:

(∀fi ∈ C)(∃gj ∈ descendant-or-self (gc))(gj ↔ fi) (1)

In this case, the mapping of command C is restricted to the
sub-tree determined by node gc as its root node. In the first
step, candidate nodes for representing the most general fo-
cus stimulus f1 are selected only among nodes in this sub-

tree. Other nodes in the focus tree are not taken into con-
sideration. Since selection of a new temporary focus of at-
tention in succeeding steps is always limited to the sub-tree
determined by the current temporary focus, final candidate
nodes for the new focus of attention are selected among de-
scendant nodes of node gc (including also node gc).

The second case is when not all focus stimuli from com-
mand C can be represented by some of the descendant nodes
of node gc, or by node gc, i.e.:

(∃fi ∈ C)(∀gj ∈ descendant-or-self (gc))¬(gj ↔ fi) (2)

In this case, a temporary focus of attention is first placed on
the closest antecedent node gtemp of node gc that satisfies the
condition that each focus stimulus from command C can be
represented by some of the nodes from the sub-tree deter-
mined by node gtemp as its root node, i.e.:

gtemp ∈ antecedent(gc)

∧ R(gtemp) = max{R(gi)|gi ∈ antecedent(gc)

∧ (∀fi ∈ C)(∃gj ∈ descendant-or-self (gi))(gj ↔ fi)}
(3)

Command C is then mapped within the sub-tree determined
by node gtemp , as described in the first case. Both these cases
are encapsulated in the recursive algorithm given in Fig. 6.
For a given command C, the first call of this algorithm is
to be realized with the following arguments: the node rep-
resenting current focus of attention gc, and the most gen-
eral focus stimulus from command C, i.e., f1, as showed in
Fig. 7. After all recursive calls of this algorithm are finished,
candidate nodes for the new focus of attention are accumu-
lated in the set variable focus_candidates.

At this point of the algorithm, negative reinforcement
stimuli—if any—are taken into account in order to filter
the set variable focus_candidates. All nodes from this
set that can be related, or whose ancestors in the focus tree
can be related, to some of negative reinforcement stimuli
{r1, r2, . . . , rk} are removed from the set. If the set is left
empty after this filtering, it signals that command C is se-
mantically irregular. A command may be semantically irreg-
ular in two cases. First, if it includes at least two focus stim-
uli fi and fj for which holds: i ≤ j and the focus instance
that represents fj is not a sub-focus of the focus instance
that represents fi , e.g., “translate clockwise”. And second,
if it includes a focus stimulus and a negative reinforcement
stimulus that relate to the same focus instance, e.g., “rotate
but don’t rotate”.
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Otherwise, if the set of candidate nodes is not left empty,
one of them is selected to represent the new focus of atten-
tion. In Sect. 2.2, we discussed that the focus tree should not
contain task structure or intentional relationships. In our ap-
proach, the focus tree model is intentionally separated from
a reasoning tool that takes information about task structure
and intentional relationships into account. This separation
is in line with our intention to introduce an attentional state
model of a general nature, while such a reasoning tool is
task-oriented. Therefore, in the algorithm given in Fig. 7,
function choose_from represents an interface between
the module that implements the concept of the focus tree and
an external reasoning tool that takes information about task
structure and intentional relationships into account. Here,
we abstract away from aspects of this interface that are task-
oriented and, thus, less important for the discussion in this
paper. In Sect. 6, we discuss a prototype system that also
includes a task-oriented reasoning tool.

p r o c e d u r e g e t _ f o c u s _ c a n d i d a t e s (garg , fi )
b e g i n

i f (fi = f1) ∧ ({ri , . . . , rk} �= ∅)

t h e n
garg := r o o t _ n o d e ;

i f (∀fj , i ≤ j ≤ n)(∃gl ∈ d e s _ o r _ s e l f (garg))(gl ↔ fj )

t h e n
b e g i n

S := {g|g ∈ d e s _ o r _ s e l f (garg) ∧ g ↔ fi} ;
f o r each g ∈ S do

i f (fi = fn)

t h e n
f o c u s _ c a n d i d a t e s . add (g )

e l s e
g e t _ f o c u s _ c a n d i d a t e s (g , fi+1 )

end
e l s e

i f (fi = f1) ∧ (R(garg) > 0)

t h e n
g e t _ f o c u s _ c a n d i d a t e s ( p a r e n t ( garg ) , fi )

e l s e
E x i t ( ) ;

end

Fig. 6 Algorithm for identifying candidate nodes for the new focus of
attention. Function des_or_self(garg) returns a set that contains node
garg and all its descendant in the focus tree

Let us illustrate these algorithms for the following se-
quence of commands:

(C1:) triangle to right but don’t rotate . . . (C2:) now to
right rotate . . . (C3:) to left . . . (C4:) upwards . . .

From the user’s point of view, the interaction in this se-
quence could be summarized as follows. In the first com-
mand, the user selects the triangle. Afterwards, he assumes
that the selected object is a part of the shared knowledge be-
tween him and the system. Thus, until the end of the given

p r o c e d u r e c h a n g e _ f o c u s ( )
b e g i n

f o c u s _ c a n d i d a t e s . empty ( ) ;
g e t _ f o c u s _ c a n d i d a t e s (gc , f1 ) ;
R := {ri , . . . , rk} ;

i f (R�= ∅ ) t h e n
f o r each g ∈ f o c u s _ c a n d i d a t e s do

i f (R ∩ a n c e s t o r _ o r _ s e l f ( g ) �= ∅ )
f o c u s _ c a n d i d a t e s . remove (g ) ;

i f ( f o c u s _ c a n d i d a t e s �= ∅ )
t h e n

gc := choose_f rom ( f o c u s _ c a n d i d a t e s )
e l s e

r e p o r t _ i r r e g u l a r _ c o m m a n d ( ) ;
end

Fig. 7 Transition of the focus of attention. Function choose_from
represents an interface between the module that implements the con-
cept of the focus tree and an external reasoning tool that takes informa-
tion about task structure and intentional relationships into account

sequence, he instructs only actions that should be performed
over the selected object, without explicitly referring to the
selected object itself. The introduced algorithm for transi-
tion of the focus of attention supports system’s decision
making processes when it is confronted with such user in-
puts.

At the beginning of this sequence, the current focus of at-
tention is placed on the root node of the focus tree. Relevant
parts of the focus tree are represented in Fig. 8 for com-
mands C1 and C2, and in Fig. 9 for commands C3 and C4.
Changes of a temporary focus of attention are marked with
dashed arrows. Nodes representing the temporary focus of
attention during the mapping of a command are positioned
in ovals, while nodes representing the new focus of attention
after a command has been mapped are positioned in boxes.

Command C1 contains two focus stimuli: f1 = “triangle”
and f2 = “to right”, and a negative reinforcement stimulus
“don’t rotate”. In the given focus tree, focus stimulus f1 can
be represented only by node �, while focus stimulus f2 can
be represented by four different nodes {→,�,⇒,�} (cf.
Table 1). For the starting focus of attention placed on the
root node, the condition (1) is satisfied, i.e., all focus stim-
uli from command C1 can be represented by some of the
descendant nodes of the node representing the current fo-
cus of attention. Therefore, all changes of the temporary fo-
cus of attention are directed towards more specific focus in-
stances. In the first iteration, when focus stimulus f1 is being
mapped, the temporary focus of attention is placed on node
�. In the second iteration, mapping of the focus stimulus f2

is restricted to the sub-tree determined by node � as its root
node. There are just two nodes in this sub-tree that are can-
didates to represent focus stimulus f2: {→,�}. Since there
are no more focus stimuli in command C1 to be mapped,
one of these nodes should be selected to represent the new
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Fig. 8 Transition of the focus of attention for commands C1 and C2

focus of attention. Nevertheless, the algorithm now takes the
negative reinforcement stimulus “don’t rotate” into account.
This stimulus relates to node rot1, which is the parent of
node �, so node � is removed from the set of candidate
nodes. Therefore, node → is selected to represent the new
focus of attention (cf. left part of Fig. 8).

Command C2 contains two focus stimuli: f3 = “to right”
and f4 = “rotate”. In the focus tree, focus stimulus f3 can
be represented by nodes {→,�,⇒,�}, while focus stim-
ulus f4 can be represented by nodes {rot1, rot2}. However,
these focus stimuli cannot be mapped immediately. Keeping
in mind that the current focus of attention is placed on node
→ after command C1 has been processed, command C2 sat-
isfies condition (2), i.e., not all focus stimuli from command
C2 can be represented by some of the descendant nodes of
node →. Thus, the temporary focus of attention should be it-
eratively moved towards higher levels of the focus tree until
we reach a node whose descendant nodes can represent all
focus stimuli from the command, i.e., a node that satisfies
condition (3). So, the temporary focus of attention is first
placed on the parent node of the node representing the cur-
rent focus of attention—node tran1. Since condition (3) is
still not satisfied, the temporary focus of attention is moved
one level higher in the focus tree and placed on node �.
Now, when condition (3) is satisfied, focus stimuli f3 and
f4 can be mapped within the sub-tree determined by node �
in a similar way as focus stimuli in command C1 have been
mapped. It is important to note that, although focus stimu-
lus f3 comes before focus stimulus f4 in the utterance, focus
stimulus f4 is first mapped because it is more general. When
focus stimulus f4 is being mapped, the temporary focus of
attention is placed on node rot1. When focus stimulus f3 is
being mapped, the temporary focus of attention is placed on
node �. Since now all focus stimuli contained in command
C2 have been mapped, the new focus of attention is placed
on this node (cf. right part of Fig. 8).

Mapping of commands C3 and C4 is performed in the
same manner as command C2. Transition of the focus of
attention is illustrated in Fig. 9.

Illustrating the introduced algorithms, we considered fo-
cus stimuli and negative reinforcement stimuli that were
contained in a command, but we did not explain how these
stimuli were extracted from the command, and how focus

Fig. 9 Transition of the focus of attention for commands C3 and C4

stimuli were ordered from the most general to the most spe-
cific. Moubaiddin and Obeid [40, p. 149] argue—in line with
our discussion in [17, pp. 39–42] and [18]—that users of-
ten produce incomplete and grammatically ill-formed utter-
ances. Therefore, a language interface must be able to cope
with such dialogue phenomena. They suggest keyword spot-
ting as a possible solution for robust parsing of such ut-
terances. We build upon this approach as follows. To each
node in the focus tree, a set of phrases (i.e., stimuli) that
represent its focus instance is assigned. For example, the fo-
cus instance that is represented by node � in the focus tree
for the Tangram puzzle may be correlated with the follow-
ing focus stimuli: {square, yellow square, quadrangle, . . . }
(in German: {Quadrat, gelbes Viereck, Viereck, . . . }). When
mapping users’ commands onto the focus tree, the system
takes as input a textual version of the command delivered
by the speech recognizer. The focus stimuli and negative re-
inforcement stimuli are then automatically derived from a
given command, i.e., the system detects phrases that (might)
relate to certain focus instances. After all focus stimuli are
related to focus instances (i.e., nodes in the focus tree), they
are order from the most general to the most specific accord-
ing to the following rule. Focus stimulus fi is more general
than focus stimulus fj if the node that represents fi is at the
higher level of the focus tree then the node that represents
fj . We recall that we introduced the assumption that all fo-
cus stimuli contained in a command relate to focus instances
that belong to different focus classes, i.e., to focus instances
that are positioned at different levels of the focus tree. In ad-
dition, sets of stimuli assigned to different focus instances
are not necessary disjoint sets. For example, discussing how
command C1 = “triangle to right” is processed, we stated
that the focus stimulus “to right” could be assigned to four
different nodes in the given focus tree, and illustrated how
the introduced algorithm copes with such a situation.

6 Implementation example

This section illustrates the implementation of the introduced
model of attentional state in the NIMITEK prototype spoken
dialogue system for supporting users while they solve prob-
lems in a graphics system. The dedicated task is the 3-disk
version of the Tower-of-Hanoi puzzle (cf. Figs. 10 and 11).



316 M. Gnjatović et al.

Fig. 10 The 3-disks version of the Tower of Hanoi puzzle—screen
display of the NIMITEK prototype system represents the initial state
of the puzzle

Fig. 11 The focus tree for the 3-disks version of the Tower of Hanoi
puzzle—screen display of the NIMITEK prototype system corresponds
to the initial state of the puzzle

The adaptive dialogue strategy of the NIMITEK system is
introduced in more detail by Gnjatović and Rösner [17, 19].
Here, we illustrate some aspects of the implementation that
are particularly related to the model of attentional state.

We give an analysis of an actual dialogue between the
user and the prototype system that took place during the test-
ing of the system. The dialogue fragment is given in Fig. 12.
Utterances produced by the user and the system are written
in italic, and descriptions of non-verbal actions performed
by the system (e.g., moving a disk, etc.) are underlined.

The transition of the focus of attention is performed ac-
cording to the introduced algorithm as this dialogue frag-
ment unfolds. At the start of the dialogue fragment, the focus

User1: The smallest disk . . . (Den kleinsten Ring . . . )
System2: selects the smallest disk
User3: . . . on the three. (. . . auf die Drei.)
System4: puts the selected disk on the third peg
User5: I would like to move the middle plate to position

two. (Ich möchte gerne die mittlere Scheibe auf Po-
sition Zwei schieben.)

System6: moves the middle disk to the second peg
User7: The next disk . . . (Den nächsten Ring . . . )
System8: selects the biggest disk
User9: . . . on the three. (. . . auf die Drei.)
System10: This move is not possible. You can only move a disk

from the top. You cannot place a larger disk onto a
smaller one. (Dieser Schritt ist nicht möglich. Sie
können nur einen oben liegenden Ring wählen. Sie
dürfen keinen Ring auf einen kleineren legen.)

User11: Help. (Hilfe.)
System12: Which peg do you want to select? (Welchen Stab

möchten Sie auswählen?)
User13: I said help! (Ich sagte Hilfe!)
System14: The last move drew you back from the solution. I

propose that you select another disk. (Der letzte
Schritt führte von der Lösung weg. Ich schlage vor,
dass Sie einen anderen Ring auswählen.)

Fig. 12 Dialogue between the user and the NIMITEK prototype sys-
tem

Fig. 13 Transition of the focus of attention for commands User1 and
User3

of attention is placed on the root node of the focus tree (cf.
Fig. 13). The system recognizes that command User1 con-
tains only one focus stimulus “the smallest disk” that can be
represented by node disk1. This node is a descendant of the
node representing the current focus of attention. Therefore,
the system selects the smallest disk on the graphical display
(System2) and, simultaneously, places the new focus of at-
tention on node disk1. Command User3 also contains only
one focus stimulus “on the three” that relates to the third
peg on the graphical display. However, this focus stimulus
may be represented by three different nodes in the focus tree:
peg13, peg23 and peg33. Following the introduced algorithm,
node peg13 should be selected, since it is a descendant node
of the node representing the current focus of attention. Thus,
the system places the selected smallest disk on the third peg
on the graphical display (System4), and the new focus of
attention on node peg13. The transition of the focus of atten-
tion for commands User1 and User3 is illustrated in Fig. 13.

Command User5 contains words that cannot be recog-
nized by the speech recognition module. The textual version
of this command as it is recognized is: <not recognized>

the middle disk <not recognized> position two. Still, the
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Fig. 14 Transition of the focus of attention for command User5

system recognizes all focus stimuli that are contained in the
command. The first focus stimulus, “the middle disk”, may
be represented by node disk2. The second focus stimulus,
“position two”, relates to the second peg on the graphical
display and may be represented by three nodes: peg12, peg22
and peg32. However, these focus stimuli cannot be repre-
sented by descendant nodes of the node caring the current
focus of attention, i.e., node peg13. According to the intro-
duced algorithm, the focus of attention is iteratively moved
towards higher levels of the focus tree to the closest an-
tecedent node whose descendant nodes can represent all fo-
cus stimuli from the command—the root node. Then, simi-
larly as explained for first two user commands, the focus of
attention is first placed on node disk2 and then to its child
node peg22. On the graphical display, the system selects the
middle disk and places it on the second peg (System6). The
transition of the focus of attention for command User5 is
illustrated in Fig. 14.

Command User7 is context-dependent. It contains a nom-
inal phrase that cannot be uniquely related to a node in the
focus tree. In other words, a disk should be selected, but
it is not explicitly specified which disk should be selected.
Therefore, the contextual information should be taken into
account. The current focus of attention and the structure of
the focus tree enable the system to process such a command.
Intuitively, it is clear that the previously selected disk was
the middle disk, and that the phrase “the next disk” relates
to the biggest disk. The processing of this command can be
formalized in a more general manner. The system traverses
the focus tree in preorder, starting from the node that rep-
resents the current focus of attention. The new focus of at-
tention is placed on the first node that satisfies the following
conditions: (i) it belongs to the object focus class, and (ii) the
selected node is not the starting node. The simplified transi-
tion of the focus of attention is illustrated in Fig. 15. After
processing command User7, the new focus of attention is
placed on node disk3. On the graphical display, the system
selects the biggest disk (System8).

In command User9, the user instructs the system to place
the biggest ring to the third peg, which is an illegal com-
mand. Therefore, the system informs the user that it is not
allowed to place a larger disk onto a smaller one (System10).
In command User11, the user explicitly asks for help. Fol-
lowing its dialogue strategy, the system assumes that the
user has a problem to formulate a valid command. The ac-
tual support intervention is determined by the current focus

Fig. 15 Transition of the focus of attention for command User7

of attention. The system tries to help the user to formulate
a command that will place the focus of attention on one of
the descendant nodes of the node carrying the current fo-
cus of attention. Since the current focus of attention is posi-
tioned on node disk3, the system asks the user on which peg
does he want to place the selected ring (System12). When
the user repeats the request for help in command User13, the
system provides support of higher intensity determined by
the state of the puzzle. It proposes the user to select another
disk (System14).

7 Discussion

The introduced model of attentional state in HMI differs
from existing models in several aspects.

(i) Processing aspect of updating focus of attention. Pro-
cessing of attentional information remained underspecified
both in cognitive models of working memory [7, p. 177]
and in the theory of discourse structure [23, p. 202] (in-
cluding also several conceptualizations of the focus tree [31,
p. 137]). In contrast to them, the model of attentional state
introduced in this paper addresses the research questions of
storage and processing of attentional information in an in-
tegrated manner. With respect to the storage of information,
we introduced the focus tree—a topological structure of at-
tentional information. With respect to the processing of in-
formation, we provided algorithms for transition of focus
of attention, and illustrate them for concrete interaction do-
mains.

(ii) Analytical and generative aspects of the dialogue be-
havior. While existing models of attentional state are often
focused either on interpretation (cf. [23]) or on generation
(cf. [34]) of utterances in discourse, the model of atten-
tional state introduced in this work is intended to be used
both for interpretation of user commands and generation of
system dialogue acts. In the dialogue fragment provided in
Fig. 12, the system both interprets the user’s commands (cf.
system response in System2, System4, System6, System8)
and generates coherent dialogue acts (cf. system response in
System10, System12, System14).

(iii) Aspects of generalizability. The model of attentional
state was illustrated for the Tangram and Tower of Hanoi
puzzles. A question that arises is to what extent can this ap-
proach be generalized. We discuss this question from two



318 M. Gnjatović et al.

points of view: the engineering point of view and the lin-
guistic point of view.

The engineering point of view considers primarily im-
plementation aspects. The proposed modeling method and
algorithms are not a priori related to some specific prede-
fined task. The introduced algorithms are independent of the
structure of the focus tree and of the content of the phrasal
lexicon. For a given task (e.g., Tangram puzzle, Tower of
Hanoi puzzle, etc.), the structure of the focus tree and the
sets of stimuli that are assigned to focus instances are de-
fined in input XML files, independently of the implementa-
tion of the algorithms. This means that the implementation
of the proposed model of attentional state within the dia-
logue management module in the NIMITEK prototype sys-
tem is independent of:

– changes of the structure of the focus tree (e.g., a change
from the Tangram puzzle to the Tower of Hanoi puzzle,
etc.),

– changes of the vocabulary (e.g., changing the size of the
vocabulary by extending or redefining sets of phrases,
changing the language of the vocabulary by translating
phrases from German into English, etc.).

These changes do not require a change in the implementa-
tion of the model, but just a redefinition of input XML files.
From the engineering point of view, this gives a relatively
high level of generalizability of the proposed model—the
given task can be relatively easy redefined or extended.

The linguistic point of view considers the question to
which types of dialogue can this approach be applied. In this
paper, we concentrated on spoken human-machine interac-
tion in the specific case where some kind of display with a
graphical interface is involved. A graphical interface that is
present in interaction with the dialogue system NIMITEK
represents a non-linguistic context shared between the user
and the system that influences the user’s focusing processes.
This suggests that our approach to modeling attentional in-
formation is appropriate for the class of spoken dialogue
systems that are intended to control a subclass of graphi-
cal user interfaces, e.g., manipulating with graphical enti-
ties represented on the display, controlling graphical menus,
solving graphically-based tasks including spatial reasoning,
etc. Nevertheless, the introduced model is not restricted only
to this class of spoken systems. It is also applicable to some
interaction domains that include verbal-only interfaces. For
example, the introduced model of attentional state was also
implemented within the adaptive dialogue manager in the
system Contact [21]. This system is primarily intended to
be used by the visually impaired—it reads aloud textual
contents (e.g., news, articles, etc.) from various newspa-
pers and web sites over the telephone line. In contrast to
the NIMITEK system, the dialogue system Contact does not
include a graphical interface that would help to establish a

non-verbal context. However, entities that become salient
during the interaction (e.g., newspapers, sections, articles,
etc.) can still be organized in a focus tree, and sub-focus
relations between them are also part of the common knowl-
edge: e.g., each newspaper contains one or more sections,
each section contains one or more articles, etc. Based on
this common knowledge, the user can mentally construct a
“quasipictorial” representation of the focus tree used by the
system. This mental representation serves as a non-linguistic
context shared between him and the system. We recall that
this explanation is in line with recent findings that spatial
attention and mental images are closely interrelated [1, 22,
41, 54].

Finally, for the purpose of completeness, we state that the
introduced approach to modeling attentional information is
not limited only to verbally uttered commands. It supports
also non-verbal dialogue acts produced by the user (e.g., us-
ing a mouse or a keyboard, etc.). Such non-verbal actions
may also change the attentional state. For example, if the
user was allowed to use a mouse to select a graphical piece
represented on the screen, he would thereby unambiguously
specify that the current focus of attention should be placed
on the node in the focus tree that represents the selected
piece.

It can be summarized that two basic requirements are
needed to apply the proposed modeling methodology. First,
all “relevant” focus instances must be known in advance.
And second, it must be possible to define sub-focus rela-
tions between them. These requirements may appear to be
too restrictive for a general case of unrestricted dialogue.
However, we primarily consider task-oriented HMI. In such
“practical” interaction domains, the aforementioned require-
ments appear to be adequate. This was already discussed in
Sect. 3.

8 Conclusion

This paper introduced a new model of attentional state
in task-oriented HMI. It integrates three lines of research:
(i) neurocognitive understanding of the focus of attention in
working memory, (ii) the notion of attention related to the
theory of discourse structure in the field of computational
linguistics, and (iii) investigation of a corpus that comprises
recordings of spontaneous speech-based HMI. The underly-
ing idea was to make a computationally appropriate repre-
sentation of attentional information that imitates the func-
tion of a focus of attention in human perception. To the ex-
tent that the model is computationally appropriate, the dis-
cussion was concentrated to the research problem of robust
automatic processing of different syntactic forms of sponta-
neously produced users’ commands with no explicit syntac-
tic expectations.
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The introduced model differs from existing models in
several aspects. First, it addresses the research questions of
storage and processing of attentional information in an in-
tegrated manner. Second, the model is intended to be used
both for interpretation of user commands and generation
of system dialogue acts. And third, the proposed modeling
method is intended to be sufficiently general both from the
engineering and linguistic points of view. Finally, the paper
discussed an implementation of the introduced model within
a prototype spoken dialogue system and gives an analysis of
an actual dialogue fragment between the user and the system
that took place during the testing of the system.

The introduced model has an important role in several
lines of our research. These include defining and implement-
ing adaptive dialogue strategies aimed to support the user
to overcome problems with the interface language, and to
handle miscommunication on the conversational, the inten-
tional, and the signal levels. One of the planned research
directions is exploring possibilities to apply this conceptu-
alization in the scope of therapeutic HMI with language-
impaired patients.
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