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Abstract Rapid technological advances imply that the
amount of data stored in databases is rising very fast. How-
ever, data mining can discover helpful implicit information
in large databases. How to detect the implicit and useful in-
formation with lower time cost, high correctness, high noise
filtering rate and fit for large databases is of priority con-
cern in data mining, specifying why considerable clustering
schemes have been proposed in recent decades. This investi-
gation presents a new data clustering approach called PHD,
which is an enhanced version of KIDBSCAN. PHD is a
hybrid density-based algorithm, which partitions the data
set by K-means, and then clusters the resulting partitions
with IDBSCAN. Finally, the closest pairs of clusters are
merged until the natural number of clusters of data set is
reached. Experimental results reveal that the proposed algo-
rithm can perform the entire clustering, and efficiently re-
duce the run-time cost. They also indicate that the proposed
new clustering algorithm conducts better than several exist-
ing well-known schemes such as the K-means, DBSCAN,
IDBSCAN and KIDBSCAN algorithms. Consequently, the
proposed PHD algorithm is efficient and effective for data
clustering in large databases.
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1 Introduction

The rapid progress of information technology has led to
increasing amounts of data produced and stored in data-
bases. How to extract the implicit and useful information
with lower time cost and high correctness is of priority con-
cern in data mining, explaining why many clustering meth-
ods have been developed in recent decades. Data cluster-
ing is the most widely employed data mining technique for
various business applications. Data clustering categorizes
objects into groups of high similar. Conversely, objects in
different groups are quite dissimilar. Many clustering algo-
rithms have been presented in recent years [2–7, 13, 14, 16].

Most clustering methods can be divided into partitioning,
density-based, hierarchical, grid-based or hybrid algorithms.
A partitioning clustering algorithm partitions a data set into
k clusters containing similar objects. The best-known par-
titioning clustering algorithm is K-means [12]. K-means
can be easily and quickly implemented, and quickly iden-
tifies data clustering, but cannot accurately recognize arbi-
trary shapes. The clustering concept of a dense region is
unique for density-based clustering, which can handle ar-
bitrarily shaped clusters and can filter out noise, and pro-
duces stable clustering results. However, it consumes a large
run-time cost. Typical density-based clustering algorithms
are DBSCAN [6] and IDBSCAN [2]. Hierarchical cluster-
ing constructs a hierarchical structure from the data set,
and there are two clustering procedures for hierarchical
structure, namely bottom-up (agglomerate) and top-down
(divisive). Well known agglomerate clustering algorithms,
which merge similar objects to a cluster, include BIRCH
[18], CURE [9], and ROCK [10]. Divisive clustering algo-
rithms, such as CHAMELEON [11], decompose the cluster
of difference into numerous clusters. Nevertheless, hierar-
chical clustering needs to compare all objects before they
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are merged or decomposed, which is a time-consuming op-
eration. Grid-based clustering adopts grid-cell structure in
data set to cluster. Each grid-cell is treated as a point, thus
all clustering procedures are performed on a grid-cell struc-
ture. Gird-based clustering has the merit of a fast cluster-
ing time, but cannot work efficiently in high-dimensional
space. CLIQUE [1] is a classic grid-based clustering algo-
rithm. Mixed clustering algorithms, such as KIDBSCAN
[13], GDH [16] and ANGEL [14], can be placed in more
than one category.

To reduce the time taken by density-based clustering,
this investigation presents a new algorithm PHD (a new
clustering scheme hybridizing Partitioning, Hierarchical,
and Density-based clustering techniques) by hybridizing
partitioning, density-based and hierarchical clustering ap-
proaches, an advanced version of KIDBSCAN. This new
algorithm is enhanced in two important directions, namely
partition space of data set for searching and efficient ag-
glomeration. Simulation results demonstrate that the pro-
posed PHD algorithm is a highly effective and efficient clus-
tering method.

The rest of this paper is organized as follows. Section 2
describes several clustering algorithms related to our work.
The idea of partition space technique and the proposed algo-
rithm PHD are presented in Sect. 3 and 4 respectively. Next,
Sect. 5 shows the simulation results. Conclusion is drawn in
Sect. 6.

2 Related works

2.1 K-means

McQueen designed K-means in 1967. It is one of most usu-
ally utilized clustering algorithms in data mining, due to its
efficiency and scalability in clustering large databases. K-
means involves the following procedures. (1) Initialize the
K cluster centers with random sampling. (2) Assign each
object to the nearest cluster center. (3) Compute the new K
cluster centers. (4) Repeat steps 2 and 3 until K cluster cen-
ters convergence. However, K-means has some weaknesses:
it cannot filter out noise; it cannot discover effectively in ar-
bitrary shapes, and its clustering result is instable. Figure 1
shows the data clustering result using K-means, where clus-
ter center A, B, and C are automatically yielded by running
K-means. Besides, each partition in Fig. 1 represents a re-
gion referring to a cluster.

2.2 Density-based algorithms

The first density-based clustering algorithm was DBSCAN,
which takes two input parameters Eps and Minpts. The main
concept of DBSCAN is that a neighborhood around a point

Fig. 1 The concept of K-means for data clustering

of a given radius (Eps) must include at least minimum num-
ber of points (Minpts). DBSCAN begins cluster action from
an arbitrary point P . The neighborhood of P is obtained by
executing a region query. If the neighborhood of P includes
greater than or equal to Minpts points, then a new cluster
with P as the core point is created, and all data points in
neighborhood of P as seed are assigned to this cluster, as
displayed in Fig. 2a. Otherwise, the point P is labeled as
noise, as described in Fig. 2b. The neighborhood of each
of P ’s neighbors is then examined to see whether it can be
assigned into the cluster. The process is repeated for every
point in this neighborhood. If a cluster cannot be expanded
further, then DBSCAN chooses another arbitrary unclassi-
fied point, and repeats the process. This procedure is iterated
until all points in the data set have been categorized or la-
beled as noise. Furthermore, if a point is labeled as seed and
noise, then the point is named a border point, as presented in
Fig. 2c. Point Q is considered as a border point because it is
in the neighborhood of P that satisfies the specified Minpts
threshold and its neighborhood contains less than Minpts
points. DBSCAN can locate arbitrary shapes and separate
noises. Nevertheless, the complexity of DBSCAN is very
high for large databases, since each point must check all data
points to discover its neighborhood.

IDBSCAN is an advanced version of DBSCAN, which
adopts a sampling-based approach to lower the number of
expansion queries owing to the large number of expansion
queries of DBSCAN. For neighborhood of each point ex-
ceeds Minpts points, DBSCAN considers all points in neigh-
borhood as seed to expand cluster, thus generating redun-
dant actions of expansion that query the same neighborhood
many times. The technique sets eight distinct points in the
neighborhood region (a circle with radius Eps) as Marked
Boundary Objects (MBOs), as depicted in Fig. 3, and then
chooses representative points nearest MBOs as a seed. If the
representative point is the nearest of more than one MBO,
then it is selected as a seed only once. Hence, the number
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Fig. 2 The concept of core
point, border point, and noise in
DBSCAN algorithm

Fig. 3 Circle with eight distinct points in IDBSCAN

of seeds chosen is at most eight for the neighborhood re-
gion of each core point. This scheme decreases the number
of expansion queries and execution time dramatically. IDB-
SCAN still generates the same accurate clustering result of
DBSCAN.

IDBSCAN carries out data clustering based on the se-
quence of data set, making it inefficient due to the time
taken to expand a cluster from low-density points or border
points. Accordingly, KIDBSCAN is presented to solve this
problem. KIDBSCAN is a hybrid algorithm that combines
K-means and IDBSCAN. K-means is applied to yield high-
density center points, which are then moved to the front of
the data set. Clusters are expanded from high-density cen-
ter points by performing IDBSCAN. Figure 4 demonstrates
the high-density center points in the data set which are near-
est to their cluster center. The expansion of clusters from
high-density center points then decreases the number of re-
dundant steps and raises efficiency. KIDBSCAN provides
high-quality data clustering, and significantly reduces the
I/O cost.

Fig. 4 The high-density center points in the data set of KIDBSCAN

3 The idea of partition space technique

DBSCAN, IDBSCAN, and KIDBSCAN look for clusters by
exploring the neighborhood of each unclassified point, and
expand a cluster from a core point P by conducting neigh-
borhood queries for each seed point. However, querying all
points in a data set to find neighborhood of each unclas-
sified and seed point is very expensive. Figure 5a depicts
clustering starting from P , where the whole region must be
searched to find the neighborhood of P . If a data set contains
n points, then each point must query n points. The number
of queries is n2. Consequently, the query time is long.

Decreasing the query time and number of queries is a crit-
ical issue. This investigation presents a partition space tech-
nique that employs data set partitioning to lower the search
zone of the clustering technique. The data set is partitioned
fast into K clusters by K-means. Figure 5b illustrates a data
set partitioned into five clusters as A, B, C, D and E. Points
in region B, where point P is located, is scanned to discover
the neighborhood of P . Therefore, the number of queries
becomes nk, where k denotes the number of data points of
clustering.
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Fig. 5 The concept of
neighborhood search (a) A
search region covers all points.
(b) Region B, in which point P

is located

Fig. 6 The proposed PHD
algorithm

4 The proposed PHD clustering algorithm

This section describes the proposed PHD clustering algo-
rithm in detail, and presents an illustrative example to ex-
plain the clustering process. This algorithm can be described
in terms of the following three stages.

(1) Partitioning the data set: This step decreases the
number of queries. DBSCAN, IDBSCAN and KIDBSCAN
search for corepoint to extract dense regions and form a
new cluster. Checking each point for core conditions means
searching the entire data set to obtain the neighborhoods
within the specified Eps threshold, and is thus a computa-
tionally expensive process. However, partitioning the data
set can enhance clustering efficiency, where the neighbor-
hood search is applied on the whole partition only. It reduces
the number of data set queries by restricting the search space

for each unclassified or seed point to the partitions, rather
than to the whole data set.

K-means is one of the most efficient partitioning tech-
niques for very large data sets, according to the related work
introduced in the previous sections. The proposed algorithm
utilizes K-means as a preprocessing stage, and IDBSCAN
adopts the resulting partitions to detect their dense regions
separately. The data set partitions yielded by K-means de-
pend on one parameter, which is the required number of
clusters of data set.

(2) Clustering each partition using IDBSCAN: IDB-
SCAN identifies clusters of data set for each partition sepa-
rately to improve the performance and lower the number of
scans. Since K-means is a centroid-based scheme, its out-
put partitions may contain points from other clusters that
occur as a result of assigning each point to its nearest cen-
troid. This case generally occurs in arbitrary shapes, and



PHD: an efficient data clustering scheme using partition space technique for knowledge discovery 43

Fig. 7 K_means function

Fig. 8 ExpandCluster function

even in spherical shapes with different sizes. Under the spec-
ified IDBSCAN parameters Eps and MinP ts, these points
are not reachable from others within the same partition. De-
pending on the accepted solution from the partitioning stage,
IDBSCAN can detect more than one dense region in each
partition, where the number of dense regions is larger than
the final required number of clusters that can be detected by
applying IDBSCAN directly onto the data set. This intro-
duces the need for a new stage to merge the nearest dense
regions detected by IDBSCAN from the different partitions
to reach the final required number of clusters. Furthermore,
IDBSCAN filters out the noise from each dense region.

(3) Merging closest clusters: A merging stage is stipu-
lated to merge the nearest dense regions detected by apply-
ing IDBSCAN separately on each partition in order to reach
the final number of clusters. Single linkage is employed as

the basis for combining dense regions from various clusters.
The single linkage means the shortest distance between the
closest pair of data points in two different dense regions.
This approach is not efficient if all objects in a dense re-
gion are applied to measure a single linkage between pairs of
dense regions. Hence, border points are used instead of us-
ing all dense region objects for this purpose. Border points
are extracted automatically when running IDBSCAN, and
are defined in the section of related work. As the dense re-
gions are merged, the final required number of clusters is
reached exactly as the output clusters detected by applying
the IDBSCAN directly on the whole data set. The ClusterID
of two dense regions i and j are set to the same value if they
conform to the following equation:

dmin(Ci,Cj ) = min
p∈Ci,p

′∈Cj

‖P − P ′‖ (1)
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Fig. 9 MergeCluster function

Where Ci and Cj represent two different clusters refer-
ring to two dense regions. P and P

′
denote the data points

in Ci and Cj respectively.
The PHD algorithm is illustrated in Fig. 6. Dataset in-

dicates an input data set. K represents the required number
of partitions of data set, Eps denotes the radius of neighbor-
hood of each point and Minpts is the minimum number of
points in the radius of neighborhood of each point. Parti-
tionData stands for a list to store the partitioned data, which
is outputted by K-means function. K_ClusterID, ClusterID
and MergeID denote the clustering location marked by K-
means, IDBSCAN and the merging stage respectively. Clus-
terNumber represents the current number of clusters on
which the merging stage relies. BorderPointData stands
for a list to store the points which are labeled as “bor-
der” by IDBSCAN. There are three main functions in the
PHD algorithm, namely, K_means(), ExpandCluster() and
MergeCluster().

K_means function segments the data set into K clusters,
as described in Fig. 7. Notably, Center means the current
center of cluster, while previousCenter represents the past
center of cluster. When K centers equals K past centers,
end this function.

The purpose of ExpandCluster is improvement of the
performance for K-means and separation of the noise for
each partition. Figure 8 displays ExpandCluster function.
Notably, neighbors stands for a list to store the neighbors
of curPoint. DefineMBOofcruPoint() function defines eight
MBO (Marked Boundary Objects) location coordinates of
the current point. FindSeedsNearestMBO() function discov-
ers at most eight points as seed points which are nearest to
some MBOs. SeedList is a list to place the seed points. The
procedure repeats until all points in the data set are catego-
rized into the cluster or labeled as noise.

The third function in PHD algorithm is MergeCluster, as
depicted in Fig. 9. Notably, this stage may merge the nearest
pair of clusters for outputting the accurate clustering result.
This process continues until the current number of clusters
equals K .

An illustrative example for the proposed PHD clustering
algorithm is then presented to explain the clustering process
below.

Figure 10a reveals the original data set 3 [14], which con-
tain 115,000 points in two dimensional space representing
5 clusters with spherical shapes. The first stage of the pro-
posed PHD algorithm is to partition the data set using K-
means. In this example, the required number of partitions is
set to 5. Because K-means is a centroid-based approach, it
fails to detect the final solution, but it can split some clus-
ters into different partitions, where the points are assigned
to their closest centroid as displayed in Fig. 10b. Figure 10c
presents the seven dense regions, which exceeds the required
number of 5 clusters, obtained by applying IDBSCAN sep-
arately on each partition. Border objects are detected au-
tomatically during the running of IDBSCAN as shown in
Fig. 10d. Finally, as the dense regions are merged, the final
required number of clusters is reached exactly as the output
clusters detected by applying the IDBSCAN directly on the
whole data set. Figure 10e depicts the clustering result by
the proposed PHD algorithm.

5 Experiment and analysis

Experiments were conducted on a desktop computer with
2 GB RAM and an Intel 3.4 GHz Dual-CPU and running
Microsoft Windows XP Professional. All algorithms were
implemented in a Java-based program.

5.1 The configuration of K

How to determine the value of K is an important issue for
K-means. Many investigations adopt Ward’s minimum vari-
ance method [17] to solve this problem. Ward’s method can
provide an appropriate range of value of K as the reference
source for an investigator. The following equation is the er-
ror sum of squares (ESS) given by Ward’s method.

ESS =
n∑

i=1

x2
i − 1

n

(
n∑

i=1

xi

)2

(2)

Where xi is the score of ith individual and n means the
number of individuals in a cluster. This work uses (2) on the
data set 3 to observe the variation of the total error sum of
squares after every merging stage. Figure 11 illustrates the
variation of the total error sum of squares on the data set 3.
As for how to determine the pair of clusters which must be
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Fig. 10 (a) Original data set.
(b) Data clustering result by
K-means. (c) Data clustering
result by IDBSCAN. (d) Border
objects detected automatically
during the running of
IDBSCAN. (e) Data clustering
result by PHD

Fig. 11 The variation of the total error sum of squares on the data set
3; x-axis indicates the number of clusters; y-axis represents the error
sum of squares

merged, the increment of its ESS must be the smallest in
all combinations of merge. In Fig. 11, it can be seen that
the appropriate value of K lies between 2 and 6. The PHD
algorithm examines every value of K to find the most ap-
propriate value of K , 5. The value of K for other data sets
also follows this model to find the most suitable value of K .

5.2 Using Ward’s method in the merging stage

This study attempts to use Ward’s method in the merging
stage. The experimental result on the data set 3 is presented
in Fig. 12. It can be seen that the clustering result is incor-
rect. Before the merging procedure, the data set has been di-
vided into several clusters by K-means. These clusters have

Fig. 12 The clustering result with data set 3 using Ward’s method in
the merging stage

different shapes, scales and sizes. The evaluation of ESS is
affected by the shape, scale and size of cluster. It causes that
the first merge involving two small round clusters with red
color and then in the second merge involving two regions
with blue color. However, the inaccurate result also occurs
on other data sets. Thus, the use of Ward’s method in the
merging process of PHD algorithm is inappropriate.

5.3 Experiment on synthetic data

This simulation employed six synthetic data sets. The data
set 1, containing 100,000 points with no noise in 2-D, was



46 C.-F. Tsai et al.

Fig. 13 The original data sets

Table 1 Comparisons of PHD, K-means, DBSCAN, IDBSCAN and KIDBSCAN using 115,000 data sets with 15% noise with Data sets 2–6; the
Data set 1 has 100,000 points with noise; item 1 represents run-time cost (in seconds); item 2 denotes CCR (%), while item 3 indicates NFR (%)
(N/A means that the simulations were not performed)

Algorithm Item DataSet-1 DataSet-2 DataSet-3 DataSet-4 DataSet-5 DataSet-6

1 0.255 2.563 0.696 0.9 0.918 1.362

K-means 2 93.387% 49.175% 76.766% 38.765% 57.825% 57.243%

3 N/A 0% 0% 0% 0% 0%

1 123.631 152.9 150.085 151.294 150.503 150.556

DBSCAN 2 100.000% 100.000% 99.965% 99.995% 99.999% 99.976%

3 N/A 95.020% 96.960% 95.627% 95.407% 96.147%

1 21.136 30.016 39.966 35.905 37.636 37.897

IDBSCAN 2 99.997% 100.000% 99.927% 99.984% 99.938% 99.938%

3 N/A 95.413% 97.787% 96.133% 96.400% 96.647%

1 20.903 29.717 39.558 35.919 37.347 37.627

KIDBSCAN 2 99.982% 99.989% 99.909% 99.982% 99.949% 99.924%

3 N/A 95.340% 97.725% 96.132% 96.403% 96.633%

1 9.432 8.72 12.516 12.499 13.199 14.018

PHD 2 99.956% 99.960% 99.897% 99.966% 99.720% 99.908%

3 N/A 95.373% 97.707% 96.215% 96.491% 96.695%

obtained from Tsai [13]. The patterns of data sets 2, 3, 4,
5 and 6 were sampled from Tsai [14]. These data sets have
three data sizes with 115,000, 230,000 and 575,000 points
in 2-D, and with 15% noise. Figure 13 illustrates the orig-
inal data sets. For data Set 1, the parameters K , Eps and

Minpts were set to 3, 5 and 35. For data sets 2-6, the Eps
all were set to 6; K were set to 10, 5, 4, 4, and 4, respec-
tively, and Minpts were set to 95, 40, 50, 50, and 45, re-
spectively. Furthermore, the configuration of K was based
on how many clusters are in the data set and the configu-
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Fig. 14 The clustering results
using several different data sets
by K-means

Fig. 15 The clustering results
using several different data sets
by DBSCAN

rations of Eps and Minpts were determined by a series of
experiments to discover appropriate values for each data set.
The results of the proposed PHD algorithm were compared
with those of K-means, DBSCAN, IDBSCAN and KIDB-
SCAN. For clustering performance comparisons, the clus-

tering correctness rate (CCR) and noise filtering rate (NFR)
are shown, where CCR represents the percentage of clus-
ter points correctly recognized by algorithm, and NFR de-
notes the percentage of noise points correctly filtered by al-
gorithm.
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Fig. 16 The clustering results
using several different data sets
by IDBSCAN

Fig. 17 The clustering results
using several different data sets
by KIDBSCAN

Table 1 presents the clustering experimental results from
PHD, K-means, DBSCAN, IDBSCAN and KIDBSCAN by
using 100,000 (Data set 1) and 115,000 (Data sets 2–6)
points data sets, and indicates that the proposed PHD algo-
rithm had a lower run-time cost than DBSCAN, IDBSCAN
and KIDBSCAN. Additionally, PHD also yielded almost

the same high quality of data clustering as DBSCAN, IDB-
SCAN and KIDBSCAN. Figures 14–18 depict the data clus-
tering results by K-means, DBSCAN, IDBSCAN, KIDB-
SCAN and PHD, respectively. Experimental results demon-
strate that DBSCAN, IDBSCAN, KIDBSCAN, and PHD
can accurately recognize clusters for arbitrary shapes. Al-
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Fig. 18 The clustering results
using several different data sets
by PHD

Table 2 Comparisons of number of queries (in millions) of PHD, DBSCAN, IDBSCAN and KIDBSCAN using 115,000 points with data sets 2–6;
the data set 1 has 100,000 points

Algorithm DataSet-1 DataSet-2 DataSet-3 DataSet-4 DataSet-5 DataSet-6

DBSCAN 10000.000 12194.255 12079.140 12136.755 12104.555 12086.040

IDBSCAN 1710.800 2394.070 3212.525 2872.585 3016.680 3039.680

KIDBSCAN 1695.900 2391.655 3141.685 2895.585 2997.705 3023.120

PHD 603.671 337.329 724.203 730.411 764.681 773.961

though K-means cannot identify arbitrary shapes, and filter
out noise, it has the lowest run-time cost.

Table 2 lists the number of queries run by PHD, DB-
SCAN, IDBSCAN and KIDBSCAN with 100,000-point
(Data set 1) and 115,000-point (Data sets 2–6) data sets,
revealing that the proposed PHD has the lowest number of
queries owing to its use of the partition space technique. The
number of queries in DBSCAN is almost always n2. IDB-
SCAN and KIDBSCAN sample the points as the seed to de-
crease the huge number of queries, while KIDBSCAN start
cluster from high-density points. Figure 19a shows the run-
time comparison of PHD, K-means, DBSCAN, IDBSCAN
and KIDBSCAN using Data set 6 with various data sizes.
These experimental results indicate that increasing data size
raises the difference in run time between K-means, DB-
SCAN, IDBSCAN, KIDBSCAN and PHD. Figure 19b dis-
plays a comparison of the number of queries run by DB-
SCAN, IDBSCAN, KIDBSCAN and PHD using data Set
6 with various data sizes. An increasing data size leads to
increasing difference in the number of queries run by DB-

SCAN, IDBSCAN, KIDBSCAN and PHD, as revealed in
Fig. 19b.

Figure 20a depicts the quite obvious difference of time
cost among these clustering algorithms. Notably, the pro-
posed PHD algorithm only took 219.281 seconds to per-
form clustering task using 575,000 data sets with Data set
6. The proposed PHD algorithm is faster than DBSCAN,
IDBSCAN, and KIDBSCAN approaches in clustering com-
parison. Furthermore, an obvious difference of query num-
bers among DBSCAN, IDBSCAN, KIDBSCAN, and PHD
is revealed in Fig. 20b. It is observed that the proposed PHD
clustering algorithm has the lowest query number in carry-
ing out clustering task. Figure 21 shows the system interface
with the clustering result of the data set 4.

5.4 Experiment on real data

To establish practical applicability of the PHD algorithm,
this simulation utilized two real data sets, iris data [8] and
wine recognition data [15]. Iris data has three clusters that
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Fig. 19 (a) Performance comparison of K-means, DBSCAN, IDB-
SCAN, KIDBSCAN and PHD using data set 6 with various data sizes;
x-axis indicates data sizes; y-axis represents the run-time cost (in sec-
onds). (b) The comparison of number of queries of DBSCAN, IDB-

SCAN, KIDBSCAN and PHD using data set 6 with various data sizes;
x-axis denotes data sizes; y-axis represents the number of queries (in
millions)

Fig. 20 (a) Performance comparison of K-means, DBSCAN, IDB-
SCAN, KIDBSCAN and PHD using 575,000 points with data set 6;
x-axis indicates clustering algorithms; y-axis represents the run-time
cost (in seconds). (b) The comparison of number of queries of DB-

SCAN, IDBSCAN, KIDBSCAN and PHD using 575,000 points with
data set 6; x-axis denotes clustering algorithms; y-axis represents the
number of queries (in millions)

represents three different varieties of Iris flowers namely Iris
setosa (I), Iris versicolor (II) and Iris virginica (III). Each
cluster contains fifty instances, thus a total of 150 instances
is available. Every instance is described by a set of four at-
tributes, namely, sepal length, sepal width, petal length and
petal width. Wine recognition data is obtained from UCI
repository website [15]. This data set is the result of a chem-
ical analysis of wines grown in the same region in Italy but
obtained from three different cultivars. There are overall 178
samples, in which there are 59, 71 and 48 instances in cluster
I, cluster II and cluster III respectively. Each sample exists
in 13 dimensions. Before running clustering analysis, all at-
tributes must be normalized to lie between 0 and 1, since
different attributes are measured on different scales, when
Euclidean distance formula is employed directly, the effect
of numerous attributes might be completely dwarfed by oth-
ers that have larger scales of measurement. The following
equation reveals that the calculation of error rate depends on
number of misclassified patterns (NMP) and the total num-

ber of patterns (TNP) in the data set. Figure 22 presents the
system interface with the clustering result of Iris data.

Error(in %) = NMP

TNP
× 100 (3)

For iris data, the configuration of K , Eps and Minpts are
set to 3, 5 and 2. K = 3, Eps = 10 and Minpts = 2 are
adopted for wine recognition data. The clustering results
using the proposed PHD algorithm are presented from Ta-
bles 3–4. They indicate that the proposed PHD algorithm
can also run on real data with the good clustering result.

6 Conclusion

This investigation presents an improved KIDBSCAN clus-
tering algorithm named PHD algorithm for solving data
clustering problem in large databases. The proposed PHD
algorithm extends the existing KIDBSCAN by incorporat-
ing an improved partitioning technique to lower time taken
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Fig. 21 The system interface
with the clustering result of the
data set 4

Fig. 22 The system interface
with the clustering result of Iris
data
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Table 3 Iris data

Clusters points in Coming from Error (%)

found cluster I II III

C1 48 48 0 0 12.67%

C2 62 1 47 14

C3 40 1 3 36

Table 4 Wine recognition data

Clusters points in Coming from Error (%)

found cluster I II III

C1 59 57 2 0 5.06%

C2 67 1 65 1

C3 52 1 4 47

by neighborhood search. Experimental results have con-
firmed the partitioning method significantly shortens the
run-time cost of clustering. PHD outperforms DBSCAN,
IDBSCAN and KIDBSCAN in terms of execution time,
without losing clustering quality. Although K-means per-
forms clustering very quickly, it is not practical since it can-
not filter out noise. The proposed PHD clustering algorithm
is more efficient and effective than previous algorithms. The
contribution of this work can be summarized as follows:

– The proposed PHD algorithm can efficiently be used for
clustering large data sets.

– The proposed PHD algorithm is faster than KIDBSCAN
with approximate three times in all simulations.

– The numbers of queries of the proposed PHD algorithm
is less than KIDBSCAN with approximate 65% to 85%
in all simulations.

– The proposed PHD algorithm is more scalable than other
density-based algorithms as it conducts on partitions
rather than the whole data set.
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