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Abstract This paper describes an approach to training a
database of building images under the supervision of a user.
Then it will be applied to recognize buildings in an urban
scene. Given a set of training images, we first detect the
building facets and calculate their properties such as area,
wall color histogram and a list of local features. All facets
of each building surface are used to construct a common
model whose initial parameters are selected randomly from
one of these facets. The common model is then updated
step-by-step by spatial relationship of remaining facets and
SVD-based (singular value decomposition) approximative
vector. To verify the correspondence of image pairs, we
proposed a new technique called cross ratio-based method
which is more suitable for building surfaces than several
previous approaches. Finally, the trained database is used
to recognize a set of test images. The proposed method de-
creases the size of the database approximately 0.148 times,
while automatically rejecting randomly repeated features
from the scene and natural noise of local features. Further-
more, we show that the problem of multiple buildings was
solved by separately analyzing each surface of a building.
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1 Introduction

Object recognition is often performed by matching the fea-
tures of a new image and those of known images. The prob-
lems of object recognition such as the size of a database, ob-
ject extraction, constructed feature, method and constraint
of match are challenging tasks because they directly affect
the robustness and the rate of recognition.

Those problems are differently considered according to
the methods of recognition and the selection of object char-
acters. In the appearance-based method [2, 21, 31], for ex-
ample, the object extraction is very important because the
object would be isolated from the environment. To improve
recognition rate, the method is performed with the assump-
tion that the object is handling [2] or appears in the black
background. Furthermore, the size of database is usually so
large because each object appeared many times with differ-
ent points of view and scale [2].

The local feature-based method [10–12, 16, 17, 20, 31]
is rapidly improved and widely used to recognize the ob-
ject with the generality, robustness and easy learning [12].
Having many descriptors in the database is the major limi-
tation of the method, this can be explained that one object
appears several times and hundreds of descriptors are stored
for each pose. It results in several problems such as mis-
matches and random noise increasing, high computational
time and so on. Many techniques were proposed to over-
come these problems such as using the nearest neighbor-
based constraint for matching [10], choosing the informative
local features (iSIFT) [4, 5], selecting the strong identifica-
tion features [6], probability based selecting of frequently
appearing features [31], automatically detecting the objects
to reduce the random noise of the scene [27, 28], clustering
the similar features as an orderless distribution of features
[13, 29, 30]. Here, the facets of a building are first detected
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by our previous works [24–26, 28] to reduce the random
noise of the scene. Then spatial relationship of local fea-
tures is used to construct only one common model for each
building surface. Furthermore, the natural noise of local fea-
tures is automatically reduced step-by-step when the model
is updated by using SVD-based method.

The method and constraint of match also play an im-
portant role to reduce the mismatches. For searching the
database, a distance is typically evaluated between the test
feature and the stored ones. There are three conditional
constraints for selecting the best match. The first one is
a threshold-based constraint (TBC) in which two features
are matched together when their distance is below a cer-
tain threshold. So one test feature can get several matches.
The second condition is nearest neighbor-based constraint
(NNBC) where two features are matched if their distance is
not only smallest but also below a certain threshold. With
this constraint, a test feature can have only one match. The
other one is nearest neighbor distance ratio (NNDR) which
is similar to the second constraint. The difference is that a
match will be rejected if the ratio between distances of the
second nearest neighbor and the nearest neighbor is larger
than a threshold [11]. This constraint selects a feature which
strongly identifies the object. Remarkably, the third con-
straint is useful for searching the object in the general en-
vironment. It means that only one pose for each object is
appeared in the database. But the robustness of recogni-
tion will be decreased when the poses of each object that
are stored in the database appears several times [19, 31].
Since the appeared poses compete together, and many cor-
rect matches are ruled out. In our case, the threshold-based
constraint is used to collect as much as possible the repeated
features of buildings [6, 18, 31] whose come from the sim-
ilar building components (BCs) such as the windows, doors
or the wall region. The best match of a test image is se-
lected by the largest number of local matches which may
include the mismatches [31] or be counted after refining
the correct matches [11]. The refinement, the last step of
recognition process, is performed by the global transforma-
tion with epipolar geometry constraint for general 3D ob-
jects, or with homography for planar objects [7]. Recently,
the combination of Hough transformation and affine trans-
form is very highly effective to verify the correct matches
[11] even there is about 1% inliers. But those methods are
not suitable for the objects like building surfaces (Sect. 3.1
is more details).

The proposed method is performed with general scheme
as in Fig. 1 where the database is updated step-by-step to
automatically reduce the noise within local feature, select
the appropriate local feature, reject the noise of the scene;
while the size of database is still kept in sufficiently small
for each building.

Fig. 1 General scheme for training database

2 Related works

For training database, the accuracy of verified correspon-
dence of image pairs is necessary, therefore we proposed
a new technique, called cross ratio-based method whose ef-
fectiveness is higher than that of other methods. In order to
compare our technique with previous methods in the aspect
of application’s effectiveness, this section summarizes two
popular approaches and the differences between them will
be analyzed in Sect. 3.1.

2.1 Canonical RANSAC-based method

This method used RANSAC (Random Sample Consensus,
[3]) technique and homogeneous matrices comprising 2D
and 3D homography to verify the correspondence of image
pairs [7]. In our application, the facets are first detected as
planar objects so all processes are performed on 2D coordi-
nate. Therefore, we only consider 2D projective transforma-
tion.

Given N ≥ 4 2D correspondences {Xi ↔ X′
i}, where
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d(X,Y ) is the Euclidian distance between the inhomoge-
neous points represented by X and Y .
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Firstly, a sample of n (n = 4) is randomly selected from
N correspondences and H is calculated from this subset by
using (1). Secondly the set of data points Ni , whose error is
less than a certain threshold, is determined. Ni is the con-
sensus set of the sample and defines the inliers of N . After
K trials, the largest consensus set Ni is finally selected and
used to re-estimate the matrix H . K is estimated by

K = log(1 − p)

log(1 − wn)
(3)

where p is a probability that at least one of the random sam-
ples is free from outliers after K trials; w is a probability
that any selected data point is an inliers. When the informa-
tion of w is uncertain or this value is small, K is adaptively
estimated by pseudo-code of RANSAC algorithm.

2.2 Hough transform-based method

The Hough transform-based method was proposed by Lowe
[10, 11]. By using Hough transform and affine transforma-
tion, the method can verify the correspondence even the in-
liers is less than 1%. The method comprises of three steps as
follows:

• The NNDR is used; two vectors are matched if
their distance is smallest and satisfied, dsmallest ≤
0.8dsecond_smallest. So a test feature has only one match;
and all repeated features are discarded.

• The relative parameters comprising 2D location, scale and
orientation are used to create a Hough transform entry
predicting the closest pose of the test image. Every differ-
ence of match such as 30 degrees for orientation, a factor
of 2 for scale, and 0.25 times the maximum of training
image dimension for location is clustered into one bin of
4D space.

• Each bin with at least 3 entries is verified by affine
transformation. The transformation from a model point
(xi, yi)

T (inhomogeneous coordinates) to a test image
point (x′

i , y
′
i )

T is described

[
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y′
i

]
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]
+
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]
(4)

where the model translation is [tx ty]T ; the affine rotation,
scale and stretch are represented by the mj (j = 1,2,3,4)

parameters. This will be written
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Finally, a least squares solution is used to solve the (5).

3 Building property analysis

The building image is represented by the number of facets.
Each facet is indexed to the corresponding building and then
considered as the independent object. Three characteristics:
the area, wall color histogram and a list of local features are
used to describe the facet.

3.1 Building is a special object

We now consider the building in urban scene as a special ob-
ject which results in that the application of proposed method
using cross ratio invariance is more suitable than several pre-
vious methods.

Building is a big volume of 3D object with similar outer
structure and densely appeared in urban scene. Therefore,
building is considered as a good landmark when we ana-
lyze urban environment [4–6, 18–20, 24, 25]. The outer sur-
faces contain several components such as windows, doors,
wall, columns, balconies, posters and so on. Most of them
provide the rich segments in vertical and horizontal direc-
tions. We easily detect the building’s surfaces by grouping
the segments into their dominant vanishing points. Further-
more, building is densely appeared so detecting its surfaces
and considering them as independently planar objects are
necessary for analyzing the urban scene.

Building is failed in application of canonical RANSAC
because of two major reasons. The first one is caused by
repeated local feature in the surface where contains rich
of similar windows and wall regions, Fig. 2(a). If we use
NNDR then many correct matches will be ruled out. On the
contrary, when the other constraints are used the number of
matches including mis-matches increases so the percentage
of inliers become small. This is very sensitive to canonical
RANSAC. Figure 2(b) shows an image pair and 104 matches
which are obtained by using TBC constraint. In the case of
small percentage of inliers, if a mis-sample is large enough,
it may become the best result as in Fig. 2(c). In practice,
one building may appear several poses in database because
of the large changes of illuminance and view points, for ex-
ample five poses in [19, 31], so the problem of repeated fea-
tures is more serious. The second reason is resulted from the
use of homogeneous matrix that is not proper for the surface
of buildings. A rectangular surface, for example, is usually
projected into 2D image by a convex quadrangle. But (1)
can transform a convex quadrangle to a concave one. There-
fore, more mis-samples may get a chance to compete with
the correct one, specially in the case of small inliers.

Building is also failed in application of Hough transform-
based method by two reasons. The first one is also caused
by the use of NNDR constraint. Given an image pair as
Figs. 2(e, h), 451 matches are obtained by using TBC
whereas only 63 matches are given by NNDR where many
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Fig. 2 (Color online) Building is a special object: (a) repeated features
where green circles are the correspondence; (a, b) failure in canonical
RACSAC: (b) 104 matches, (c) best sample with 6 matches; (d) a suit-
able case for Hough Transform; (e, f) failure in Hough transform-based
method: (e) 63 matches with the use of NNDR, (f) 21 matches in the
largest bin; (g) correct sample with 6 matches (several keypoints con-
tains more than 1 descriptor [11]); (h) 451 matches with the used of
modified threshold-based constraint of proposed method; (i) correct
sample with 26 matches. The building images are in ZuBuD data [19]

correct matches are rejected. The other reason is explained
by the use of affine transformation. Because building is a
large object so the affine transformation is not approximate
to 2D general transformation. The use of affine transforma-
tion, for instance, gives a good result with small object, as in
Fig. 2(d), but it should be incorrect with building surface, as
in Fig. 2(f) where only 21 matches are found in the largest
bin of 4D transformed space (best bin, [11]). Our proposed
method would meet the case of building characteristics well
(more detail in Sect. 4) so we can get the good results as in
the last row of Fig. 2.

3.2 Facet detection

The facet of building images is detected with assumption
that the origin of 2D coordinate is embedded at the left bot-

Fig. 3 Examples of facet detection with multiple buildings in image
(first row), multiple face building (middle row), complex environment
and general condition (last row)

tom corner of image; the axes are coincided with the im-
age boundaries; the apt direction of buildings follows y-axis
and the size of images is 640 × 480 (or 480 × 640) pix-
els. The method of facet detection was explained in detail
in our previous works [25, 26]; it contains 5 major steps as
follows:

• Detecting line segments from Canny edge detector.
• Segments of non-building pattern are roughly rejected by

the contrast of its two neighbor regions.
• MSAC (m-estimator sample consensus) algorithm [3, 22]

is used for clustering segments into common dominant
vanishing point (DVP).

• The natural properties such as the density and co-existing
appearance are used to refine the segments of BCs. And
then the vertical segments are extended to across the im-
age.

• The number of intersections between the vertical line and
horizontal segments is counted to separate the building
pattern into the independent facet. Finally, the boundary
of facet as a convex quadrangle is fixed by the empirical
conditions.

In Fig. 3, the first row is the result of multiple buildings.
Different colors represent the surfaces with different hori-
zontal DVPs. The second row is the multiple face buildings.
The last row shows that the proposed method is robust to the
complex environment and general conditions. The parame-
ters of DVPs and the facet’s area are then used for recog-
nizing a test facet and verifying the correspondence of local
features. We will discuss these problems in the next sections.

3.3 Wall color histogram

The facet of building usually contains three major compo-
nents: windows, doors and wall region. In these components,
the color of windows and doors are sensitive. It is caused by
several objective reasons such as opened or closed doors,
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Fig. 4 Wall color histogram: (a–g) step-by-step illustrate for detecting
wall region and its color histogram; (h–m) the robustness of wall color
histogram

the light inside the room, or the glassed windows reflected
by the sky light as in Figs. 4(h, k). On the contrary, the wall
region is chosen to represent the facet because of less sen-
sitive. Wall region is detected by merging the quadrangles
with similar color from the mesh, [28]. Then color informa-
tion is used to compute a hue histogram with 32 bins. The
hue color histogram was successfully used to recognize the
building images [27, 28]. A major drawback of hue color
histogram is that it is not highly identifiable for gray level
of wall regions. Moreover, when the facet contains a huge
mesh of quadrangles, the process of searching similar color
quadrangles is complex.

We overcome those problems by a new technique. Firstly,
all pixels inside the facet’s boundaries are extracted, in
Figs. 4(a, b). A hue histogram is calculated as the dark
graph of Fig. 4(d). Then it is smoothed several times by
1D Gaussian filter. In the experiments, the process is per-
formed with 32 bins for hue histogram, 3 times for smooth
and σ = 0.75 for Gaussian filter. The peaks in the smoothed
histogram are detected, and then the continuous bins that are
larger than 40(%) of the highest peak are clustered into sep-
arate groups. In Fig. 4(d), the light graph is a smoothed his-
togram, we obtain two separate groups. The pixels indexed
by each continuous bin group are clustered together. Fig-
ures 4(e, f) show two pixel groups. The hue values are then

replaced by gray intensity information and each pixel group
is segmented again. Finally, the biggest group of pixels is
chosen as wall region as in Fig. 4(c).

Now the information of wall pixels is only used to encode
a 36-bin histogram with three components h1, h2 and h3. h1

(h2) is a 10-bin histogram of H1 (H2) which is calculated
by

H1 = arctan

(
R

αG

)
; H2 = arctan

(
G

βB

)
(6)

where, 0 ≤ H1,H2 ≤ π
2 ; α(= 1.1) and β(= 1.05) are com-

pensation factors due to difference in the change of RGB
components under the sunlight. h3 = s̄hhue , where hhue is a
16-bin histogram of hue value; and s̄ is the average of the
saturation in the HSV (hue, saturation, value) color space.
h1, h2 and hhue are normalized to unit length. Finally, the
wall histogram is created by concatenating h1, h2 and h3

and then again normalized. With gray color of wall region
as in Fig. 4(a), the value of s̄ is small, so it reduces the
affection of hue component (Fig. 4(g)). Whereas, for more
specific color, the value of s̄ is larger so it increases the ef-
fect of hue component like Figs. 4(j, m). Figures 4(h–m)
illustrate the robustness of wall histogram. Figures 4(h, k)
are two poses of a building under different illumination of
sunlight. Figures 4(i, l) are wall regions and Figs. 4(j, m)
are corresponding wall histograms. The wall histograms,
whose Chi-squared distance (χ2) is 0.06, are approximate
together.

3.4 Rectangular shape and local features of building facets

Among local feature-based methods [8, 9, 11, 14], SIFT
(scale invariant feature transform) descriptor gives the good
results in most of the test conditions [14]. The keypoints and
their SIFT descriptors were proposed by Lowe [10, 11]; they
are invariant to image scale, rotation, noise, change in illu-
mination, and specially to the case of occlusion. The SIFT
feature is later improved by many authors so that it is adapt-
able to their applications [1, 4, 5, 8, 14, 31]. We also use
SIFT descriptors for our works where the keypoint, which
has the larger scale, strongly characterizes the BCs rather
than smaller scale [24, 28]. To adapt the natural structures
and appearances of buildings, the keypoints whose scale is
greater than two is kept for calculating their descriptors [28].
That not only reduces the noises but also saves the time of
process. Figure 5(b) draws 2131 keypoints from original im-
age, Fig. 5(a). 191 keypoints, which are satisfied the con-
ditions and located inside the facets, are kept to represent
the buildings. Figure 5(c) illustrates selected keypoints and
their local regions which are described by the circles. Most
of the sizes of local regions are approximate to the size of
BCs.
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Fig. 5 (Color online) Rectangular shape and local features of building
facets; red and green marks are keypoints; green circles approximate
to local regions of SIFT features; blue lines are the connections of cor-
respondences

In practice, the BCs usually have rectangular shape.
When the images are taken from different viewpoints, the
images of BCs are distorted into a convex quadrangle region.
This problem causes an error that affects to local features
[14], so that the recognition rate will be decreased. To over-
come this problem, we recover the rectangular shape of de-
tected facet. From the convex quadrangle of facet’s bound-
ary, we calculate a rectangle whose length and width equal
the average lengths of opposite edges of the quadrangle, re-
spectively. A 2D transformation matrix (Hr ) is computed
by the quadrangle and the rectangle. Finally, a rectangu-
lar shape of facet is recovered by Hr and 2D interpolation
method. Now, the distortion of facets is just affected by the
scale and stretched transformation, while the rotated affec-
tion is remarkably decreased.

The SIFT descriptors are then calculated by the trans-
formed facets. Figure 5(d) demonstrates the building with
two detected facets (above). The facets are transformed into
the rectangular shapes (below), and then they are used for
calculating SIFT descriptors with the below red marks. The
above red marks are the keypoints transformed from the rec-
tangular facets to the original faces of building by using
2D transformation matrix (Hr ). To demonstrate the effect
of using transformed facets, we consider an example as in
Figs. 5(e, f). Two images are taken from one building with
large scale and rotation. They are directly matched together
with threshold constraint. Two descriptors are matched if
Chi-squares distance between them is less than 1.5. Fig-
ure 5(e) is result when the local features are directly calcu-
lated by the original images. We got 13 correct matches after
verification. Figure 5(f) shows 41 correct matches when the
descriptors are computed on the transformed facets. Then
the green marks in Fig. 5(f) are estimated by the correspond-
ing matrix Hr . The results show that the number of correct
matches increases approximately three times when we used
the transformed facet.

4 Data training

This section describes a technique for training database. Our
goals are reducing the size of database, reducing the noise of
randomly repeated features coming from the scene, reducing
the natural noise by updating the features, rejecting the fea-
tures which do not repeatedly appear in images taken under
different conditions, so that recognition rate is increased. To
do so, each building facet is stored in the database by only
one model, called common model. Given a set of images
of each object, we select the strongly characterized features.
The selected features are then transformed to the common
model. Because the spatial relationship is used for updating
model, a method for exactly verifying the correspondence
of image pairs is necessary. Here we proposed a new tech-
nique, cross ratio-based method, which is better than several
previous methods.

In addition because of repeated features of buildings, if
the NNBC constraint is used for selecting the match of a
test feature, many correct matches will be refused. So the
TBC constraint with slight modification is used to preserve
the repeated features of building.

4.1 Matching and constraints

Given a test facet, the recognition progress consists of two
stages. Firstly, by using a ratio area and χ2 distance of wall
histogram, a small set of candidates (sub-candidates) is cho-
sen. The thresholds of the ratio area and histogram distances
are fixed by [1/2,2] and 0.1, respectively. Secondly, the
recognition is refined by matching the SIFT features. To pre-
serve the repeated structure of building, the TBC constraint
with slight modification is used while a test feature can have
several matches whose distances are satisfied,
{

d ≤ d0

d ≤ 1.25dsmallest
(7)

where, d is Chi-squares distance between the test and the
features of sub-candidates. d0 is a threshold chosen by sta-
tistic experiences. For each outdoor object, we took two im-
ages in the general conditions of scale, rotation and illumi-
nation condition. Each image pair is matched two times with
different thresholds τ1 and τ2 such that τ1 < τ2. The matches
according to τ1 are used to verify the correspondence. A 2D
general projective matrix H is calculated by found corre-
spondences. Finally, H is used to select the correspondences
of the matches according to τ2. The results are considered
as the samples for estimating the threshold d0. In our ex-
periments, τ1 and τ2 are chosen by 1 and 5, respectively.
Tens of thousands of samples are calculated. Figure 6(a)
shows several examples of selected image pairs and com-
puted correspondences. Then the distribution of number of
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Fig. 6 d0 threshold selection by statistics; the images of the examples in (a) are taken from ZuBuD data

correct matches according to the distance between matched
vectors is investigated as in Fig. 6(b). Here around 99.1(%)
number of correct matches is less than 1.5 so the threshold
d0 is fixed by this value.

4.2 Cross ratio-based RANSAC for refinement of local
features

To avoid the drawbacks of previous methods, a novel
method is proposed by using cross ratio. Our method can re-
fine the correspondence of large planar objects in the case of
small percentages of inliers. The cross-ratio of four collinear
points A, B, C, D is defined as the “double ratio” [7],

ρ(ABCD) = CA

CB
: DA

DB
(8)

If two segments intersect four concurrent lines at A, B , C,
D and A′, B ′, C′, D′ as in Fig. 7(a), then their cross ratios
equal together,

ρ(ABCD) = ρ(A′B ′C′D′) (9)

We now consider an artificial planar object as shown in
Fig. 7(b) with four interest points {X1,X2,X3,X4} and rec-
tangular boundary. Let {Pi} points be the projections of {Xi}
(i = 1, . . . ,4) on the bottom boundary. Therefore, four lines
PiXi parallel together. Assume that Figs. 7(c, d) are two
poses of the above object which are built by general 2D pro-
jection. {xi} and {x′

i} are the images of {Xi} in the left and
right poses, respectively. Similarly, {pi} and {p′

i} are the im-
ages of {Pi}. In the left pose (Fig. 7(c)), four lines {pixi}
are concurrent at a vertical vanishing point. Let a, b, c, d

be the intersections of {pixi}, i = 1,2,3,4, and the x-axis

of the image, respectively. Now, two set of collinear points
{a, b, c, d} and {pi} are satisfied (9). So we have:

ρ(abcd) = ρ(p1,p2,p3,p4) (10)

Similarly we have the following equation for the right image
(Fig. 7(d)),

ρ(a′b′c′d ′) = ρ(p′
1,p

′
2,p

′
3,p

′
4)

(11)

On the other hand, the sets of {pi} and {p′
i} are projec-

tions of four collinear points {Pi}. So their cross ratio are
invariant [7]. Combining with (10, 11), we have

(xc − xa)(xd − xb)

(xd − xa)(xc − xb)
= (xc′ − xa′)(xd ′ − xb′)

(xd ′ − xa′)(xc′ − xb′)
(12)

Note that, if xa > xb > xc > xd then xa′ > xb′ > xc′ > xd ′ .
This order is considered as a constraint in our method. Given
two planar images with available vanishing points and N

correspondences {Xi ←→ X′
i}, i = 1,2, . . . ,N ; Let {xi}

and {xi′ } be projections of the correspondence on the x-axis
of each image through the corresponding vanishing points,
respectively. From randomly chosen subset of three corre-
spondences {A,B,C} and {A′,B ′,C′}, an error of cross ra-
tio of the ith correspondence following x-axis is defined

ex
i = (xi − xA)(xC − xB)

(xC − xA)(xi − xB)
− (xi′ − xA′)(xC′ − xB ′)

(xC′ − xA′)(xi′ − xB ′)
(13)

Similar to x-axis, on the y-axis, we get the error e
y
i .

Finally, the correspondences are refined by solving (14)
with RANSAC method,

minimize
∑((

ex
i

)2 + (
e
y
i

)2); i = 1,2, . . . ,N (14)
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Fig. 7 The illustration of cross ratio-based method: (a) concurrent
lines; (b) artificial object; (c, d) left and right poses

The experiments show that the proposed method is better
than the previous ones in the case of building verification.
Figures 2(g, i) are several examples for applying the cross
ratio-based method. In Fig. 2(g), 6 inliers (note that sev-
eral keypoints have more than 1 descriptor [11]) are verified
from 104 matches of Fig. 2(b) according to 5.77% inliers.
Similarly, there is 5.76% inliers for Figs. 2(h, i).

2D problem is here transformed into 1D problem. The
number of loops of RANSAC in our case is smaller than us-
ing canonical RANSAC; therefore, the computational time
is faster. From (3), the ratio of iteration loops between cross
ratio-based RANSAC and canonical RANSAC is calculated
by

Γ = Kcross_ratio

Kcanonical_RANSAC
= log(1 − w4)

log(1 − w3)
(15)

because the size of sample, n, equals 3 and 4 according to
cross ratio-based and canonical RANSAC-based methods,
respectively. In our case, the proportion of inliers is usually
smaller than 0.15 (15%). By using Taylor formula, the (15)
is re-written as follows,

Γ = w4 + (w4)
2

2 + (w4)
3

3 + · · ·
w3 + (w3)

2

2 + (w3)
3

3 + · · ·
≈ w4

w3
= w (16)

The number of iteration loops of our method approxi-
mates to 0.15 times of canonical RANSAC loops.

In the experiments, local features are calculated after re-
covering the building facets into the rectangular shape. In
this case, the coordinates of keypoints coincide to their pro-
jections on the axes. The transformed building facets are
related by a simple scale, stretch and translation. Figure 8
shows our method for refining the correspondence of image
pairs step by step. The explanation is given in Table 1.

Fig. 8 Step-by-step illustration for searching the corresponding local
features of image pairs; (a) original images; (b) rectangular shapes;
(c) detected keypoints; (d) 518 matches; (e, f) 90 correspondences

Table 1 Explanation for Fig. 8

Step Figure Notes

1 (a) Two original images with the

detected boundaries

2 (b) Recovered rectangular facets (Sect. 3.4)

3 (c) Detected keypoits from rectangular facets

4 (d) 518 matches

5 (e) 90 correspondences received by

cross ratio-based method

6 (f) The correspondences are projected into

the original images

4.3 Geometric normalization

To improve the results of verification, we implement several
techniques for our method. The first technique is for reduc-
ing the error caused by far difference values of elements in
the same matrix. This problem is affected by the third co-
ordinate of homogeneous coordinates and deeply discussed
in [7]. For example, if Xi and X′

i in Sect. 2.1 are given the
values (100,100,1)T and (100,100,1)T where wi and w′

i

equal unity. In matrix A of (1), the entries xx′,xy′,yx′,yy′
will be of order 104; entries xw′,yw′ etc. of order 102; and
entries ww′ will be unity. When we know the information of
image sizes, the error can be reduced by selecting the value
of the third coordinates. In report of P.H.S. Torr [23], for in-
stance, wi and w′

i are chosen to equal 255. The error will
now affect to the small coordinates x and y. So we follow



224 H.-H. Trinh et al.

the suggestions of R. Hartley et al. [7] in this article. The
coordinate of origin is translated to the centroid of the set
points. The points are then scaled in order that average dis-
tance from the origin equals to

√
2. Assume that this trans-

formation is independently applied for each image , we got
X̃i and X̃′

i such that X̃i = T Xi and X̃′
i = T ′X′

i , respectively.
The 2D projective matrix H̃ is received by the set of X̃i

and X̃′
i . Then the final result is calculated by H = T ′−1

H̃T .
With the normalized parameters, the third coordinates are
selected by unity.

The second is for reducing the mis-matches before veri-
fying the correspondences. In the general cases, D.G. Lowe
[11] used 4D space with translation, rotation and scale to
describe the appeared difference of object from the test and
model (training) images. For each dimension, a total of 16
entries was used. This assumption is very good when the
size of object appearance is smaller than the size of images.
It is a little different for the case of building recognition.
The building here is appeared in the upright position with
an acute angle 20° in maximum of vertical vanishing point.
So that the difference of rotation is selected by 40° for key-
point’s orientation. In the experiments, 30° of rotation is a
good discrimination capability for training and recognizing
images of our data. We also used a factor of 2 for the scale
parameter. In our method, the building facets are extracted
and considered as independent images. So we have no trans-
lation of objects. A relative translation of correspondence
is caused by the overlap of detected facets, stretch follow-
ing x and y axes. The facet’s overlap is a common appear-
ance of building face in both of detected facets. The rela-
tive translation is described by differences Δx̃i = |x̃i − x̃′

i |
and Δỹi = |ỹi − ỹ′

i | of correspondence after normalizing. In
practice, the area of detected facet is directly proportional
to the overlapped region while Δx̃i and Δỹi are inversely
proportional to the overlap. For example, if there is no scale
and the full face is detected in both of images (maximum
overlap), the differences Δx̃i and Δỹi approximate zero. In
normal case, the Δx̃i and Δỹi are satisfied the following
conditions:
{

Δx̃i ≤ αΔmax-x

Δỹi ≤ αΔmax-y
(17)

where Δmax-x and Δmax-y are maximum size of normalized
images according to x and y-axis, respectively. α describes
the inversely proportional property between the overlap and
the area of the test facet as illustration in Fig. 9.

After verification, we get a set of inliers. The 2D pro-
jective matrix H̃ is calculated and improved by the set of
inliers and using iteratively re-weighted least squares tech-
nic [15, 23]. Because the relation between the images now
is stretch (scales following x and y-axis are different) and

Fig. 9 Relation between factor α and facet’s area, A

translation (caused by overlap) so the 2D projective matrix,
H̃ , has a simple form,

X̃′
i = H̃ X̃i =

⎡
⎣

αx 0 tx

0 αy ty

0 0 1

⎤
⎦ X̃i (18)

where αx and αy are scale factors following x and y-axis,
respectively.

4.4 SVD-based calculation of the approximative vectors

SVD-based method is widely used to reduce the dimension-
ality of correlated vectors by selecting their principal com-
ponents [2, 8]. This means that it filters redundant informa-
tion. Here, SVD-based method is used for a new application
where natural noise caused by objective conditions such as
the change of illumination of outdoor scene is considered as
the redundant information and will be reduced then.

Given n × 2 matrix A, SVD-based algorithm is used
to decompose the matrix A. A = UΣV T , where Σ =
diag(λ1, λ2). Let a1, a2 be the columns of A, if distance
from a1 and a2 is too small then λ1 
 λ2 and λ2 � 0. In that
case, matrix A is replaced by matrix A′ = UΣ ′V T where
Σ ′ = diag(λ1, 0). Two columns a′

1, a′
2 approximate to-

gether. Let a = a′
1 ≈ a′

2, a is called approximative vector
of column a1 and a2 because distances from them are very
small. If there are more than three similar vectors, we first
randomly choose two vectors and calculate the approxima-
tive vector. Then this vector is step by step updated by re-
mained vectors. This method is used for updating the ex-
tracted features of objects including wall color histogram
and SIFT descriptors.

Now, we consider an example given by Fig. 10. Assume
that a feature has an ideal sine signal as in the first image
of the top row. In reality, the feature is obtained as the sec-
ond figure because of the noise when images are taken. If
the images are taken at different times and points of views,
we obtain the extracted features with random noise as the
remained figures of the top row of Fig. 10. The noise causes
the distance between two features of correspondence greater
than zero. And the noise exists in both training and test im-
ages. We use SVD-based method here to reduce the noise in
the model by a set of training images. The first training im-
age (feature) is chosen as the initial model. Then the model
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Fig. 10 Automatically reducing the natural noise by SVD-based update of features

Fig. 11 Reduction of the natural noise with different control factors, γ

is updated by the remained training images. The second row
of Fig. 10 shows the results of updated models in the step by
step. The initial model, updated model, 2,3, . . . ,50 time up-
dated models are shown from left to right. If we call vector
a1 the (k − 1)th updated model and vector a2 the kth train-
ing feature, the kth updated model is the approximative vec-
tor of matrix A = [a1 a2]. After 50 times of update, almost
noises are rejected, the feature is automatically recovered to
the ideal form as in the last figure of the second row. To ob-
serve the noise, the distances between the kth updated model
and the ideal model is calculated in each step. Furthermore,
to improve the robustness of obtained model, matrix A is
decomposed with a control factor γ (A = [γ a1 a2]).

Figure 11 shows the reduction of observing distance fol-
lowing the update times with different γ . The higher value
of γ corresponds to the lower affection of the noise, but the
recovered time is slower. Figure 11(a) illustrates the experi-
ment with 36 bin vector according to wall color histogram.
Figure 11(b) illustrates the experiment with 128 bin vector
according to the descriptors of local features. The optimal γ

is selected such that the response curve is the under bound-

Table 2 Optimal γ for updating wall color histogram (36 bins) and
local features (128 bins)

Size of vectors Updating times (k)

128 bins ≤4 [5,17] [18,40] [41,60] >60

36 bins ≤3 [4,14] [15,32] [33,50] >50

γ values 1 2 3 4 5

ary of the curves with various values of γ . According to
36-bin and 128-bin vectors, the γ is selected as in Table 2.
In those experiments, the observing distance is reduced and
saturated after 20 times for updating. Each value in Fig. 11 is
the average of 10 trials with the random signal illustrated as
in the top row of Fig. 10. The random signals are estimated
by

xr
i = xISS

i (1 + θζ ) (19)

where xISS
i is the ith element of ideal sine signal as in the

first figure of Fig. 10 (i = 1,2, . . . ,36 or i = 1,2, . . . ,128).
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ζ is a random value distributed in the interval [−1,1]; θ

is selected such that the average of 1000 trial distances be-
tween random signals and ideal signals equals 0.1 and 1.5
according to 36-bin and 128-bin vectors, respectively. The
numbers of 0.1 and 1.5 are the thresholds for wall histogram
and SIFT descriptors when we recognize the building im-
ages (Sect. 4.1). In the experiments, θ is selected by 1

3 and
0.9, respectively. All the signal vectors are normalized to
unit length.

4.5 A common model

This section describes a training method under supervision
of user. Each building is represented by number of its sur-
face. For each surface, tens of images are taken under gen-
eral conditions as the training data set. Then the facets are
detected. The corresponding facets are classified by the user.
The incorrectly detected facets are ruled out. A common
model is constructed for each building’s surface by the set
of corresponding facets. Each common model is indexed to
the building and represented by three properties: the area,
wall color histograms and a list of SIFT descriptors. For ex-

ample, Fig. 12 shows the first eight images of one build-
ing in our data set. This building has two faces which can
be detected by robot from the road. Total 16 facets are de-
tected by the process. The false positive facets including
ambiguities in the second and fifth images are rejected by
user. Then, the wall regions of the correct facets are de-
tected. The correspondent facets are also selected by super-
vision of the user. We have two kinds of correspondent facets
whose wall regions are marked by red and green color in
the Fig. 12(b), respectively. The wall region is used for cal-
culating the histogram. By using 2D interpolation method,
each facet is recovered into the rectangular shape. The re-
covered facet is used to calculate SIFT descriptions. Fig-
ures 12(c, d) show the results of rectangular shape, detected
keypoints and wall histogram of the red and green facets in
Fig. 12(b), respectively. The red point marks the detector of
local features. If a facet does not appear in an image or not
pass the area condition, the corresponding data of this facet
is represented by the empty space. The example is demon-
strated by the third and fourth images of Fig. 12(b) and cor-
responding data in Fig. 12(c). All histograms of the same
surface of a building are used to calculate a histogram of the

Fig. 12 Construction of common model: (a) Building images, (b) facet detection and its wall region, (c, d) recovered rectangular shape, SIFT
keypoints, wall histogram and common models
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common model by SVD-based method. The first columns
of Figs. 12(c, d) illustrate the common models and his-
tograms.

For training the local features, we calculate local features
of all correspondent facets. We then randomly select one
of facets and consider it as the common model with initial
local features. The remained facets are used to update the
common model. For the first update, a new training facet
(FN ) is directly matched to the common model. The cor-
respondences are verified by cross ratio-based method and
then used for updating the common model by SVD-based
method. The FN is stored at another place as an auxiliary
facet (FA). For the next update, a new image is also used
to update the common model. Then FN is directly matched
to FA. The correspondences are added into the common
model as new local features by using 2D projective matri-
ces. The FA is replaced by FN . If the number of features
in common model increases, some features whose updated
times are smallest (not often appear in the different poses)
will be ruled out. Because the difference of density of key-
points on the facets affects the recognition rate [31], so the
number of keypoints is proportional to its area. With the size
640×480 (or 480×640) pixels of images and 700 keypoints
for the maximum size of facet, the number of keypoints in
each facet is calculated by N = 700 A

640×480 , where A is the
facet’s area.

5 Experiments

The proposed method has been experimented by supervised
training for the urban image database contained 50 inter-
est buildings and their neighborhoods. For each building, 22
poses are taken under general condition. The first pose is
chosen as the initial database. 20 other images are used for
training database. The remained one is used to test the al-
gorithm. Our images were taken by CCD cameras of family
PowerShot A570 IS, Cannon, under general condition and
auto mode in 2006 and 2007. The process was performed by
the computer of Pentium(R) 4 CPU 3.2 GHz and 1.00 GB
of RAM and MATLAB with 7.0 version. The computational
time for detecting surface of each image is about 3 s, with
about 1.5 s for calculating the features. We trained database
in off-line mode.

For each of 50 test images, only the biggest area facet
is considered. Here, 78 common models are detected for 50
buildings and their neighbors in the database. The average
area of detected facets is 52.73(%) the size of image. So each
image contains about 369 keypoints and the database con-
tains 18457 keypoints. That size approximates 0.148 times
the database’s size of the such work [31]. In that approach,
5 poses for each building are stored in the database and each
image contains around 500 keypoints. Table 3 shows the

Table 3 Comparing the size of database for each building

Size of Method of Proposed method

database W. Zhang [31]

# images
building 5 1

(common model)
# features

image 500 369

Total 2500 369

comparison of the database size according to each building
between our method and the such work.

To observe the effects of updated database and the re-
duction of natural noise. The test set is performed in every
updating step. Two observing parameters are considered.
The first one is the largest number of matches between the
test facet and updating database. The other is the number
of their correspondences. The results show that the largest
number of matching increases about 10(%) after each ten
times of update. The number of correspondences increases
about 50(%) after ten times of update.

Figure 13 shows some examples of our results. For each
sub-image, the above image is the test building and the bot-
tom image is the common model whose appearance is rep-
resented by the initial image. From left to right, the first,
second and third image are the obtained correspondences of
without updating, after ten and twenty times updating the
database, respectively. We obtain 100(%) recognition rate
for the observing test images with the updated database and
the average number of sub-candidates is 12.35. Furthermore,
the problem of multiple buildings can be solved by sepa-
ratively analyzing the surface of building. The last row of
Fig. 13 shows several examples of the final results with-
out using the recovered rectangular shape of building facets.
From the first and last rows of Fig. 13, the obtained matches
and correspondences are improved when the recovered rec-
tangular facets are used.

6 Discussion

In this section, we discuss the adaptation of trained model
and our future works. We are going to apply the proposed
method for designing the outdoor mobile robot for civil and
special application. So we are currently investigating to ap-
ply the method for unsupervised training database and ro-
bot’s self localization in urban environment. Generally, the
updating method can be used for both of supervised and un-
supervised training the database. The supervised training is
introduced in Sect. 4.5. In the case of unsupervised training,
the process should be run automatically. Consequently, two
key questions can be raised up: How can we know whether
the building already existed in database or not? And how
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Fig. 13 Examples of results, from left to right in each image: the
results of without, 10 and 20 times of update, respectively. The in-
creasing number of matches illustrate that the appropriate features are

accumulated in common model. The first and the last rows show the
effect of recovering rectangular shape of building facet

can we be sure that the best match is absolutely correct?
Moreover, the training method can be used for the robot to
automatically learn the environment and update the database
when he is working.

The adaptation consists of automatically selecting the ap-
propriate features, automatically reducing the noise in each
local feature as we discussed above. Besides, the trained
model can be adaptable to the changes of season or a part
of building. Now, we consider the big surface of building
in Figs. 12 and 14, Those images of the training set were
taken in 2006 and 2007. Certain posters were suspended on
one part of building’s wall. So they were considered as one
part of building and provided several appropriate features
for the common model. Assume that the training process
was completed, and now the trained models are used with
two new images as in Figs. 14(c, d) where the old posters
are unraveled. The first new image, Fig. 14(c), is recognized
and used to update the model as in Fig. 14(e). Then it is
stored as the auxiliary image. Similar performance for the
second new image is illustrated in Figs. 14(d, f). We can see
that the poster region has not matches because the part of
building is changed. In the second step, the new image is
directly matched to the auxiliary with 73 correspondences
as in Fig. 14(g). Among them, 25 correspondences coincide
to the updated features in Figs. 14(e, f); they are shown in
Figs. 14(h, i). 48 remained ones are added into the common

model as new features. Now, the poster region in trained
model, seen as yellow ellipse in Fig. 14(j), is provided the
features of the new building’s part. If the number of fea-
tures in common model is increased, the features with small
updated time and not recent appearance will be ruled out.
When the number of new images is large enough, the old
features provided by posters will be replaced by the new
ones.

7 Conclusions

A novel method for training the database of outdoor robot
is presented. Our method can remarkably reduce the size
of database by spatial relation of local features, reduce the
random noise from the scene by detecting building facets,
decrease the natural noise of local features by using SVD
to update the database, increase the correspondence by re-
covering the rectangular shape of building surfaces, and
preserve the effect of repeated structures of objects so the
recognition rate is increased. Another contribution of this
paper is that the cross ratio-based verification gives the high
accuracy of correspondence from image pairs. The method
strongly select the correct matches. The transformation of
2D problem to 1D problem reduces the number of RANSAC
loops.
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Fig. 14 (Color online) Adaptation of common model: (a) image pro-
vided initial parameters for common model; (b) training images in-
cluding the images of Fig. 12; (c, d) new images with assumption that

a part of building is changed; (e–j) illustration of updating process in
step by step; yellow ellipse is focused region

The proposed method has been applied to recognize
50 building image database which were taken in Ulsan
Metropolitan City in Korea. The result of recognition shows
to be better than the conventional method while the size of
database is approximate 0.148 times smaller.
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