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Abstract An implicit tenet of modern search heuristics is
that there is a mutually exclusive balance between two de-
sirable goals: search diversity (or distribution), i.e., search
through a maximum number of distinct areas, and, search
intensity, i.e., a maximum search exploitation within each
specific area. We claim that the hypothesis that these goals
are mutually exclusive is false in parallel systems. We ar-
gue that it is possible to devise methods that exhibit high
search intensity and high search diversity during the whole
algorithmic execution. It is considered how distance metrics,
i.e., functions for measuring diversity (given by the mini-
mum number of local search steps between two solutions)
and coordination policies, i.e., mechanisms for directing and
redirecting search processes based on the information ac-
quired by the distance metrics, can be used together to inte-
grate a framework for the development of advanced collec-
tive search methods that present such desiderata of search in-
tensity and search diversity under simultaneous coexistence.
The presented model also avoids the undesirable occurrence
of a problem we refer to as the ‘ergometric bike phenom-
enon’. Finally, this work is one of the very few analysis
accomplished on a level of meta-meta-heuristics, because
all arguments are independent of specific problems han-
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dled (such as scheduling, planning, etc.), of specific solution
methods (such as genetic algorithms, simulated annealing,
tabu search, etc.) and of specific neighborhood or genetic
operators (2-opt, crossover, etc.).
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1 Introduction: intensity versus diversity

Combinatorial optimization problems have been of central
concern in fields such as operations research (i.e., in pro-
duction planning; or in logistics network design), computer
science (i.e., in Very Large Scale of Integration design), and
artificial intelligence (i.e., in planning or scheduling prob-
lems). One of the most fruitful approaches to industrial-scale
massively multimodal combinatorial optimization problems
consists of the use of local search heuristics. These meth-
ods must exhibit search intensity and search diversity to be
effective. The goal of search intensity is to find the best so-
lution contained within a relatively small region, while the
goal of search diversity is to sample a large number of dif-
ferent regions, in order to make sure that the search space
has been properly explored, and to locate the region(s) con-
taining the global optimum. Without adequate search inten-
sity, a method may pass close to the optimum solution and
still be unable to find it. Without adequate search diversity,
a method may become deeply absorbed in relatively poor
regions of the search space, unable to find higher quality so-
lutions that reside elsewhere.

The prevailing heuristic models do not exhibit these de-
sirable goals co-existing simultaneously. Consider simulated
annealing [1–3], a thermodynamically-inspired algorithm
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based on the Gibbs distribution for obtaining configurations
(solutions) at selected temperatures. At high temperatures,
all configurations are equally probable; while at low (close
to zero) temperatures, only the minimum energy (cost) con-
figurations are to be found. Simulated annealing displays
both search diversity and search intensity; but not simulta-
neously. The algorithm gradually advances from the pure
search diversity found at high temperatures (when many re-
gions are probed and few, if any, good solutions are found)
to the pure search intensity found whenever the temperature
reaches zero (at which point no unimproving solution can
be accepted and thus diversity from then on will be absolute
zero). In the process it gradually trades diversity for inten-
sity.

With genetic algorithms [4–7], populations start with a
diverse set of individuals taken from a random sampling of
the ‘population space’, and gradually tend towards intensity,
as the system converges in the direction of a ‘clustered’ set
of individuals, which are akin to each other, losing, over
the course of this process, great amounts of ‘genetic diver-
sity’. A well-known way around this problem is the pro-
posal of fitness sharing [8], where two or more individu-
als that are closer than a predefined distance share their fit-
ness, i.e., “downscaling the fitness of individuals with simi-
lar genes” [9, 10], and, therefore, creating a pressure for high
population diversity. Unfortunately, fitness sharing may fun-
damentally downgrade intensity, to the point of, in extreme
cases, being close to a random selection [9].

A third strategy, tabu search, uses either long-term mem-
ory structures to trigger a mode of search diversity or
intermediate-term memory structures to trigger a mode of
search intensity [11–13]. Thus, both diversity and intensity
are to be expected in these algorithms, but each one alter-
nates at the expense of the other. Similar alternations oc-
cur in scatter search [14, 15], in the initiation and sampling
phases of microcanonical optimization [16, 17], and in the
construction and improvement phases of GRASP [18–20].
(Note that even if solutions found in the construction phase
of GRASP are very diverse, this does not automatically im-
ply that the solutions found after the improvement phase will
preserve such diversity, as solutions may cluster during the
improvement phase.)

These classical local search models present subtle hints
of a mutually exclusive tradeoff between search intensity
and search diversity. A literature review, however, makes
such a view explicit, as numerous studies have taken the,
sometimes tacit assumption of such a mutually exclusive
balance between search diversity and search intensity. In the
context of genetic algorithms (applied to optimization), for
example, one learns that “a high crossover probability will
encourage steady hill-climbing towards the optimal set of
parameter values. On the other hand, a high rate of muta-
tion will result in more searching of the less promising parts

of the search space” [21]. In another method, mechanisms
“designed to increase the pressure for improvement may be
at the expense of population diversity. While such strategies
can improve the results on small to moderate problems, in
large problems they may not allow sufficient exploration of
the solution space” [22]. In other words, as one gets more
intensity, one loses diversity.

Within tabu search: “effective tabu search procedures
keep a balance between intensification and diversification,
that is, between reinforcing attributes associated with good
solutions and driving the search into regions not yet vis-
ited” [23]. Others mention the “interplay between diver-
sification and intensification” [24], “appropriate mixtures
of intensification and diversification” [25], and “intensifica-
tion/diversification tradeoffs” [26].

Similar remarks have appeared in the context of scat-
ter search, where “. . . as indicated by its name, the method
induces a real willingness for maintaining the collec-
tion points as scattered as possible, hence to have a
good diversification. However, intensification can also be
achieved. . .” [15].

Our major claim can be consolidated after the following
quote [27]:

“Two main features have to be balanced in construct-
ing heuristic algorithms:

• The degree of exploitation, that is, the amount of
effort directed to local search in the present region
of the search space (if a region is promising, search
more thoroughly);

• The degree of exploration, that is, the amount of
effort spent to search in distant regions of the space
(sometimes choose a solution in a far region and/or
accept a worsening one, to gain the possibility of
discovering new better solutions).

These two possibilities are conflicting: a good trade-
off between them is very important and must be care-
fully tuned in each algorithm.” ([27]; emphasis ours)

Given such remarks, we have interest for the following hy-
pothesis:

Claim 1 (The intensity versus diversity hypothesis) Local
search intensity and local search diversity are mutually ex-
clusive; that is, metaheuristic algorithms cannot achieve
both of these desirable attributes under perfect simultane-
ous co-existence.

The main objective of this paper is to present the case
that search intensity and search diversity are not mutually
exclusive in parallel systems, and therefore to show that
this hypothesis is remarkably false. Note that our claim is
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not that having intensity and diversity in simultaneous co-
existence should necessarily be advantageous in terms of al-
gorithmic performance. At this point it is not known whether
such an advanced method would be practical to develop or
would outperform existing local search models; however,
this, while certainly a relevant (and interesting) empirical
question, is beyond the scope of this paper.

In the following sections, we analyze what search diver-
sity is intended to mean, and present a framework for design-
ing new local search models that comprise high search inten-
sity and high search diversity in simultaneous co-existence.
These new models are based on the application of novel
mechanisms referred to as coordination policies, i.e., guid-
ing principles for coordinating the collective search among
processes; and also on the use of distance metrics between
solutions.

2 Distance and diversity metrics

A combinatorial optimization landscape is defined by the
triple (�,N,Z), where � is a discrete and finite set of so-
lutions, N : � → 2� is a neighborhood operator, and Z :
� → � is the objective function to be minimized. Reacha-
bility under N can be assumed, i.e., for all x, y ∈ �, there
exists a sequence x = s1, s2, . . . , sd = y, where si+1 ∈ N(si)

for all 1 ≤ i < d . If d is the minimum number of elements
in any possible sequence from x to y, then we may say
that dN(x, y) = d , that is, the distance from x to y un-
der operator N is d . Unfortunately, terms such as ‘areas’
or ‘regions’ of the search space are rather fuzzy notions,
as there are no definite boundaries or demarcations in the
search space. An area around p may be formally defined
as A(p,S) : �x{1,2, . . . , n} → 2� , where S is the ‘radius’
of the area, hence x ∈ A(p,S) iff x ∈ � ∧ dN(x,p) ≤ S

(for the selected neighborhood operator N ). Thus, to refer
to two processes sharing ‘the same area’ is a notion relative
to S(the size of the area) and to dN(x,p).

Surprisingly, these ‘distance metrics’ have not been used
in local search models (the outstanding exceptions being the
bionomic algorithm [28, 29], the ‘diversity-guided evolu-
tionary algorithms’, which, once again, use distance met-
rics to “alternate between phases of exploration and phases
of exploitation” [10]), and also memetic algorithms, which
may use the Hamming distance to “freeze some genes [. . .]
in order to escape from local attractors” (see [6, 32] and
references therein). Distance metrics can reveal important
facts about a pair of solutions: they give an idea of the work
(and of the time) required to move from one solution to the
other; they are correlated with the probability that the sec-
ond solution will be visited by a process that passed through
the first; finally, they also give a precise measure of simi-
larity between any two solutions. In fact, there is a lack of

an accepted measure of diversity in most modern heuristic
models, and these distance metrics could be one such mea-
sure (obviously considering that they are related to a specific
landscape—see [30]).

Without a notion of distance, a search process may be-
come shortsighted. For example, it is possible for a search
process to gravitate towards a large ‘attractor’ in the search
space, while always keeping a relatively small distance from
a particular solution, thus remaining ‘anchored’ to the local
minima of this region for a long time. In this ‘ergometric
bike’ phenomenon, countless movements may be performed
while the variation in distance remains negligible. Without
a precise measure of distance, it is hard to perceive whether
this phenomenon is occurring, or if the process is exploring
a broader part of the search space. For example, let us con-
sider a particularly pathological case. Suppose for instance
the following configuration:

(i) a ‘basic’ tabu search algorithm with a recency-based
tabu list size of 10 (or other generally used size, such
as 7, or 15, etc.);

(ii) a scheduling problem represented by permutations; and
(iii) the neighborhood structure given by the insertion op-

erator, in which a piece (job/object) is deleted from its
current position and re-inserted in another position of
the permutation.

Let us suppose the algorithm has reached a local minimum,
without loss of generality, at the solution (1,2,3,4, . . . ,

n − 2, n − 1, n). Suppose then the following (obviously
pathological) move sequence

(2,3,4, . . . , n − 2, n − 1, n,1),

(2,3,4, . . . , n − 2, n − 1,1, n),

(2,3,4, . . . , n − 2,1, n − 1, n),

(2,3,4, . . . ,1, n − 2, n − 1, n), . . . ,

(2,3,4,1, . . . , n − 2, n − 1, n),

(2,3,1,4, . . . , n − 2, n − 1, n),

(2,1,3,4, . . . , n − 2, n − 1, n),

(1,3,4, . . . , n − 2, n − 1, n,2),

(1,3,4, . . . , n − 2, n − 1,2, n),

(1,3,4, . . . , n − 2,2, n − 1, n),

(1,3,4, . . . ,2, n − 2, n − 1, n), . . . ,

(1,3,4,2, . . . , n − 2, n − 1, n),

(1,3,2,4, . . . , n − 2, n − 1, n), . . . ,

(1,2,4, . . . , n − 2, n − 1, n,3),

(1,2,4, . . . , n − 2, n − 1,3, n),

(1,2,4, . . . , n − 2,3, n − 1, n),
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(1,2,4, . . . ,3, n − 2, n − 1, n), . . . ,

(1,2,4,3, . . . , n − 2, n − 1, n), . . . ,

(1,2,3,4, . . . , n − 2, n,n − 1).

In this example, (n2 − n)/2 movements are made while still
preserving a distance of only one movement to the orig-
inal local minimum! While such a pathological trajectory
of radius 1 is extremely unlikely, note that the number of
solutions—hence the probability of an event of this nature—
grows exponentially on the size of the radius, it clearly
demonstrates the importance of using precise distance met-
rics in local search metaheuristics.

Another important function of distance metrics comes
from the recent analysis of the landscape of combinator-
ial optimization problems. Many researchers have consid-
ered the relation involving cost structure and distance, that
is, the minimum number of applications of a given neigh-
borhood operator needed to transform a solution into an-
other, between locally optimal solutions. Boese, Kahng and
Muddu [31], in studying the traveling salesman problem
(TSP) and the graph bisection problem, argue for a big-
valley structure where locally optimum solutions tend to get
increasingly closer to each other as they approach the global
optimum. New studies followed with similar analysis for the
n/m/P/Cmax flowshop and other problems [32–34]. In a re-
lated study, Mak and Morton [35] have analyzed the relation
between the k-opt and the 2-opt metrics for the TSP.

2.1 What is search diversity?

This “ergometric bike” trajectory demonstrates that distance
metrics do not by themselves compute the diversity of subset
E. The enumerated solutions, even if numbering on the or-
der of billions, may still be stuck to a small-diameter attrac-
tor and exhibit a pathologically small diversity. This exam-
ple points to the suggestion of the following diversity metric
based on the explored trajectory diameter:

Diversity(E) = max
∀y∈E
∀x∈E

dN(x, y).

This metric has the property of growing as a function of
the diameter of E. That is, the farthest that two explored
solutions encounter themselves apart, the higher the diver-
sity. The use of this metric can prevent the ergometric bike
phenomenon from occurring, if one fixes the recently ex-
plored solutions and only accepts diversity-increasing move-
ments. However, despite this favorable property, this initial
proposal does not provide a good diversity measure for a
number of reasons:

(i) first, the maximum distribution obtainable by this func-
tion equals the maximum distance between any two so-
lutions in �, which makes diversity a function of the

size of �. For example, in a 100-city TSP under the in-
sertion operator, the maximum distance between a pair
of solutions is 99 movements. In a 10 000-city TSP, the
maximum distance would be 9999 movements. It is de-
sirable to have a measure of diversity which is indepen-
dent of problem size. Let us label this property as Re-
quirement 1 for an adequate diversity metric.

(ii) Another problem with this metric is that it is possible
to rapidly reach the maximum diversity measured, sim-
ply by creating a single, iterative, distance-increasing
trajectory at each step. This is trivial to do with most
neighborhood operators (see for instance [37, 38]). In
the 10 000 city TSP, it would be possible to achieve the
maximum diversity in merely 9999 movements. But of
course 9999 solutions can not count for high diversity
in a space containing on the order of 10 000! solutions.
This leads us to Requirement 2 for an adequate metric,
as it clearly shows that merely computing the explored
trajectory diameter does not lead to an adequate diver-
sity measure.

2.2 Requirements for a measure of diversity

Let us look beyond the two initial requirements presented
above and formalize the requirements of domain and co-
domain of the function:

Requirement 3 The domain of the function should be the set
of explored solutions, E. It is necessary, in order to compute
the diversity of the explored space, to have as the domain of
such computation the whole set of explored solutions.

Requirement 4 The co-domain of the function should be the
closed interval [0,1]. This should enable a precise numeri-
cal estimation of diversity which is independent of problem
size. It should be also clear that diversity should equal 0 iff
|E| = 0 and that diversity equals 1 iff E = �.

In the next section, we review new metrics for diversity
that meet these initial requirements and also point out some
additional requirements.

2.3 The structure of diversity

As shown, diversity is not synonymous (or even propor-
tional) to distance trajectory. Let us now look at a proposal
that respects the four requirements above. Let us label the
following metric as the pragmatic diversity metric.

Diversity(E) = 1 − max
∀y∈�/E
∀x∈E

dN(x, y)

maxx∗,y∗∈� dN(x∗, y∗)
.

This formula yields the maximum distance obtainable from
an unexplored solution to an explored solution (measuring
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the maximum diameter of “open unexplored space”), di-
vided by the maximum possible distance between any two
candidate solutions (diameter of the search space). The lat-
ter measure is of course a constant, and is usually trivial to
compute. But the former measure may be NP-hard, as dis-
cussed below. Note that the limit cases where E = ∅ and
E = � must be specifically addressed. That is, we should
take it by definition that:

If E = ∅ then max
∀y∈�/E
∀x∈E

dN(x, y) = max
x∗,y∗∈�

dN(x∗, y∗)

If E = � then max
∀y∈�/E
∀x∈E

dN(x, y) = 0.

This measure has the four properties entailed above: At
the start of execution of the algorithm, |E| = 0, and thus
diversity = 0. If all solutions have been explored, that is, if
E = �, then diversity = 1. It is proportional to the size of
the largest “empty space”. This is the most notorious insight
of the model: a measure of diversity can only be obtained if
we have an idea of the size of the largest unexplored areas.

Let us consider the computational complexity of this di-
versity metric. If computation of d is NP-Hard, as it is in
the case for the TSP under the widely used 2-opt opera-
tor [36], then the diversity problem is also NP-Hard. For-
tunately, there are numerous neighboring functions that are
efficiently computable. In this case it is uncertain if the di-
versity metric is in fact an NP-hard problem, which leads us
to a first open problem:

Open Problem 1 Is the proposed pragmatic diversity mea-
sure computable in polynomial-time for a polynomial-time
neighborhood operator?

The reader should notice that, though the number of po-
tential pairs of solutions (x, y) can grow exponentially large
on the size of the problem—and hence present a de facto
intractable problem, this does not immediately mean that
the measure is NP-hard, because NP-Hardness is a property
emanating from the size of the set E of explored solutions,
not from the size of a specific solution. For example, in the
100-city TSP, a solution is of size 100 indexes. The expo-
nential growth of the TSP search space is derived from this
fact. However, a subset E of explored solutions may be very
large and still keep the diversity computation under polyno-
mial time (as a function of the size of E). Thus this remains
an open research problem for further study.

The measure presented above attends to the previous re-
quirements. However, it would also be desirable to have an-
other measure of diversity that should be independent of the
size of E.

It would be especially exciting to have the following in-
formation: what is the maximum diversity that can be ob-
tained if we explore M solutions? If we had such informa-
tion it might be possible to develop algorithms that could

iteratively increase the diversity of the explored solution
space. The thought of maximizing diversity at each move-
ment, given a set E, leads us to a theoretically achievable
diversity metric:

Diversity(E)

= 1 −
max∀y∈�/E

∀x∈E

dN(x, y)

maxx∗,y∗∈� dN(x∗, y∗),∀∑ ∈ 2�, |∑ | = |E| .

This formula yields the maximum distance to the farthest
unexplored solution, divided by the maximum possible
distance theoretically obtainable in any subset of � with
size |E|.

(i) At start, |E| = 0, and thus diversity = 0;
(ii) If all solutions have been explored, diversity equals 1;

(iii) Diversity is still proportional to the diameter of the
largest “empty space”, but now it is also a function of
the size of the explored space, such that:

(iv) Diversity is automatically decreased as |E| increases to
a new level of potential empty-space possibility. That
is, if a new move was executed, or a new generation in
a genetic algorithm was construed, and the “maximum
empty space” remained constant, while it was possible
to have had obtained a greater diversity in a space of
such size, then this would be captured in this metric.

Therefore, the use of this metric would enable the develop-
ment of new algorithms theoretically capable of iteratively
maximizing search diversity. There are, however, additional
computational complexity concerns. The reader may have
noticed that it seems that this problem belongs (at least) to
the class of NP-hard problems, given that it demands an ex-
ponential number of subsets of � to be explored in order
to compute the diversity function. Therefore we present the
second open problem and the conjecture that this problem is
hard to compute.

Open Problem 2 Is the proposed theoretically achiev-
able diversity measure computable in polynomial-time for
a polynomial-time neighborhood operator?

We conjecture that this is not true. In the next section, we
turn attention to a framework for local search models that
exhibit simultaneous intensity and diversity, based on the in-
troduction of new control mechanisms termed coordination
policies.

3 A framework for the simultaneous coexistence of
intensity and diversity

To defend the feasibility of employing search intensity and
search diversity simultaneously, in the following sections let



284 A. Linhares, H.H. Yanasse

us consider two assumptions: First, assume that there is a set
of concurrent search processes, that each of these processes
tends to explore the search space with high intensity. The
other postulation assumes that there is a distance metric be-
tween solutions that is computable in polynomial-time. Let
us analyze the first assumption: as an intensive local search
based process—such as those considered in [11] or in [17]
approaches an area, it tries, during a predetermined time
window, to find the best possible solution contained in that
area. This is mostly a trivial assumption: for all practical
purposes, these search processes could be simple instanti-
ations of tabu search designed to explore the search space
intensely [11, 17].

This basic assumption in explicit form is:

Claim 2 The proposed model exhibits high search intensity
during the course of its execution.

The model may exhibit a remarkably intensive behavior,
continuously searching for high quality solutions within re-
stricted regions of the search space. And as it may be as-
sumed that this can occur during the entire execution of the
algorithm [11], intensity (under the proposed model) can be
preserved during the run (instead of alternating with diver-
sity, as we will see). But this does not provide an automatic
guarantee against an ergometric bike trajectory. It is now
necessary to show that when we consider collective search
models, then search diversity can also be shown to exist dur-
ing the whole execution. In order to show that, consider two
proposals: first, let us have a set of processes executing in
parallel. Second, let us implement a ‘boundary’ of access
for each process. Thus, while multiple processes conduct the

search, the distance between processes is computed, such
that an artificial ‘boundary’ may protect each process’s area
(in order to guarantee the preservation of search diversity).
Thus, in case a particular process attempts to cross another
process’s boundary, this attempted movement should be re-
jected. The size of this boundary can obviously be made to
vary with the size of the problem (this is discussed in detail
below).

The suggested coordination policies, i.e., guiding princi-
ples to coordinate the collective search (based on the dis-
tances measured between search processes), may be classi-
fied in two categories: distribution coordination policies and
redistribution coordination policies. In the distribution co-
ordination policies, certain points act as detractors, main-
taining a specific minimum distance between processes, and
thus enforcing a high systemwide distribution. These are the
policies considered in this paper, but there are also redis-
tribution coordination policies, which have some points act-
ing as attractors to other processes, bringing these processes
closer to potentially better regions of the search space [38].
Let us consider two distribution coordination policies.

3.1 Uniform non-overlap

The first policy is referred to as the uniform non-overlap
coordination policy (Fig. 1). This policy designates a spe-
cific area to each search process; these areas, surrounding
the solutions explored by the processes, are set to a uniform
size, and may not be entered by other processes (hence its
name). Under this policy, there can be no overlapping be-
tween these areas, and thus, there is a guaranteed distrib-
ution of the processes along the search space—this formal

Fig. 1 A schematic look at the proposed framework (under the
uniform non-overlap coordination policy): By employing coordina-
tion policies and distance metrics, we may enforce processes to
maintain a minimum distance between each other (the boundaries
of each process are represented by circles). These mechanisms not

only prevent the wasteful duplication of search effort, but also guar-
antee high levels of search diversity throughout the execution, as
the pressure for maintaining large distances will make the largest
empty regions tend to be explored in a relatively small amount of
time
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Fig. 2 Under the non-uniform
ordered non-overlap with
closest-cost distribution policy,
the best search processes have
increasingly smaller areas,
which concentrate the
exploration of the search space
in proportion to their perceived
quality, potentially taking
advantage of spaces with
big-valley structure

guarantee, it should be mentioned, is not achieved in the
classic models of either genetic algorithms—or “genetic al-
gorithm species”, as in [39], simulated annealing, or even
of tabu search (though the latter may incorporate long-term
memory structures devised specifically for search diversifi-
cation, it cannot provide a formal, mathematical, guarantee
that the search will be suitably distributed along the search
space, as it cannot precisely measure such distribution, for
there is simply no function analogous to DN(x,p)—or any
measure of diversity for that matter).

Suppose, for instance, that process P2 attempts a move-
ment that will bring it into the area demarcated by the radius
of process P1. In order to prevent this, the movement can be
rejected, or, alternatively, process P1 can be moved outside
of the area corresponding to P2. In the first case, P1 acts as
detractor, while in the second case P2 is the detractor. The
‘winning’ process can be decided either by the quality of the
best solutions found by each process, or by the quality of the
current solution under exploration. The number of interde-
pendent search processes can obviously be made to scale as
the number of available processors grows, enabling thus a
greater distribution of the search.

There is, however, a high computational cost associ-
ated with computing the distance between all pairs of
processes—especially if the distance metrics are not com-
putable in linear time. One way around this is to devise in-
cremental distance metrics, avoiding the entire computation
of the distances at each movement. Calculating the distances
using only the incremental information associated with each
operation could bring down the complexity considerably,
and additional gains can even be achieved: to further reduce
the computational complexity (for any neighborhood opera-
tor selected), one may opt to reduce the number of distance
computations from O(p2) to O(p), where p is the number
of processes. This can be done either by sampling pairs of
processes in a random manner, or by adopting one of the

‘faster’ coordination policies presented in [38] which care-
fully select which pairs of processes will be evaluated.

3.2 Non-uniform distribution policies

The same policy may also be used in a Non-Uniform re-
gion size (Fig. 2). That is, the size of the areas allocated to
each process may vary according to some specific variable.
A candidate for such variable is the cost function obtained
by the processes: one may use the order of the processes as
a guide for establishing the total size of their areas.

As we have seen, the proposal of non-overlapping coor-
dination policies is intended to obtain a search process that
is simultaneously intensive and diverse (therefore showing
that these desiderata are not mutually exclusive). A second
proposal for coordination policies, whose goal would be to
explore the search space more intelligently, may come from
the previously mentioned ‘big-valley’ hypothesis: a correla-
tion between solution quality and distance to the optimum
that has been observed for some combinatorial optimization
problems [31]. This correlation suggests that areas in which
solutions of high quality have been found may be explored
with more intensity than those areas in which no solution of
high quality has been found. This idea should be explored in
landscapes that exhibit a big-valley structure.

The non-uniform ordered non-overlap with closest-cost
policy is thus a prime candidate for distributing search
processes over the search space. There are a number of rea-
sons for this. The policy holds all the advantages of the uni-
form ordered non-overlapping policy, with the possibility
of increased adaptability if the best processes are allowed
smaller areas than the worst processes: The regions of the
search space which are perceived to contain higher quality
solutions are explored in proportion to this higher perceived
quality: a process that has found highest quality solutions
holds a small area, and thus enables other processes to ex-
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plore the vicinity of that area, while the processes occupy-
ing the perceived worst areas have correspondingly larger
sizes, disabling access to those supposedly inferior quality
regions. This policy seems appropriate for landscapes dis-
playing big-valley structure, because the obvious tendency
is for processes to cluster around the higher quality areas of
the search space, while still preventing the wasted duplica-
tion of search effort of having two processes visit the same
solution.

From these ideas, the following claim holds:

Claim 3 The proposed model exhibits high search diversity
during the course of its execution.

By using these coordination policies (and the underlying
distance metrics), one is able to stipulate precisely the mini-
mum distance to be kept among processes. This leads to two
conclusions: First, diversity would be guaranteed by the cal-
culations of distance between search processes. In this way,
we can indirectly control the size of the unexplored search
areas, which will maximize diversity. Second, these policies
would have the added advantage of preventing the undesir-
able duplication of search effort (should the areas of distinct
processes overlap). Claim 3, together with Claim 2, leads to
the following conclusion:

Claim 4 There are reasons to believe that the intensity ver-
sus diversity hypothesis is false: high local search intensity is
not mutually exclusive with high local search diversity, and
both may be obtained simultaneously.

In most local search models, we have that, in some moments,
intensity is achieved at the expense of diversity; while at
other moments, diversity is achieved at the expense of inten-
sity: but that may be a false tradeoff. Though some thinkers
have argued that intensity and diversity are “conflicting al-
ternatives”, high levels of both may indeed be achieved si-
multaneously, and such a fact opens a largely unexplored ter-
ritory for innovations in heuristics research. In the next sec-
tion we prove that there are polynomial-time metrics readily
available for use.

4 Polynomially computable metrics

In this section we provide polynomial time metrics that can
be used with permutation operators.

4.1 The 2-exchange operator

While the 2-opt operator is one of the most used for the TSP,
other operators are even more popular for different sequenc-
ing problems, such as the 2-exchange and the insertion op-
erators used in many scheduling applications. In this section

we present a linear time algorithm that transforms π into σ

using the minimum number of 2-exchange operations.
The reader should note that, contrary to what its name

suggests, this problem is different from the optimum ex-
change sorting problem studied previously [41, p. 198], in
which one is concerned with a comparison-exchange tree
(which is a data structure used to study the performance of
distinct exchange sorting algorithms, such as quicksort, bub-
blesort, or mergesort). We refer the reader to [41] for details.

The 2-exchange operator switches two positions i and
j in a permutation, that is, it transforms permutation
(π1, . . . , πi, . . . , πj , . . . , πn) to (π1, . . . , πj , . . . , πi, . . . ,

πn). Let I denote the identity permutation (1,2, . . . , n). We
present the following linear time algorithm for computing
the minimum 2-exchange distance between π and σ = I .

d = 0;
for i = 1 to n do

if πi 	= σi then begin
2-EXCHANGE(i, σ−1(πi));//σ−1(i) denotes the
position on permutation σ

d = d + 1; // in which element i
is found

end;
return d;

This algorithm is trivial and it runs in linear time. What
is not trivial to prove is that it indeed performs the minimum
number of 2-exchange movements between π and σ = I .
To prove the optimality of the algorithm, let us now state the
problem in a graph theoretical form referred to as the switch
graph. Let G = (V ,E) be a directed graph with vertex set
V = (v1, v2, . . . , vn) and edge set E. Let each vertex vi ∈ V

be associated with a position i in the permutation π . The
edges of G point from position i of π to the position in σ

that element πi appears. That is, directed edge vivj ∈ E if
and only if j = σ−1(πi). In Fig. 3 the switch graph for per-
mutations π = (2,4,3,5,1,8,7,6) and σ = I is displayed.

Note that, since each vertex sends and receives a directed
edge, the switch graph consists of one or more independent
cycles. The size of the cycles ranges from {1,2, . . . , n}, and
the number of distinct cycles can be at most n, in the case
of n self-cycles (i.e., vertices pointing to itself). Note that
this is precisely the desired goal, i.e., to put each element in
its correct position. Thus, we are concerned with increasing
the number of cycles with the minimum number of opera-
tions possible. The problem can now be stated in terms of
the switch graph.

Let B be the number of cycles in the switch graph be-
tween permutations π and σ , and consider Proposition 1.

Proposition 1 Given B < n, it is always possible to in-
crease the number of cycles by one unit by means of one
2-exchange movement.
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Fig. 3 Switch graph of permutations π and I

Proof Given that B < n, it is always possible to break a cy-
cle CM+N of size M + N into two distinct cycles CM and
CN , for any combination of M 	= 0 and N 	= 0, in a single
exchange operation: select vertices vi, vj ∈ CM+N ; and, af-
ter the 2-exchange operation, the vertices that pointed to vi

and vj now point to vj and vi , respectively. Thus, the cycle
CM+N is broken into two distinct cycles CM and CN , where
M equals the number of edges on the path from vi to vj in
CM+N , and N equals the number of edges on the path from
vj to vi in CM+N . �

Proposition 2 One 2-exchange movement can increase the
number of cycles by at most one unit.

Proof When two elements exchange positions in the permu-
tation, 2 edges are deleted from the graph, and 2 edges are
inserted. It is necessary to delete 2 edges in order to break a
cycle; hence, each movement increases the number of cycles
by at most one unit. �

Let T (CS) be the minimum number of applications of the
2-exchange operator to transform any S-sized cycle CS into
S self-cycles. Then, we have

Lemma 1 T (CS) = S − 1.

Proof Follows trivially from Propositions 1 and 2. �

Let D2-exchange(π,σ ) equal the desired 2-exchange dis-
tance metric between permutations π and σ . Then, we have

Theorem 2 D2-exchange(π,σ ) = n − B .

Proof It follows from lemma 1 that each S-sized cycle
needs (S −1) movements to be transformed in S self-cycles.
The desired distance metric can be directly obtained by the

number of S-sized cycles in the switch graph, measured by

D2-exchange(π,σ ) =
n∑

S=1

(S − 1)αS

=
n∑

S=1

SαS −
n∑

S=1

αS = n − B,

where αS is the number of S-sized cycles between permuta-
tions π and σ . �

Since the presented algorithm always places one element
in its correct position, it always breaks a cycle into two (with
the new cycle having size exactly one). This leads to the
proof of correctness of the algorithm.

4.2 The insertion operator

The insertion operator for permutations deletes one element
from the permutation, and inserts it in a new position: either
between two elements, or at the first or last positions, main-
taining the order of the other elements intact. Once again,
the metric devised here deals with fixed permutations. How-
ever, the extension to cyclic problems is readily attainable,
as, in such case, it should suffice to maintain one element in
a fixed position of the permutation (for example, by keeping
element 1 fixed in the first position of the permutation). Note
that, despite what the name suggests, the insertion distance
metric considered here is not the previously studied number
of moves of sorting by insertion [41, Sect. 5.2.1], in which
the number of moves refers to the overall running time of
the algorithms. We refer the reader to [41] for details.

It is not trivial to see that the permutation (8, 5, 6, 9, 4, 2,
1, 7, 3) requires 6 insertions while (1, 8, 5, 2, 6, 3, 9, 4, 7)
requires 4. This problem is more general than that consid-
ered in [42] for the leading element insertion distance, which
is referred to as head insertions, and considers only inser-
tions of the very first element of the permutation. They have
shown that:

Theorem 3 The number of insertions required to sort a per-
mutation σ by head insertions is n−k, where k is the largest
integer such that the last k entries of σ form an increasing
subsequence [42].

In our more general case, to order by insertion the per-
mutation (1, 8, 5, 2, 6, 3, 9, 4, 7), for example, the insight
needed is that the subsequence (1, 5, 6, 9) already appears in
the correct order, but the remaining elements are in incorrect
positions in relation to this subsequence. We refer to such a
subsequence as a correct subsequence. A maximal correct
subsequence is one such that no element of the permutation
can be added to it while the subsequence remains in correct
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order. A maximal correct subsequence with the largest size
possible (i.e., maximum number of elements) is denoted as a
maximum correct subsequence. In this example, the subse-
quence (1, 5, 6, 9) is a maximal correct subsequence, but
is not maximum (interested readers should also consider
the maximum partial order algorithm [44]). The following
lemma enables us to establish a link between the insertion
distance and the maximum correct subsequence.

Lemma 2 If a permutation contains a maximal correct sub-
sequence of size K, it is always possible to order it in n − K

insertions.

Proof Relative to the maximal correct subsequence, there
are n − K incorrect positions in the permutation. Each one
of these positions can be corrected by inserting it in the right
position on the maximal correct subsequence by one appli-
cation of the insertion operator. Thus, n − K insertions are
sufficient to order this permutation.

Thus, given a maximal correct subsequence of size
K,n − K insertions are sufficient to order the permutation.
(This does not prove, however, that this is the number of
necessary insertions to order the permutation.) �

It is important to maximize K , i.e., to find a maximum
correct subsequence. A maximum correct subsequence can
be obtained in polynomial time, as shown next. We will
construct a graph (G,V ) that may be traversed as a set of
trees, where each tree represents one of the maximal cor-
rect subsequences. First, create a set of nodes where each
node vi corresponds to a position i in permutation π . Next,
create a set E of edges by placing one directed edge vivj

iff (1) i < j and, (2) πi < πj and, (3) ¬∃k : i < k < j and
πi < πk < πj . Conditions 1 and 2 enforce that positions i

and j belong to a correct subsequence while condition 3
avoids transitivity. Note that G is directed and does not in-
clude cycles and may thus be traversed as a set of trees where
the nodes that do not receive edges are the roots of the trees.
In Fig. 4, the associated traversal-tree for the example per-
mutation π = (1,8,5,2,6,3,9,4,7) is shown.

Lemma 3 The maximum correct subsequence equals the
maximum height, H , of all the traversal-trees contained
in G.

Proof Each path from the nodes to the leaves represents a
maximal correct subsequence. Therefore, the maximum cor-
rect subsequence will be given by the maximum height of
the trees contained in G. �

Lemma 4 It is necessary to perform at least n − H inser-
tions.

Fig. 4 The traversal-tree of G for π = (1,8,5,2,6,3,9,4,7)

Proof Consider a maximum correct subsequence. If one ele-
ment of the permutation is deleted, the size of maximum cor-
rect subsequence cannot be larger than the original; in fact,
it can only remain either equal to the original or equal to the
original minus one. If an element is included in the permu-
tation, the size of the maximum correct subsequence cannot
be smaller than the original. It can be equal to the original
or equal to the original plus one. An insertion movement is
equivalent to these two steps being carried out successively.
Hence, an insertion movement can augment the maximum
correct subsequence in at most one element. As the maxi-
mum correct subsequence has size H , it is necessary to carry
out at least n − H insertions to order the permutation. �

Since we know that n − H insertions are sufficient to
order the permutation, this leads us to the desired distance
metric:

Theorem 4 The insertion distance of a permutation π of n

integers is n − H .

Proof Follows from Lemmas 2, 3 and 4. �

This algorithm enables us to prove the correctness of
the desired metric, but it demands O(n2) time. Fortunately,
there is a algorithm available for “determining the longest
subsequence in a sequence” [43]—so our concern here is
limited to the demonstration of correctness of the metric.

A final comment concerns the distribution of the in-
sertion and the 2-exchange distance metrics. Solutions
that are far from each other under one landscape may be
close under another landscape. For example, the sequence
(2,3,4,5,6, . . . , n,1) requires (n − 1) 2-exchanges versus
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Fig. 5 Distributions of the insertion and the 2-exchange distance met-
rics

2 reversals versus 1 insertion move. On the other hand, the
sequence (n, . . . ,6,5,4,3,2,1) requires (n − 1) insertions
versus �n/2� 2-exchanges versus a single reversal. Figure 5
displays the frequency of each distance metric, obtained
from the distance of 500 random fixed asymmetric per-
mutations to the identity permutation. To ‘smoothen’ the
curves, the size of the permutations was taken uniformly
from the interval [90,110]. This figure clearly shows that
there is a strong statistical tendency for two distinct solu-
tions to be closer under insertion than under 2-exchange
operations (since the reversal operator is NP-hard, we were
unable to provide comparisons). We have found out that this
relation also holds for cyclic and symmetric problems, and
it might imply that search algorithms may be better served
by the insertion operator than by the 2-exchange operator,
a hypothesis that we leave as an open problem for further
research.

5 An example

Let us provide a simple example which may clear the ex-
position. Consider the gate-matrix layout problem, a prob-
lem that we have shown to be NP-Hard [45]. A gate ma-
trix layout circuit consists of a set of gates (vertical wires)
with transistors (dots) that are used to interconnect the gates.
There must be horizontal wires known as tracks intercon-
necting all the gates that share transistors at the same posi-
tion. If we model the problem as a matrix problem, we are
given a binary I × J matrix P = {pij }, with pij = 1 if gate
j holds a transistor at position i, otherwise pij = 0. The
wiring between gates is represented by the ones intercon-
necting the leftmost and rightmost gates, hence, the resultant
matrix holds the consecutive-ones property.

One basic feature of the problem is that the sequencing
of the gates does not alter the underlying logic equation im-
plemented by the circuit. The number of tracks is the only
variable determining the overall circuit area, since the num-
ber of gates is constant. Therefore, it is essential to sequence

Fig. 6 The gate matrix layout problem, and an optimum solution,
given by the permutation (2 4 3 1 5 7 6)

the gates in order to minimize the number of tracks, i.e., the
number of necessary physical rows to implement the circuit,
given by

Zπ
GMLP(P ) = max

J∈{1,...,J }

I∑

i=1

pπ
ij .

Therefore, GMLP is the problem of minπ∈� Zπ
GMLP (P ),

where P is an instance of GMLP. The problem is displayed
in Fig. 6, from matrix form to the final optimized VLSI lay-
out.

Consider, for instance, that local search methods are em-
ploying the insertion operator. In this case, we can generate
new, non-minimum solutions, with a known distance from
the optimum (as given by Sect. 4).

For example, the permutation (2 4 7 5 1 3 6) demands
4 insertions in order to be retransformed to the optimum. It
generates 5 tracks, yielding almost twice the minimum inte-
grated circuit size. The permutation (2 1 3 4 5 7 6) demands
3 insertions, and generates 4 tracks, also more than the min-
imum.

Notice, however, that a lower number of necessary inser-
tions does not imply that less tracks will be generated: the
permutation (2 7 4 3 1 5 6) yields 5 tracks, while only requir-
ing one insertion to achieve the global minimum. However,
since at each point there are n2 possible insertions, the prob-
ability that the optimum will be achieved rapidly increases
as the distance to the optimum solution decreases.

Consider, now, that the system is maximizing the diver-
sity of the solutions being explored, as given by D(E) in
Sect. 2.3 above, by using one of the suggested coordination
policies. Move selection will hence be done by attempting to
improve the quality of each solution being explored, as long
as it does not violate the space allocated to another solution
under exploration. This leads us to our major proposal: the
higher the diversity between solutions becomes, the higher
the probability that at least one of these solutions lies closer
to the optimum (and, as a corollary, that the optimum may
be found).
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6 Discussion

This work criticizes the assumption that there may be a mu-
tually exclusive tradeoff between search intensity and search
diversity in parallel systems. There are three contributions
in this work. First, it is argued that search intensity and
search diversity are not mutually exclusive. Even leading re-
searchers have argued for ‘finding the right balance between
intensity and diversity’, and this idea of a ‘balance’, or of
a supposed tradeoff, between these desiderata immediately
presupposes their mutual exclusion. By introducing a frame-
work for collective models in which intensity is achieved at
the process level, while diversity is achieved at the collec-
tive, systemwide level, it is demonstrated that, for systems
with multiple search processes, these desiderata can co-exist
simultaneously throughout the whole execution of the sys-
tem (instead of alternating, or of gradually moving from di-
versity towards intensity).

A second contribution consists of the control mechanisms
referred to as coordination policies. These are general prin-
ciples for guiding the distribution (and also re-distribution)
of search processes along the search space. Some additional
coordination policies for re-distribution of search processes
are presented in [38].

Finally, we also discuss innovative uses of distance met-
rics: by employing such metrics, it is possible to compute,
for example, the distance between the current solution be-
ing explored and the best solution found. It is also possi-
ble to more clearly see whether a search process is explor-
ing many distinct regions of the solution space or if it is
instead gravitating around some point. Still another possi-
bility is the development of tabu distances: instead of us-
ing lists of previous steps, there could be a “trail” of previ-
ously visited solutions (acting as ‘detractors’) and a corre-
sponding distance (‘radius’) to be kept from each of these
solutions, thus guaranteeing a high search diversity over the
course of the search (and obviously countering the ergomet-
ric bike phenomenon). The distance metrics also enable the
calculation of how much the processes are dispersed over
the search space, and also, in case two (or more) processes
cluster around a small area, to drive one (or more) out of
that area, in order to eliminate the wasteful duplication of a
computationally valuable search effort.

As an anonymous referee pointed out, perhaps the most
promising line of further research lies with another sense of
‘tradeoff’. We have been discussing the theoretical sense of
a tradeoff between intensity versus diversity; but the compu-
tational costs involved in circumventing this tradeoff might,
at least theoretically, turn out to be prohibitive, which leads
us to a practical or concrete tradeoff: One question con-
cerns whether it is possible to obtain diversity and inten-
sity; another question concerns whether it is beneficial to do
so. In fact, one may argue that the tradeoff may really re-
side in information theory: at each point one wants to ‘ask

the question which will reduce uncertainty the most’; under
this perspective intensity and diversity are secondary; and
information—and all the computational costs of obtaining
such valuable information—becomes the primary issue.

The skeptical reader could argue that this paper does not
present a specific optimization problem and a specific local
search strategy—it does not demonstrate that simultaneous
intensity and diversity is indeed advantageous in terms of
algorithmic performance. This is done in order to discuss
these issues in general, to discuss issues that are indepen-
dent from problems or solution methods. Whether or not
greater performance is to be expected is a significant em-
pirical question, but it does not alter the fact that the very
idea of a mutually exclusive balance between diversity and
intensity needs revising—and that is the central thesis here,
which deserves to be truly scrutinized by the research com-
munity. Because the proposed framework is detached from
the heuristics underlying the search processes, from the dis-
tance metrics employed (which vary from operator to oper-
ator), and even from the optimization problem being solved,
it deserves to be discussed independently (successful exper-
iments have been carried out in [40]). This work is hence
one of the very few analysis accomplished on a level of
meta-meta-heuristics, because all arguments are indepen-
dent of specific problem handled (such as scheduling, plan-
ning, TSP, etc.), of specific solution methods (such as ge-
netic algorithms, simulated annealing, tabu search, etc.) and
of specific neighborhood or genetic operators (2-opt, BOX
crossover, etc.). We hope some of the insights brought out
here will eventually open exciting unexplored territory for
further heuristics research.
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