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Abstract This study presents an ontology-based computa-
tional intelligent multi-agent system for Capability Matu-
rity Model Integration (CMMI) assessment. An ontology
model is developed to represent the CMMI domain knowl-
edge that will be adopted by the computational intelligent
multi-agent. The CMMI ontology is predefined by domain
experts, and created by the ontology generating system. The
computational intelligent multi-agent comprises a natural
language processing agent, an ontological reasoning agent
and a summary agent. The multi-agent deals with the eval-
uation reports from the natural language processing agent,
infers the term relation strength between the ontology and
the evaluation report, and then summarizes the main sen-
tences of the evaluation report. The summary reports are
meanwhile transmitted back to the domain expert, which
makes the domain expert further adjust the CMMI ontology.
Experimental results indicate that the ontology-based com-
putational intelligent multi-agent can effectively summarize
the evaluation reports for the CMMI assessment.

Keywords Ontology - Intelligent multi-agent - CMMI -
Fuzzy inference - Summarization
1 Introduction

Capability Maturity Model Integration (CMMI) is com-
posed of best practices that consider the development and
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maintenance of products and services covering the product
life cycle from conception through delivery and mainte-
nance. By integrating these bodies of knowledge, which are
essential for developing products, CMMI provides a com-
prehensive solution for developing and maintaining products
and services [19]. This study describes one of the results
for the four-year project, namely the CMMI Assistant with
Service-oriented Information Marketplace (SIM), sponsored
by Ministry of Economic Affairs of Taiwan from 2004 to
2007. Figure 1 shows the architecture of the CMMI Assis-
tant with SIM.

According to the continuous representation, the process
areas of the CMMI Assistant with SIM are divided into four
categories, namely process management, project manage-
ment, engineering, and support. The project management
category has three web services, namely project closure
(PC), project planning (PP) and project and monitoring con-
trol (PMC) services. The engineering category contains the
requirements management (REQM), validation and veri-
fication (V&V), requirements development (RD), techni-
cal solution (TS) and model-driven architecture support-
ing (MDAS) services. The organizational process definition
(OPD) services and the organizational process focus (OPF)
services are the main functions of the process manage-
ment category. Finally, the measurement and analysis (MA),
configuration management (CM) and process and product
quality assurance (PPQA) services are developed for the
support category.

The purpose of process and product quality assurance
process area is to provide staff and management with an ob-
jective perspective into the quality assurance of processes
and related work products [19]. Quality assurance, or QA,
can be defined in various ways. QA is most commonly de-
fined as guaranteeing that developers, testers or independent
auditors have performed scrutiny on a system to ensure that

@ Springer


mailto:leecs@mail.nutn.edu.tw
mailto:mh.alice.wang@gmail.com

204

C.-S. Lee, M.-H. Wang

Fig. 1 Architecture of the "
CMMI Assistant with SIM
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it works as required [25]. Many reports are often produced
when developing and managing projects, wasting much
effort and money. Therefore, noncompliance needs to be
identified in the early development phases, and the relevant
stakeholders must be able to acquire main sentences during
assessment. This study presents an ontology-based compu-
tational intelligent multi-agent for CMMI assessment. The
computational intelligent multi-agent comprises a natural
language processing agent, an ontological reasoning agent
and a summary agent. The CMMI ontology is predefined by
domain experts, and generated by the ontology generating
system. Based on the CMMI ontology and the Chinese Dic-
tionary, developed by the Chinese Knowledge Information
Processing (CKIP) group, the natural language processing
agent handles the evaluation report, and filters insignificant
terms from it. The ontological reasoning agent then infers
the term relation strength of term pairs, and the summary
agent summarizes the key features of the evaluation report.
The project manager, the PPQA team members, and the
project members can then retrieve the summarized evalua-
tion reports to determine the exact level of quality achieved,
and whether the processes and products function as required.
All of the summarized results are recorded in the quality
assurance repository, and sent back to the domain experts,
allowing further modification of the CMMI ontology. Ex-
perimental results reveal that the proposed ontology-based
computational intelligent multi-agent can effectively sum-
marize the evaluation reports.

The remainder of this paper is organized as follows. Sec-
tion 2 briefly introduces the related work of the agent, the
ontology and CMMI applications. Section 3 then describes
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the structure of the ontology-based computational intelli-
gent multi-agent. Next, Sect. 4 presents the structure of the
CMMI ontology. Section 5 introduces the proposed compu-
tational intelligent multi-agent for CMMI assessment. The
experimental results are shown in Sect. 6. Conclusions are
finally drawn in Sect. 7, along with recommendations for
future research.

2 Related work

An agent is a physical or virtual entity that can act in an en-
vironment and communicate directly with other agents. The
concept of action is based on the fact that the agents con-
duct actions that modify the agents’ environment and future
decision-making [1, 2]. A multi-agent system consists of a
number of agents interacting with each other. In the most
general case, agents act on behalf of users with different
goals and motivations. To interact successfully, agents need
the ability to cooperate, coordinate and negotiate with one
another, much as people do. The research topics in multi-
agent systems include cooperation and coordination, com-
munication, negotiation and scientific communities [26]. An
agent can be defined in many ways. For instance, an agent
possesses skills; can offer service; is capable of perceiving
its environment, or is driven by a set of tendencies [2]. Fur-
thermore, an intelligent agent is more powerful than an agent
due to its reasoning and learning capabilities [3]. Delen et al.
[4] designed and developed an intelligent decision support
system for manufacturing to improve decision-making by
managers for increasingly complex problem scenarios. Soo
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et al. [5] presented a cooperative multi-agent platform to
help industrial knowledge managers retrieve and analyze ex-
isting patent documents, and extract structured information
from patents with the aid of ontology and natural language
processing techniques. Hamdi [6] proposed a multi-agent
customization system based on machine learning mecha-
nism for web mining. Lee et al. [7] developed a genetic
fuzzy agent for meeting-scheduling systems. Wang [8] ap-
plied agent-based control for networked systems in control
theory to traffic and transportation management. Yan et al.
[9] developed a perceptron-based medical decision support
system for diagnosing heart diseases. Grossklags et al. [10]
studied the impact of software agents on the market behavior
of human traders.

An ontology is a computational model of some portions
of the world. It is a collection of key concepts and their
inter-relationships, collectively giving an abstract view of
an application domain [1]. The ontology aims at interweav-
ing human understanding of symbols with their machine
processability. Additionally, ontologies are shareable and
reusable, are no longer of interest only in research [16].
The relevance of ontologies has been recognized in several
practical fields, such as natural language translation, geo-
graphic information systems, biology and medicine, agent
systems, knowledge management systems and e-commerce
platforms. For example, Alani et al. [11] presented an au-
tomatic ontology-based knowledge extraction from Web
documents, and adopted it to create personalized biogra-
phies. Chau [12] proposed an ontology-based knowledge
management system to assist engineers in sharing, searching
and managing knowledge on flow and water quality model-
ing. Corby et al. [13] presented an ontology-based search
engine for the semantic web. Navigli et al. [14] developed
an OntoLearn system for automatic ontology learning. Mor-
bach et al. [15] reported on the development and application
of a large-scale ontology for chemical process engineering.
Francisio et al. [16] developed an ontology-based intelli-
gent web portal system for recruitment tasks. They utilized
an ontology to represent the knowledge of the recruitment
domain. Burstein [17] presented a dynamic invocation of se-
mantic web services using unfamiliar ontologies. Lee et al.
[1] presented a fuzzy ontology, and applied it to news sum-
marization. They also presented [18] a novel episode-based
ontology construction mechanism to extract domain ontolo-
gies from unstructured text documents.

Capability Maturity Model Integration (CMMI) is a
model for process improvement, and provides an oppor-
tunity to avoid or eliminate the bottlenecks and barriers
that exist in organizations through integrated models that
transcend disciplines [19]. CMM/CMMI has been widely
researched. For instance, Staples et al. [20] studied why or-
ganizations do not use CMMI. The most frequent reasons
given by organizations were as follows: the organization is

small; the services are too costly; the organization has no
time, and the organization is using another Software Process
Improvement (SPI) model. Huang et al. [21] presented a de-
cision support model to assist managers in identifying the
priorities of the CMMI process areas. As software projects
have become increasingly large and complex, a controlled
development process with defined stages, estimation and
measurement of the resources and the effort involved is in-
creasingly considered to be necessary. However, software
projects are often over budget, behind schedule and of poor
quality. The process and product quality assurance is very
important for improving the quality of the products [22].
Consequently, Liu et al. [23] discussed design, implementa-
tion and evaluation of an experimental intelligent software
early warning system based on fuzzy logic using an inte-
grated set of software metrics. Such a system can evaluate
the quality, schedule and budget risks. Grief [24] presented a
software testing and preventive quality assurance system for
metrology, designed to increase orientation towards preven-
tive quality assurance for the development processes, and to
ensure that the product tests are repeatable and comparable.

3 Ontology-based computational intelligent multi-agent

The software is not just the program, but also all associated
documentations and configuration data that are required to
make these programs operate correctly. A software system
generally comprises a number of separate files, including
programs, configuration files, system documents and user
documents [22]. This section introduces the system architec-
ture and the computational intelligent multi-agent. Figure 2
shows the system architecture of the ontology-based com-
putational intelligent multi-agent for CMMI assessment.
The domain experts predefine the domain knowledge
about CMMI. The CMMI ontology is then constructed by
the ontology generating system. The PPQA team members
follow the product-based process quality assurance to eval-
uate the process and product objectively, and to identify and
record the noncompliance issues into the evaluation reports.
Based on the Chinese Dictionary [1] and the pre-constructed
CMMI ontology, the computational intelligent multi-agent
proceeds with the natural language processing agent, term
relation strength reasoning and document summarization to
generate the summarized evaluation report. The summarized
report is then stored in the PPQA report repository. The key
features of the evaluation report enable the project manager
and project members to know precisely whether anything
needs to be corrected for the ongoing project. Addition-
ally, the PPQA team members, project manager and project
members can retrieve the information stored in the PPQA
report repository through the PPQA reporting system. Fi-
nally, the information presented on the PPQA reporting
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Fig. 2 System architecture of a
computational intelligent
multi-agent for CMMI
assessment
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system can support the CMMI assessment tools. Definitions
for the ontology-based computational intelligent multi-agent
are given as follows.

Definition 1 An Ontology-based Computational Intelligent
Multi-Agent (OCIMA) is a multi-agent with a domain on-
tology DO, a Chinese Dictionary provided by the Chinese
Knowledge Information Processing (CKIP) group CDckip,
an evaluation report ER, and a set of fuzzy inference rules
FIR. The OCIMA can generate a summary report SR, that is,

OCIMA(CDcxkip, ER, DO; FIR) +— SR.

Definition 2 A Natural Language Processing Agent (NLPA)
receives a Chinese Dictionary CDckjp and an evaluation re-
port ER, and can output a term set Tnrpa for the evaluation
report ER, that is,

NLPA(CDCKIP, ER) = TNLPA-

Definition 3 An Onrological Reasoning Agent (ORA) is
an agent with an outputting term set of Natural Language
Processing Agent (NLPA) TnLpa for the evaluation report
ER, a set of ontological concepts Cp for the Domain On-
tology DO and a set of fuzzy inference rules FIR, and can
generate a set of term relation strength 7RS, that is,

ORA(Tnipa, Co; FIR) — TRS.

Definition 4 A Summary Agent (SA) is an agent with a do-
main ontology DO, a set of matched ontological concepts
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Cpno for the Domain Ontology DO, a matched term set
TmnNLpa for the evaluation report ER, and a set of fuzzy infer-
ence rules FIR, that can create a summary report SR, that is,

SA(TyunLrA, Co, DO) +— SR.

Property 1 The Ontology-based Computational Intelli-
gent Multi-Agent (OCIMA) comprises a Natural Language
Processing Agent (NLPA), an Ontological Reasoning Agent
(ORA), and a Summary Agent (SA), that is,

OCIMA(-) <— SA(-) e ORA(-) e NLPA(-).

4 The structure of CMMI ontology

This study presents an ontology-based computational intel-
ligent multi-agent based on a PPQA ontology model for
supporting CMMI assessment. The structure and definition
for the domain ontology are described below.

4.1 Ontology structure

Figure 3 shows the structure of the domain ontology adopted
in this study, including the domain layer, the category layer,
and the concept layer [1]. The domain layer represents
the domain name of an ontology, and consists of various
categories defined by domain experts. The category layer
defines several categories, labeled as “category 1, cate-
gory 2, category 3, ..., category k”. Each concept in the
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Fig. 3 Structure of the domain ontology

concept layer, contains a concept name Cj;, an attribute set
{Ac1, ..., Acq; ) and an operation set {Oc;1, ..., Oc;q;}
for an application domain. Three inter-conceptual relations
have been utilized in the domain ontology, namely the
generalization, the aggregation, and the association. A gen-
eration relation between a domain and its corresponding
category is called an “is-kind-of ™ relationship. The relation-
ship between each category and its corresponding concepts
is the aggregation, which denotes the “is-part-of” rela-
tionship. The association indicates a semantic relationship
between concepts in the concept layer [1].

4.2 PPQA ontology

Since software is increasingly becoming a larger part of
many products and services, and the quality of a system
is highly influenced by the quality of the process, a well-
defined software development process plays a large role in
determining the quality of a system. A CMMI is a refer-
ence model of mature practices in a specified discipline,
and is employed to enhance and appraise a group’s ca-
pability to perform that discipline. Additionally, a CMMI
model provides guidance when developing or enhancing

the organization’s processes, and the ability to manage the
development, acquisition and maintenance of products or
services [19]. The CMMI process areas at maturity level
2 are Requirements Management (REQM), Project Plan-
ning (PP), Project Monitoring and Control (PMC), Supplier
Agreement Management (SAM), Measurement and Analy-
sis (MA), Process and Product Quality Assurance (PPQA),
and Configuration Management (CM). This study builds a
PPQA ontology based on the PPQA process area of CMMI.
The role of the PPQA group within in process improvement
is to evaluate objectively the adherence of the performed
processes and associated work products and services to ap-
plicable processes descriptions, standards and procedures, in
order to identify and document noncompliance issues in the
evaluation reports.

This study designs the ontology for the PPQA domain
based on the fundamental knowledge of the PPQA process
area of CMMI [19] and the ontology definition shown in
Fig. 3. The concept layer is constructed according to the
five sub-layers, namely the who, when, what, where, and
how layers. Figure 4(a) shows the structure of the partial
PPQA ontology, and Fig. 4(b) displays its corresponding
Chinese version. In the domain layer, the domain name
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of this ontology is “Software Process and Product Qual-
ity Assurance”. In the category layer, the “Process Quality
Assurance” and “Product Quality Assurance” are two cate-
gories of the ontology. Every concept in the concept layer
contains a concept name, an attribute set, and an opera-
tion set. For instance, the who layer contains three con-
cepts, namely “Quality Assurance Staff”, “Project Staff”,
and “Management Staff”’. The attribute set of the concept
“Quality Assurance Staff” is {Quality Assurance Manager,
Software Quality Assurance Staff, Inspection Staff, Audit
Staff}. As another example, the what layer contains a con-
cept called “Software Description Document”. Its attribute
set is {Software Operation Description, Function Descrip-
tion}, and its operation set is {Follow}. With the support
of the ontology, the ontology-based computational intelli-
gent multi-agent would be able to extract the key sentences
from the evaluated reports to make the relevant stakehold-
ers understand quickly and easily the level of adherence to
the applicable process descriptions, standards, and proce-
dures.

5 Computational intelligent multi-agent for CMMI
assessment

The computational intelligent multi-agent comprises three
modules, namely the natural language processing agent, on-
tological reasoning agent, and summary agent, which are
described below.

5.1 Natural language processing agent

The natural language processing agent includes a Part-of-
Speech (POS) tagger and a term filter. Its main task is to
tag the terms of evaluation reports, then to filter meaning-
less terms to preserve the terms with a noun or verb as POS,
and finally to pass the results to the ontological reasoning
agent. Three factors, namely the POS similarity, the Term
Word (TW) similarity, and the Semantic Distance (SD) sim-
ilarity, were chosen as the conceptual similarity factors for
analyzing the Chinese terms and determining the concep-
tual similarity between any two Chinese terms based on the
features of the Chinese language and the definitions of the
Chinese Dictionary.

The POS similarity is the path length between two nodes
located on the tagging tree [1]. The tagging tree is utilized to
determine the conceptual similarity in POS between any two
Chinese terms. For example, if a term pair (Quality Assur-
ance Staff, Join) with the POS (Na, VC) exists, then the POS
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similarity of this term pair is 4 (Na—=N—-NV—-V—=VO),
where Na, N, NV, V, and VC represent common noun, noun,
noun-verb, verb and transitive verb, respectively. The TW
similarity denotes the value of the conceptual similarity be-
tween any two Chinese terms based on three criteria [18]:
(1) a pair containing more identical words in both terms
indicates that the terms are more similar to each other in
semantic meaning; (2) terms in a pair with both identical
and continuous words have much greater semantic similarity
than those in a pair without identical or continuous words,
and (3) terms in a pair with identical starting or ending
words have a strong semantic similarity. For example, the
term pair (Requirement Stage, Design Stage), whose Chi-
nese term pair is (%5}2 I‘E’Eﬁ, F%ET I‘E’Eﬁ), has two identical
Chinese words, B and “EQ”, and the identical ending Chi-
nese word, “Eﬁ”, so the value of TW similarity of this term
pairis 2.5,1.e.,2+0.5 =2.5. The SD similarity indicates the
semantic distance in the same layer of the concept layer for
any term pair. A closer distance indicates that terms are more
similar to each other in semantic meaning. For instance, con-
sider the term pair (Quality Assurance Staff, Project Staff).
These two terms are both located in the who layer of the con-
structed PPQA ontology. Hence, the SD similarity between
these two terms is 1, i.e., Quality Assurance Staff — Project
Staff.

5.2 Ontological reasoning agent

The ontological reasoning agent adopts the results of the nat-
ural language processing agent of the evaluation report and
the concepts of the PPQA ontology to reason the term re-
lation strength. The algorithm of the ontological reasoning
agent appears below. Table 1 shows the fuzzy rules pre-
defined by domain experts.

A trapezoidal membership function for fuzzy set F'S spec-
ified by four parameters FS(x : a, b, c,d) is given in (1).
Figure 5(a) shows the trapezoidal membership functions for
fuzzy sets POS_Low(x : 4,5.2,6,6), POS_Medium(x : 1,
2.5,3.5,5), and POS_High(x : 0,0,0.8,2). Figure 5(b)
shows the trapezoidal membership functions for fuzzy sets
TW_Low(x : 0, 0, 0.12, 0.3), TW_Medium(x : 0.2, 0.43,
0.58, 0.8), and TW_High(x : 0.7, 0.88, 1, 1). Figure 5(c)
displays the trapezoidal membership functions for fuzzy
sets SD_Low(x : 17, 21.8, 25, 25), SD_Medium(x : 4,
10, 14, 20), and SD_High(x : 0, 0, 2.8, 7). Figure 5(d)
displays the trapezoidal membership functions for fuzzy
set TRS_VeryLow(x : 0, 0, 0.12, 0.3), TRS_Low(x : 0.2,
0.31, 0.39, 0.5), TRS_Medium(x : 0.3, 0.45, 0.55, 0.7),
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Ontological Reasoning Agent Algorithm
BEGIN

Input the ontological concept set Cp = {Cp,,Co,--~Co,,} for the domain ontology DO.

Input the term set Tyzp ={Tnrp,-TNLP, > TTNL, } for the evaluation report ER.
Input fuzzy set A;, = {POS _Low,POS _Medium,POS _High,TW _ Low,TW _ Medium,TW _ High,SD _ Low,SD _ Medium,SD _ High}
and output fuzzy set A,,; = {TRS _VeryLow,TRS _Low,TRS _Medium,TRS _High,TRS _VeryHigh}

Input fuzzy inference rules set FIR = {Rule I, Rule 2,...,Rule K’}
Initialize i = 1
DO UNTIL (i > M)
Initialize j = 1
DO UNTIL (j > N)
Let V;; =(Co, aTNLPj ) be the term pair.

Xij =Vij—pos.Vij-twVij—sp) - where Vi;_pog is the part-of-speech path length of each term pair, Vi 7y is the number of

y

the same words of each term pair, and Vj;_gp is the semantic distance of each term pair.

Initialize £ =1
DO UNTIL (k> K)

Calculate the matching degree of the Rule k by Ui k= MIN(/‘AM(X,-/))

Calculate the center of area of the Rule kby y 4 ;i =COA(uy k)

increment &
END DO UNTIL
Initialize p = 1
DO UNTIL (p > P)

Calculate the membership values of X; to the fuzzy classes Fj; , by

=MAX(y 4

out

Yij_p i k)

where F;

consequences.
increment p
END DO UNTIL
P P
TRSj = 2w pYij_p
=1 =
output fuzzy variable, TRS.
increment j
END DO UNTIL
increment i
END DO UNTIL
END

TRS_High(x : 0.5, 0.61, 0.69, 0.8), and TRS_VeryHigh(x :
0.7,0.88, 1, 1).

0 x<a,

x—a)/b—a) a<x<b,
FS(x:a,b,c,d)=131 b<x<c, (1)

d—x)/d—c) c<x<d,

0 x>d.

5.3 Summary agent

The summary agent has five sub-processes, namely the
matched concept finder, the sentence path extractor, the sen-
tence path filter, the sentence generator, and the compression

ij p means the fuzzy class for all of fuzzy rules. Each fuzzy class is an aggregation of the fired rules that have the same

Zwiji p »Wwhere wy; ,, means the weight for y; ,, and P means the number of linguistic terms of the

rate computation. Based on the inferred TRS results of the
ontological reasoning agent and the pre-constructed CMMI
domain ontology, the matched concept finder first selects the
term pairs whose 7TRS values are over the threshold orTrs,
and then finds the matched concepts. The sentence path ex-
tractor then exploits the matched concepts along with the
pre-constructed CMMI ontology to search all of the pos-
sible sentence paths by following the Depth-First-Search
algorithm. The sentence path filter then removes the redun-
dant sentence paths. The aim of the sentence generator is to
produce the key sentences of the evaluation report accord-
ing to the retained sentence paths. Finally, the compression
rate computation derives the compression rate of the evalu-
ation report. The summary agent algorithm of each process
is given below.
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Table 1 Fuzzy rules of the
ontological reasoning agent

Rule 1: if POS is Low and TW is Low and SD is Low then TRS is Very Low
Rule 2: if POS is Low and TW is Low and SD is Medium then 7RS is Low

Rule 3: if POS is Low and TW is Low and SD is High then TRS is Low

Rule 4: if POS is Low and TW is Medium and SD is Low then TRS is Low

Rule 5: if POS is Low and TW is Medium and SD is Medium then 7RS is Low
Rule 6: if POS is Low and TW is Medium and SD is High then TRS is Medium
Rule 7: if POS is Low and TW is High and SD is Low then 7TRS is Low

Rule 8: if POS is Low and TW is High and SD is Medium then 7RS is Medium
Rule 9: if POS is Low and TW is High and SD is High then TRS is High

Rule 10: if POS is Medium and TW is Low and SD is Low then TRS is Low
Rule 11: if POS is Medium and TW is Low and SD is Medium then 7RS is Low
Rule 12: if POS is Medium and TW is Low and SD is High then 7RS is Medium
Rule 13: if POS is Medium and 7W is Medium and SD is Low then 7RS is Low

Rule 14: if POS is Medium and TW is Medium and SD is Medium then 7TRS is Medium

Rule 15: if POS is Medium and 7W is Medium and SD is High then TRS is High
Rule 16: if POS is Medium and TW is High and SD is Low then TRS is Medium
Rule 17: if POS is Medium and 7W is High and SD is Medium then 7RS is High
Rule 18: if POS is Medium and 7W is High and SD is High then 7RS is High
Rule 19: if POS is High and TW is Low and SD is Low then TRS is Low

Rule 20: if POS is High and TW is Low and SD is Medium then 7RS is Medium
Rule 21: if POS is High and TW is Low and SD is High then 7RS is High

Rule 22: if POS is High and TW is Medium and SD is Low then 7RS is Medium
Rule 23: if POS is High and TW is Medium and SD is Medium then 7RS is High
Rule 24: it POS is High and TW is Medium and SD is High then 7RS is High
Rule 25: if POS is High and TW is High and SD is Low then 7RS is High

Rule 26: if POS is High and TW is High and SD is Medium then 7RS is High
Rule 27: if POS is High and TW is High and SD is High then TRS is Very High

Matched Concept Finder Algorithm

BEGIN

Input term relation strength set 7RS ={TRS;;,TRS;,,....,TRS v} for the evaluation report ER.

Input the matched term set  7,nzp = {TyuNLp, s TiNLP, -+ TNLP, b Tor the evaluation report £R.

Input the domain ontology DO.

Input the ontological concept set Cp .

Initialize the matched ontological concepts C,,0 = ¢.

Initialize i = 1
DO UNTIL (i > M)
Initialize j = 1
DO UNTIL (j > N)
IF (TRS

ij 2o7rs ) THEN /¥ where o7gg  denotes the membership degree threshold for the TRS value*/

Find out the matched concept Cy,p, according to the TmNLPj , Co,and DO.

Find out the attributes set {4~

mo’_],...,

Add the matched concept C,,p, tothe Cpp set.

END IF
increment j
END DO UNTIL
increment i
END DO UNTIL
END

@ Springer
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Fig. 5 Trapezoidal membership
functions for fuzzy variables (a)
POS, (b) TW, (c) SD, and (d) e - POS.High - POS_Medum POS_Low
TRS

(b)
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Sentence Path Extractor Algorithm
BEGIN

Input the matched ontological concepts  Cy,0 = {Cpn0,Cmo,»Cmo,, } -

Input the domain ontology DO.
Initialize the extracted sentence path set ESP set= ¢ .
Initialize AdjMatrix( M x M )=0andi=1
DO UNTIL (i > M)
IF there is a relation between Cy,o, and Cmo(,_”) for the domain ontology DO THEN
AdjMatrix(i) = 1
END IF
increment i
END DO UNTIL
Initialize i = 1
DO UNTIL (i > M)
Compute the out-degree value of the C 'm0, concept according to the AdjMatrix(i).
IF (out-degree != 0) THEN
According to the adjacency matrix AdjMatrix, execute the Depth-First Search Algorithm to search the possible sentence paths.
Generate the extracted sentence paths in the format of [Concept Name] — [Concept Name] — ... = [Concept Name].
Add the extracted sentence path ESP; to the ESP set.

END IF
increment i
END DO UNTIL
END

Sentence Path Filter Algorithm
BEGIN

Input the extracted sentence path set ESP ={ESP;, ESP,,..., ESPy

Initialize a retained sentence path set RSP set= ¢.
Initialize i =2
DO UNTIL (i > N)
Initialize j = 1
DO UNTIL (j>N—1)
IF ( Length(ESP;) < Length(ESP;, ;) ) THEN

SWAP( ESP; , ESPj 1)

J
where Length( ESPJ-) means the length of extracted sentence path ESPj
END IF
increment j

END DO UNTIL
increment 7
END DO UNTIL
Initialize i = 1
DO UNTIL (i > N)
Retrieve the concept information of extracted sentence path ESP; .
Initialize j =i + 1
DO UNTIL (j > N)
Retrieve the concept information of extracted sentence path ESP -

IF ESP; c ESP; THEN

Label ESPJ- as filtered state.

END IF
increment j
END DO UNTIL
increment 7
END DO UNTIL
Initialize i = 1
DO UNTIL (i > N)
IF ESP; isnot labeled as filtered state THEN

Rename ESP; to RSP; and add it to the RSP set.

END IF
increment i
END DO UNTIL
END
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Sentence Generator Algorithm
BEGIN

Input a retained sentence path set RSP = {RSP;, RSP,,..., RSPy }

Input the matched ontological concepts  Cy,0 = {Ci0,Cim0, >+ Cmo,, }

Initialize a sentence generator set GS set= ¢ .

Initialize i =1

DO UNTIL (i > N)
Initialize j = 1
DO UNTIL (j > rj)

Retrieve the attribute set and operation set of the matched ontological concepts C mo, and C"l(’(ﬂ/) , for the retained sentence

path RSP; .
Get the relation Rc ¢

m0 j -~ mO(j+1)

between C,,,O/_ and C,,

O+ *

Generate the sentence in the format of [Concept Name, Attribute, Operation] Relation [Concept Name, Attribute, Operation]

Relation ... Relation [Concept Name, Attribute, Operation].

where » 0

increment j
END DO UNTIL

Add the generated sentence GS; to the GS set.

increment /
END DO UNTIL
END

Compression Rate Computation Algorithm

BEGIN
Input an Evaluation Report ER; .

Input the generated sentence set GSy ={GS;,GS>,....GS s} for the evaluation report ERp .

Compute the number of words in the GS by

M
NOWords fier = 3, No.of words in the GS; .

i=1

Compute the number of words inthe ERy by
NOWordspefyre = No.of words in the ER )y

Compression Rate =

END

Table 2 Compression rate and
the number of words before and
after summarization of each
evaluation report

NOWords yfyer
NOWordspefore

x 100%

denotes the number of matched ontological concepts for RSP,

Evaluation report

No. of words in the evaluation report

Compression rate

NO Before summarization After summarization (%)
1 258 115 44
2 307 113 36
3 217 64 29
4 110 24 21
5 278 67 24
6 777 288 37
7 302 65 21
8 65 31 47
9 559 236 42

10 65 27 41

11 173 57 32

12 296 60 20

13 217 64 29

14 100 41 41

15 80 38 47
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10

Compression Rate (%)

1 2 3 45 6 7 8 9 1011 12 13 14 15
Evaluation ReportNO.

(a)

—&— Before Summarization —8— A fter Summarization

No. of Words in the Evaluation Report

1 2 3 4 5 6 7 8 9 1011 12 13 14 15
Evaluation ReportNO.
(b

Fig. 6 a The curve of the compression rate for the tested fifteen eval-
uation reports. b The curves of the number of words in each evaluation
report before and after summarization

6 Experimental results

The proposed ontology-based computational intelligent
multi-agent for CMMI assessment was implemented in the
Java programming language. The experimental environment
was built to test the performance of the proposed approach.
The experimental Chinese PPQA evaluation reports were
retrieved from project members involved in a CMMI project
at the National University of Tainan.

The first experiment was to measure the performance
of the ontology-based computational intelligent multi-agent
system from the compression rate. Figure 6(a) shows the
curve of the compression rate for the fifteen evaluation
reports. The second experiment was to observe the perfor-
mance of the proposed approach from the variance in the
number of words in the evaluation report before and after
summarization. Figure 6(b) shows the curve of the number
of words in each evaluation report before and after sum-
marization. Figure 6 reveals that the compression rate for
these fifteen evaluation reports ranged between 20% and
50%, and that the number of words decreased after sum-
marization. Therefore, the ontology-based computational

@ Springer

intelligent multi-agent can effectively summarize the evalu-
ation reports. Table 2 lists the values of the compression rate
and the number of words before and after summarization of
each evaluation report.

Finally, the 2" and the 13" evaluation reports were an-
alyzed. Figures 7, 8, and 9 show the experimental results
of the second evaluation report in English and Chinese.
According to Table 2, the numbers of words in the 20d eyal-
uation report before and after summarization were 307 and
113, respectively. Consequently, the compression rate for
the 224 evaluation report was 36%. Similarly, Figs. 10, 11,
and 12 show the experimental results of the 13™ evaluation
report in English and Chinese, where the number of words
before and after summarization were 217 and 64, respec-
tively and the compression rate was 29%.

7 Conclusions

This study presents an ontology-based computational in-
telligent mutli-agent for CMMI assessment. The proposed
computational intelligent multi-agent comprises a natural
language processing agent, an ontological reasoning agent,
and a summary agent. Experimental results indicate that
the ontology-based computational intelligent multi-agent
can effectively summarize the evaluation reports. Addi-
tionally, some problems still require further study. For
example, the number of tested evaluation reports should be
raised to enhance the performance of the ontology-based
computational intelligent multi-agent, and the ontology
should be improved to extract necessary and key sen-
tences. Moreover, the summary may contain sentences
that are not strongly related. This problem is also one
of the common bottlenecks in many current summary
generation systems. For instance, the reliability of the soft-
ware plays a significant role in software quality, but the
current proposed approach cannot extract the “reliability
is low” from the second evaluation report. Additionally,
the proposed approach will be extended to summarize
the final evaluation results after matching with the ap-
plicable process descriptions, standards and procedures,
so that the relevant stakeholders can quickly understand
the adherence of the project’s process and product qual-

ity.

Acknowledgements The authors would like to thank the anonymous
reviewers for their constructive and useful comments, and also would
like to thank the support sponsored by the Department of Industrial
Technology, Ministry of Economic Affairs, R.O.C. under the grant no.
96-EC-17-A-02-S1-029, and by the National Science Council of Tai-
wan under the grant no. NSC 95-2221-E-024-009-MY2.



Ontology-based computational intelligent multi-agent and its application to CMMI assessment

217

The second evaluation report:

1.
2.

3.

NS AW

The software appears crash when testing software, so the reliability and recoverability of the software are very low.

When installing the software, it is able to correctly finish the installation if user just follows the description document shown
on the screen. Therefore, the installability of the software is very easy.

After finishing software installation, its user interface is designed well. So, the usability, learnability, and operability of the
software are very high.

Under the actual environment, the software’s response to the remotely controlling parameters is slow, so the efficiency of the
software’s time behavior is very slow.

. Under the actual environment, the storage function of the software appears errors, so the function of the software is not

completed.
During testing software, it appears crash when changing the operation system of the software, so the portability of the
software is bad.

. The consistency of the interface is not good when testing software.

(@
EERRETETISAKE  EEXRSHRERNEY  EMEBEHNTEERBEMEERE,

EETHREZER  RRRAESZER LAMBATHRAXMS , XA -F-SREM , MUNERTRZERHKE A B
MABERMEFEERS.
ETREZER , BRTHEAENERFORE  EMRBOERAE, 28%. RELFEES.
EAEEBRREEIAKENIE \ﬁ?gﬂﬁmm,ﬁﬁﬁﬂﬁ@ﬁﬁﬂ&,ﬁaﬁﬁﬂﬂ$mﬁﬁ&@ﬁ#ﬁﬁo
EEBRREASKBHETHEHRER  EMREIETES,
EETARZER  (ERBRENEERR  FRERERNEY , EMREHTELEE,
ETRAFHSBERE , BRERATEH BT,

(b)

Fig. 7 The second evaluation report (a) in English, and (b) in Chinese

The matched concepts for the second evaluation report:
Actual Environment, Software, Interface, Description Document, Usability, Processing Speed, Efficiency, Portability,
Environment, Unexpected Accident, Reliability

(@)
BIRRE, B, RE0E, ROAXH, SR, RERE, RRYE, Tk,
HRRR, BASEMH, UEM

(b)

Fig. 8 Matched concepts for the second evaluation report (a) in English, and (b) in Chinese

The key sentences after summarization for the second evaluation report:

1.

w

:'>5'°!\’

Test software installation during the actual environment. The consistency of the software interface and the operability are
high.

The software installation refers to the description document, and the portability and recoverability are very low.

The time behavior is very slow when testing software under the actual environment.

The unexpected accident occurs when changing the software environment under the actual environment, and the portability
and recoverability are very low.

(@)
BERRAASKBRE RANTE - B RELEERES,
BERRAASEBRESERAXMR TBLEE REMERR,
ERREISKEZE REFBRIE FEHRELIETEE.

ERRSASKEZEANSEBRALABNSHARTELEE RELFEREE,
(b)

Fig. 9 The key sentences after summarization for the second evaluation report (a) in English, and (b) in Chinese
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Fig.

The thirteenth evaluation report:

The job of the software quality assurance during software development includes:
1. Join requirements review, and review the consistency between software specification and customer requirements in the

requirement stage.

2. Review the software plan and configuration management plan in the requirement stage.
3. Execute the software plan, check the design interface, validate the quality requirement matrics and check the final design

specification and operation documents in the design stage.

4. Review the software codes, and audit if the software codes meet the standardization in the development stage.
5. Audit the activity of records and review the product specifications in the test stage.

FRFBEKRCERRERETFRE:

(a)

I BREEZBARNSN , SREREE  YFERWARREFERN — RN,

. BRBBRZERDN  EREURIEEREREES

o

. ERETHER  BEHTHBAEE. RBREINE. REREFTREERRBERERFARBREBAEH.

2
3
4. BERER  EESHHEAR. ERREEARREREL,
5

. REEE  ERREDREXHRBEERRAK,

10

(b)

The thirteenth evaluation report (a) in English, and (b) in Chinese

The matched concepts for the thirteenth evaluation report:
Requirement Stage, Design Stage, Development Stage, Test Stage, Maintenance Stage, Activity of Record, Document

Requirement, Specification, Software, Design Interface

BR, 8%, BB, RANE

(a)

RETPEER, BRMER, WHMER, HEMER, EBics X4

(b)

Fig. 11 Matched concepts for the thirteenth evaluation report (a) in English, and (b) in Chinese

Fig.
after summarization for the

thirteenth evaluation report (a)
in English, and (b) in Chinese

12 (a) The main sentences
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