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Abstract In this paper, the shallow water problem is discussed. By treating the
incompressible condition as the constraint, a constrained Hamilton variational principle
is presented for the shallow water problem. Based on the constrained Hamilton varia-
tional principle, a shallow water equation based on displacement and pressure (SWE-DP)
is developed. A hybrid numerical method combining the finite element method for spa-
tial discretization and the Zu-class method for time integration is created for the SWE-
DP. The correctness of the proposed SWE-DP is verified by numerical comparisons with
two existing shallow water equations (SWEs). The effectiveness of the hybrid numerical
method proposed for the SWE-DP is also verified by numerical experiments. Moreover,
the numerical experiments demonstrate that the Zu-class method shows excellent perfor-
mance with respect to simulating the long time evolution of the shallow water.
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1 Introduction

The theory of shallow water flow is applied often in engineering fields such as coastal ocean
engineering and environment engineering because of its importance, and it has been studied
extensively! 3. At present, a great number of theoretical models have been proposed for
simulating the shallow water flow, such as the Korteweg-de Vries (KdV) equation, the Saint-
Venant equation (SVE), and the Boussinesq equation>* 7). However, most of the theoretical
models that have been proposed are based on the Eulerian method. In the Euler description
of shallow water, the flow velocities and the shape of the free surface are treated as unknown
variables, and the horizontal velocity is assumed to be independent of the vertical coordinate.

The fluid problem can also be discussed from the Lagrangian perspectivel:38 11 In Ref. [9],
Tao applied the Lagrangian method to discuss the sudden starting of a floating body in deep
water. In Ref.[10], Tao and Shi applied the Lagrangian method to discuss the problem of hy-
drodynamic pressure on a suddenly starting vessel. In Ref. [11], Shi et al. used the Lagrangian
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method to discuss the nonlinear wave induced by the acceleration cylindrical tank. In the La-
grangian method, the displacements are viewed as unknown variables. One advantage of the
Lagrangian method is that the nonlinear boundary condition on the free surface can be exactly
satisfied® 1. However, it should be mentioned that in Refs. [9]-[11], the authors obtained the
hydrodynamics equations based on Newton’s law rather than the Hamilton variational princi-
ple. Undoubtedly, it is important to find a variational principle for the hydrodynamics problem.
In the Euler description, it is very hard to find this variational principle. However, it is easy
to obtain a Hamilton variational principle by means of the Lagrangian method. Based on the
Hamilton variational principle, numerical methods that have been successfully developed and
widely applied in structural dynamics, such as the finite element method!*?! and the symplectic
method™®!, can be used to simulate the shallow water problem. The symplectic method pre-
serves the symplecticity and energy of the system. Hence, it performs better than the traditional
non-symplectic method, especially for problems that require extensive numerical simulation3.
Zhong!®! and Zhong and Chen!'¥ used the displacement method, i.e., the Lagrangian method,
for the shallow water problem. They treated the displacements as unknown variables and pro-
posed a Hamilton variational principle for the shallow water problem based on the assumption
that the horizontal displacement is independent of the vertical coordinate z. According to the
Hamilton variational principle, they derived a shallow water equation based on displacement
(SWE-D). In Ref.[15], the SWE-D was used to analyze the solitary wave problem, and an
exact solitary wave solution was obtained. It is convenient to implement the SWE-D numeri-
cally because there is only one unknown variable, i.e., the horizontal displacement. However,
in the SWE-D, the nonlinear terms related to vertical acceleration are neglected. In this paper,
a constrained Hamilton variational principle for the shallow water problem is developed. In
the constrained Hamilton variational principle, the incompressible condition is treated as the
constraint, and the pressure is seen as the Lagrangian multiplier. According to the constrained
Hamilton variational principle, a shallow water equation based on displacement and pressure
(SWE-DP) is developed. The SWE-DP contains nonlinear terms related to vertical acceleration
that are neglected in the SWE-D.

As the SWE-DP can be deduced from the constrained Hamilton variational principle, it
is natural to use the finite element method for space discretization. However, solving the
differential algebraic equation (DAE) is inevitable after discreting the unknown variables in
space. In Ref.[16], a time integration method that could preserve all the constraints was
proposed for the DAE. In Ref. [17], it was referred to as the Zu-class method. In Ref. [18], the
Zu-class method was proved to be symplectic. In the Zu-class method, the constraint conditions
are satisfied strictly at the integration points, and the phase trajectory is treated as the geodesic
one in the state space. The phase trajectory is determined in terms of the least action principle,
and the action integral can be approximated by the time finite element method. In this paper,
the Zu-class method is used to solve the DAE that results from spatial discretization, and
the finite element method is used for the spatial discretization. Hence, we propose a hybrid
method for the SWE-DP. The hybrid method combines the finite element method for spatial
discretization and the Zu-class method for time integration. The proposed method is symplectic
and can preserve the volume numerically. It is especially suitable for simulating the long time
evolution of shallow water flow.

2 Basic theory

2.1 Hamilton variational principle for water wave equations

Consider a rectangular tank of two dimensions with two vertical side walls and a horizontal
bottom (see Fig.1). The undisturbed water depth is h, and the length of the tank is L.

Let (z, z) be the location of the particle in the undisturbed water, let u(z, z,t) and w(z, z, t)
be the displacements of the particle at time ¢ in z and z, respectively, and let the location of
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2 Distributed watersurface

Undistributed watersurface

Fig. 1 Considered model

the particle at time ¢ be denoted by (¢, ¢), in which
=z +u(z, z,t), (=z+w(z,zt). (1)

The deformation of the water is assumed to be continuous. According to the theory of topol-
ogy, the particle on the boundary is always on the boundary during the continuous deformation.
Hence, the displacements on the boundary are

w(x,—h,t) =u(0,z,t) = u(L, z,t) = 0. (2)
In terms of the incompressible condition, the determinant of the Jacobi matrix equals one, i.e.,
0¢  0¢
gﬂg gé ~1. (3)
Oxr 0Oz
Substituting Eq. (1) into Eq. (3) yields
(14 ug)(1 4+ w) — wyu, =1, (4)

where the subscripts denote partial derivatives.
The kinetic energy of the rectangular tank can be expressed as

R CI
T= / / p(u® 4+ w*)dadz, (5)
2Jo Jon

where @ and w are the velocities in « and z, respectively. The potential energy produced by
the gravity can be expressed as

U= /OL /Oh pg(z + w)dzdz, (6)

where p is the density, and g is the acceleration of gravity. If treating the incompressible
condition as the constraint, we have the following constrained action integral:

t t oL 0
S= / (T — U)ds +/ / / p((1+ 1) (1 + w.) — werts — 1)dadzds, (7)
0 o Jo J-n
where p is the Lagrangian multiplier. p is actually the pressure. Calculating the first variation

of S gives the water wave equations

pu+pz(1 + wz) — P:Wg = 07
P+ pg — patiz + po(1 +uz) =0, (8)

Uy + Wy + Ug Wy — U Wy = 07

where % and 1 are the accelerations in x and z, respectively.
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2.2 Hamilton variational principle for shallow water equation (SWE)

In the Euler description, the horizontal velocity distribution is assumed to be independent
of the vertical coordinate z, because the wave length is much larger than the water depth for
the shallow water flow. Here, the displacements are treated as unknown variables. Therefore,
we assume that the horizontal displacement is independent of the vertical coordinate 28, i.e.,

u = u(zx,t). 9)
Substituting Eq. (9) into the third row of Eq. (8) yields

—Ug

= 10
o (10)

Wy
which means that the vertical displacement distributes linearly along the vertical coordinate
z. At the water bottom, the vertical displacement is zero, and at the free surface, it can be
written as

w(z,0,t) =n(z,t). (11)
Combining Eq. (10) with Eq. (11), we have
h
w(z, z,t) = (Z—]: )n(x,t). (12)
In terms of Eq. (12), the vertical velocity can be shown as
h
it = (7 Z Yt ) (13)
The pressure of the free surface is zero, and that of the water bottom is written as
p(x, —h,t) = p(x,1). (14)
We assume that the pressure distributes linearly along the vertical coordinate z,
z
p(z,z,t) = —hﬂ(x,t). (15)
Substituting Egs. (9) and (13) into Eq. (5), the kinetic energy can be rewritten as
1 L 0 1 L 1 L h -2
T= / / p(i® + w?)dadz = / pilhdz + / P 4. (16)
2 Jo ) 2 Jo 2/, 3
Substituting Egs. (9), (12), and (15) into Eq. (6), the potential energy can be rewritten as
L L (0
h
U=C+ / ggn(x,t)dx, C= / / pgzdadz. (17)
0 0 J-n

Utilizing Eqgs. (9) and (12), the constrained term in the action integral (7) can be written as

L 0 L
1
/ / p(uy + w, + ugw, — uywy)dzder = 5 / B(z,t)(uzh + n + ugn)de. (18)
0o J-n 0

In terms of Egs. (16)—(18), the constrained action integral can be rewritten as

terft 2 1 thﬁ2
= i“hd dz —
S /()(2/0 U x+2/0 5 dz c

Ly, I
_/0 ggn(x7t)dx+;/o ﬂ(x,t)(uggh—kn—kuwn)dx)ds. (19)
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Calculating the first variation of S gives

1
hp. hpg 1 (20)
(ue +1)(h +n) = h,

which is the SWE-DP.
One way to verify the correctness of a new SWE is comparing it with the existing SWEs. In
Ref. [15], an SWE-D was presented that neglects some nonlinear terms related to the vertical
acceleration. Next, we will prove that the SWE-DP (20) can be reduced to the SWE-D.
According to the incompressible condition, the vertical displacement of the free surface can be

expressed as
ugh

_ — 2 2
14, h(—ugz + ui + O(uz)). (21)

’]’] =
Neglecting the nonlinear terms, the acceleration can be written as

i = —iigh. (22)

Substituting Eq. (22) into the second row of Eq. (20), we have

1 2p Y
= Pk +
p 1+um< g el pg)
2
—_— gpthQ + hpg(1 — ug + u + O(u2)). (23)

Differentiating Eq. (23) with respect to x yields

2

Differentiating Eq. (21) with respect to x yields

Substituting Eqs. (21), (23), (24), and (25) into the first row of Eq. (20) and neglecting the third
and higher order nonlinear terms of the result yield

1
which is the SWE-D developed in Ref. [15].

3 Numerical treatment

It is necessary to develop a numerical method for the SWE-DP. In this section, a hybrid
method combining the finite element for spatial discretization and the Zu-class method for time
integration is presented in detail.

3.1 Discretization in space

The proposed SWE-DP (20) is derived in terms of the constrained Hamilton variational
principle. Hence, it is a natural choice to use the finite element method for spatial discretization.

Let the region [0, L] be divided into N, basic elements with Nq nodes (see Fig. 2).
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Fig. 2 Finite element mesh

On the nth element, the horizontal displacement u(x) is approximated by the linear function,
and 7(x) and B(x) are treated as constant values, i.e.,

Tpal — T T — Tnp
u(z) = le Up + Ay, Ut () = Mmyos,  B(x) = Bnto.s, (27)

where x, is the node location in x, Az, is the length of the nth element, w, is the node
horizontal displacement, 1,,+¢.5 is the vertical displacement of the free surface evaluated at the
mid-point of the element, and 3,195 is the pressure of the water bottom evaluated at the mid-
point of the element. In terms of Eq. (27), the incompressible condition on the nth element can
be approximated as

(unJrl — Up

P 1) (h + Nnso0.5) Ay = hAT,. (28)

Using the lumped mass approach for the kinetic energy, the action integral can be written as
t 1 LT . 1 . T . T ]‘ T
5= (2u M+ ,i" My = "G + 8 0)d77 (29)
0

in which w and 7 are the horizontal displacement vector and the vertical displacement vector,
respectively. M, and M, are the mass matrices corresponding to u and n, respectively. G is
the gravity vector, 3 is the pressure vector, and 6 is the vector of volume deformations. M.,
M,, G, B, and 8 can be written as

Azy+ A Az + Az Ay, + Ay,
Mu:diag{ph Tt xz,...,ph Tn + xH’...,ph TNa=2 T AN 1},
h 2 N " 2 2

. (hp p p
M, = diag{ " Ay, Aay, o B,
_ (hpg hpg hpg T
G = ( 9 Aa:l 9 Axg 9 A$N4—1> ) (30)
B= (b5 P25 - Bni—os)T,
O(u,n) = (615 b25 -+ Ony—05)",
Unp+1 — Up Un41 — Un
Ontos = ( an h+Nnyos + JrAlxn 77n+0.5> Ay,

In the integrand of Eq. (29), the summation of the first two terms represents the kinetic energy,
the third term represents the potential energy, and the fourth term represents the constrained
term. Calculating the first variation of S gives
1
68 = — su" My i — on* M7 — on"G + 25,6'T0(u7 n),
+0ul Fu(B,m) + 00" Fy (B, u)

1 1
+ 25UNdﬁNd—0.5(h + NNy—05) — 25U151.5(h + 110.5), (31)
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in which
1
Fn( ) 2(fn,1 fn,2 fn,Ne)Ta
n — Mn Axn + Unp — Up),

Jom =P +015( +1 ) (32)

Fu( ) 2(fu,2 fu,3 fu,Ndfl)Tv

Jun = Bn-0.5(h + Mn—0.5) — Bnto0.5(h + Mnto.5)-
With du; = dun, = 0, Eq. (31) gives

Mnﬁ+G_Fn(ﬂ7u):07 (33)

0(u,n) =0,

which constitutes a system of DAEs.
3.2 Zu-class method

The nonlinear DAE (33) is obtained from the first variation of Eq. (29), which corresponds
to a constrained Hamilton system. For the Hamilton system, the symplecticity is a charac-
teristic property. As the symplectic method can preserve the property of symplecticity and
the approximate energy necessary for a long time computation, it is often used to simulate
the Hamilton dynamical system. However, for the constrained Hamilton system, it is required
for a time integration method to preserve not only the symplectic structure of the Hamilton
system but also all the constraints. In Ref. [16], a method preserving all the constraints was
developed by Zhong and Gao. The numerical experiment of the double pendulum presented
in Ref. [16] showed that this method can preserve energy well. In Ref. [17], it was named the
Zu-class method. In Ref. [18], the Zu-class method was proved to be symplectic. In the Zu-class
method, the constraint conditions are satisfied strictly at the integration points, and the phase
trajectory is treated as the geodesic one in the state space. The phase trajectory is determined
in terms of the least action principle, and the action integral can be approximated by the time
finite element method.

In this subsection, the Zu-class method is used to solve the DAE (33). Let the time domain
be discretized as

t=to, b1, g, o, =k x At, (34)

where At is the time step. Let the velocities in [tx, tx+1] be approximated as

Uk+1 — Uk Nk+1 — Mk
At At

where #1 = #(tx), and the displacements can be approximated as

ug(t) = M(t) = t € [t, teri), (35)

Upt1 + U k+1 -+ Mk
u(t) =" e =TT e ). (36)
The pressure is approximated to be a constant, i.e.,
B(t) = Br, tE€ [tr, trtal- (37)

By substituting Eqgs. (35)—(37) into Eq. (29), the action integral can be approximated as

L, ¢ T Upt1 —uUp 1, g T MNe+1 — Mk
Sk :2(uk+1 —uy, )M, At + 2(77k+1 =y )M, At
At

At At
, G+ 4ﬁkT-9(ukﬂ7k)+ 4ﬁ1?9(uk+17?7k+1)- (38)

— (Mg1 + 1)
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Taking the first variation of the action integral gives

Upy1 — Uk At
Mu Fu ; = Pu )
At + 2A (Brs Mr41) = Pukt1
u —u t
_Mu k+1At k + 2 Fu(ﬁkvnk)+puvk 207
— At At
M, Mk+1 — Mk G+ Fy (B, 1) — popss = 0, (39)
At 2A 2A
Nk+1 — Mk t t
_MT] At - 2 G+ 2 Fn(ﬂk,”k)‘f'pn,k:())
9(“k+1»77k+1) = 07

where p,, and p,, are the momentum vectors
Py = M,a, p,=Myn. (40)

Equation (39) is a system of nonlinear algebraic equations that can be solved by the Newton
iteration method. If M, in Eq.(39) is replaced with My,e (¢ < 1), Eq.(39) can be used to
analyze the shallow water flow ignoring the effect of the vertical acceleration. In this case, the
results are in agreement with the SVE solution.

4 Numerical experiments

In this section, the numerical experiments are presented to verify reliability of the SWE-DP
proposed in Section 2 and correction of the hybrid numerical method proposed in Section 3 for
the SWE-DP. To verify reliability of the SWE-DP, the existing two SWEs, i.e., the SVE and the
SWE-D, are adopted. In Subsection 4.1, numerical comparisons with the SVE are given for the
case in which the vertical acceleration is neglected. In Subsection 4.2, numerical comparisons
with the SWE-D are given for the case in which the vertical acceleration is not overlooked. In
Subsection 4.3, numerical experiments are given to verify correctness of the numerical scheme
proposed in Section 3.

4.1 Comparison with SVE

Consider a rectangle tank with the length L = 50 m and the depth h = 1 m. The density
of water is p = 1 000 kg/m3, and the gravitational acceleration is ¢ = 10 m/s?. First, we use
the SVE for this problem. The initial flow velocity is zero, and the initial free surface is

(€, 0) = A(asech2(o‘L - ag) - 2 tanh (O‘L)), (41)
2 L 2
where £ = z 4+ u(z,0). « and A are two parameters controlling the shape of the initial free
surface. The smaller « or A is, the flatter the initial free surface is. Here, we set o = 0.3 and
A =0.1or 0.5. We use the finite difference method with the grid size Az = 0.1 m and the time
step At = 0.01 s to solve the SVE.

Then, we use the proposed SWE-DP to simulate this problem. The finite element mesh
is uniform with the mesh size Az = 0.25 m, and the time step for the time integration is
At = 0.01 s. Because the Zu-class method is used for time integration, the system of nonlinear
algebraic equations (Eq. (39)) is involved. We use the Newton iteration method to solve the
nonlinear algebraic equations, and the iterative procedure is terminated when the 2-norm of
the residual vector is less than 1076,

It can be observed that the shape of the initial free surface governed by Eq. (41) is given
in the Euler description. In the SWE-DP, the displacement and the pressure are unknown
variables. Hence, the initial displacement should be given. In terms of Eq.(41), the initial
n(x,0) is

2

n(z,0) = A(asech2 (O;L — oz +u(x, 0))) 7 tanh (a2L>). (42)
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Substituting Eq. (42) into Eq. (28), we have
(unJrl - un)h + nnJrO.SAxn + (unJrl - un)nnJrO.S - 07 1 < n < Nen (43)

where N, is the number of elements, u,, = u(zy), and

L n+ Un 2 L
Nnt0.5 = A(asech2(a2 - oz(xn+o,5 + Y +2u +1)> I tanh (O; )) (44)

In Eq. (43), u1 = un, = 0. Solving Eq. (43) gives the initial displacement w,, at each node. The
initial velocity is zero. Once the initial displacements are obtained, 7,,40.5 can be determined in
terms of Eq. (44). To compare the SWE-DP with the SVE, the effect of the vertical acceleration
is ignored by setting M, := 0.001.M,,.

Figure 3 shows the free surfaces at different times in the case of @« = 0.3 and A = 0.1
computed by the SVE and the proposed SWE-DP. Figure 4 shows the free surfaces at different
times in the case of @ = 0.3 and A = 0.5 computed by the SVE and the proposed SWE-DP.
In Figs.3-4, good agreement between the SVE solutions and the SWE-DP solutions can be
observed.

0.030 0.15
---- SVE
0.025
0.020 0.10
g 0.015 g 0.05
& S 0.
~0.010
0.005 0.00
0.000
000554520 80 40 50 00504520 30 40 50
E/m E/m
Fig. 3 Free surfaces at different times for Fig. 4 Free surfaces at different times for a =
a=03and A=0.1 0.3 and A=0.5

4.2 Comparison with SWE-D

In this subsection, the numerical comparisons between the proposed SWE-DP and the SWE-
D proposed in Ref. [15] are presented with the same rectangle tank used in Subsection 4.1. The
initial velocity is zero, and the initial free surface is defined by Eq. (41). The involved parameters
are A =1 and o = 0.1, 0.3. In Ref. [15], a method that combined the finite element method
with the symplectic time integration method was proposed for the SWE-D. The method is used
here to solve the SWE-D, the finite element is uniform with the mesh size Az = 0.25 m, and
the time step for the time integration is At = 0.01 s.

The hybrid method proposed in Section 3 is used to solve the SWE-DP. The finite element is
uniform with the mesh size Az = 0.25 m. The time step for the Zu-class method is At = 0.01 s.
The involved nonlinear algebraic equations in the Zu-class method will be solved by the Newton
iteration method with the residual error 1079,

Figure 5 shows the free surfaces at different times in the case of @ = 0.1 and A = 1 computed
by the SWE-D and the proposed SWE-DP. Figure 6 shows the free surfaces at different times in
the case of @ = 0.3 and A = 1 computed by the SWE-D and the proposed SWE-DP. In Fig.5,
good agreement between the SWE-D solutions and the SWE-DP solutions can be observed.
However, in Fig. 6, slight differences can be observed between the SWE-D solutions and the
SWE-DP solutions. The slight differences reflect the differences between the SWE-D and SWE-
DP. The SWE-D neglects the nonlinear terms associated with the vertical acceleration, which
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are, however, considered in the SWE-DP. The effects of these nonlinear terms associated with
the vertical acceleration are weak in the case of a = 0.1.

0.08 0.30
---- SWE-D
0.20
0.04
£ oo ] 0.15
0.10
0.00 0.05
-0.02 0.00
0045 10 20 30 10 50 ~0.055 10 20 30 40 50
&/m &E/m
Fig. 5 Free surfaces at different times for Fig. 6 Free surfaces at different times for a =
a=01land A=1 0.3and A=1

4.3 Convergence of proposed numerical method

The proposed numerical method combines the finite element method for spatial discretiza-
tion and the Zu-class method for time integration. Hence, the error of the proposed method
depends on two factors, i.e., the mesh size and the time step. The effect of the mesh size on the
proposed method is discussed first using different mesh sizes and the same time step. In this
case, the numerical error can be expressed as e = CAxz®, in which C is a constant independent
of the mesh size Ax, and s is the order of accuracy associated with the mesh size. Thus, the
errors e; and ey for two different mesh sizes Ax; and Azs can be given by

e1 = CAz], ey =CAz], (45)
and the order of accuracy can be shown by

Ine; —1In ey

SzlnAxl—lnAacg'

Five mesh sizes Az = 1/20m, 1/40 m, 1/80 m, 1/160 m, and 1/320 m are selected to determine
the order of accuracy. The solutions with the mesh size 1/320 m are seen as the reference
solution. The time step is At = 0.01 s. The other parameters are a = 0.1, 0.3 and A = 0.8.
We select nine observation values, i.e., the displacements u(12.5,¢), (12.5,¢) and the pressures
B(25,t) at different times t = 1 s, 2 s, and 5 s, to test convergence and order of accuracy. The
observation values, calculated by the proposed method with different mesh sizes, for « = 0.1 and
a = 0.3 are listed in Tables 1 and 2, respectively. By Eq. (46), the order of accuracy associated
with the mesh size can be calculated. Nine orders corresponding to the nine observation values
are also included in Tables 1 and 2. Table 1 is for the case in which o = 0.1, and Table 2 is for
the case in which o = 0.3.

(46)

Table 1 Effect of mesh size on convergence rate for a = 0.1

u(12.5,t)/m 1n(25,¢)/m B(25,t)/Pa

1s 2s 5s ls 2s 5s ls 2s 5s
2.5 0.26754 0.20817 —0.12084 0.04029 0.02365 —0.018442 10395.98 10235.75 9818.10
1.25 0.26681 0.20721 —0.12232 0.04071 0.02343 —0.018537 10400.03 10233.92 9817.08
0.625 0.26663 0.20696 —0.12267 0.04081 0.02337 —0.018560 10401.02 10233.45 9816.83
0.3125 0.26659 0.20690 —0.12276 0.04083 0.02336 —0.018566 10401.26 10233.33 9816.77
0.15625 0.26658 0.20689 —0.12278 0.04084 0.02335 —0.018567 10401.32 10233.30 9816.76

s 2.13 2.13 2.16 2.14 2.11 2.15 2.14 2.11 2.15

Az/m
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Table 2 Effect of mesh size on convergence rate for a = 0.3

u(12.5,t)/m n(25,¢)/m B(25,t)/Pa

1ls 2s 5s 1ls 2s 5s 1ls 2s 5s
2.5 0.40664 0.37905 —0.3259 0.0907 —0.01064 —0.031940 10923.6 9952.6 9681.97
1.25 0.40836 0.38288 —0.3255 0.0826 —0.01316 —0.031901 10887.0 9921.4 9680.83
0.625 0.40879 0.38394 —0.3224 0.0803 —0.01330 —0.031937 10877.6 9916.7 9680.75
0.3125 0.40890 0.38421 —0.3215 0.0797 —0.01331 —0.031948 10875.2 9915.6 9680.70
0.15625 0.40892 0.38428 —0.3213 0.0796 —0.01332 —0.031950 10874.6 9915.3 9680.69

s 2.14 2.08 1.50 2.08 3.77 0.84 2.12 2.37 2.16

Az/m

Next, we test the effect of the time step on the accuracy of the proposed method. Let the
numerical error be expressed as e = CAt!, in which C is a constant independent of the time
step At, and [ is the order of accuracy associated with the time step. For two different time
steps Aty and Ats, the errors are

€1 = CAtll, €y = CAtlQ, (47)
and the order of accuracy can be expressed as

Ine; —1In ey

= lnAtl—lnAtg'

(48)
Five time steps At = 0.2 s, 0.1 s, 0.05 s, 0.025 s, and 0.001 s are selected, and the solutions
computed by using the smallest time step are seen as the reference solutions. The mesh size is
Az = 0.5 m. The other parameters are « = 0.1, 0.3 and A = 0.8. Nine observation values used
for testing the effect of the mesh size on the accuracy of the proposed method are still utilized.
The observation values computed by using the proposed method with different time steps for
the cases in which o = 0.1 and o = 0.3 are listed in Tables 3 and 4, respectively. By using
Eq. (48), the order of accuracy associated with the time step can be computed. Nine orders
corresponding to the nine observation values are also included in Tables 3 and 4. Table 3 is for
the case in which o = 0.1, and Table 4 is for the case in which a = 0.3.

Table 3 Effect of time step on convergence rate for e = 0.1

u(12.5,t)/m n(25,t)/m B(25,t)/Pa
2s 5s 1s 2s 5s 1ls 2s 5s
0.2 0.266610158 0.2069114 —0.122868 0.0408053 0.0233382 —0.018 5505 10400.990 10233.128 9816.921
0.1 0.266 609944 0.2069294 —0.122750 0.040817 3 0.023 3584 —0.018 5598 10401.099 10 233.325 9816.831
0.05 0.266 609903 0.206 9340 —0.122 720 0.0408203 0.0233634 —0.018 5622 10401.126 10233.374 9816.809
0.025 0.266 609 893 0.2069351 —0.122 713 0.0408210 0.0233646 —0.018 5628 10401.133 10233.386 9816.804
0.001 0.266 609890 0.2069355 —0.122 710 0.0408213 0.0233651 —0.018 5629 10401.135 10233.390 9816.802
l 2.13 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2.00

At/s

Table 4 Effect of time step on convergence rate for a = 0.3

u(12.5,t)/m n(25,¢)/m B(25,t)/Pa

1s 2s 5s 1s 2s 5s 1ls 2s 5s
0.2  0.408890 0.38449 —0.32042 0.079414 —0.01279 —0.0319436 10870.5 9919.9 9680.746
0.1 0.408853 0.38417 —0.32161 0.079857 —0.01318 —0.0319433 10875.0 9917.1 9680.731
0.05 0.408844 0.38409 —0.32189 0.079968 —0.01328 —0.0319427 10876.1 9916.4 9680.727
0.025 0.408842 0.38407 —0.32195 0.079996 —0.01330 —0.0319426 10876.4 9916.2 9680.726
0.001 0.408841 0.38406 —0.32198 0.080006 —0.01331 —0.0319425 10876.5 9916.1 9680.726

l 1.99 2.01 2.04 2.00 2.00 1.46 2.00 2.01 1.93

At/s

From Tables 1-2, it can be seen that all nine observation values converge to the reference
solutions as the mesh size gradually becomes small, and the order of accuracy associated with
the mesh size is approximately 2. From Tables 3-4, it can be seen that all nine observation
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values converge to the reference solutions as the time step gradually becomes small, and the
order of accuracy associated with the time step is approximately 2. Hence, it is possible to
conclude that the accuracy of the proposed method is second order.

The performance of the long time simulation of the proposed method is further tested by
observing the conservation of the numerical energy over time. The total energy of the system
is the summation of the kinetic energy and the potential energy. In terms of Eqgs. (29)—(30), the
numerical energy can be expressed as

H(t) = ;uTMuu + ;ﬁTMnﬁ +n'G. (49)
The time step and the mesh size are At = 0.1 s and Az = 0.5 m, respectively. The inte-
gral interval is [0, 100] s. « = 0.1 and 0.28. A = 0.8. The relative error of the energy is
(H(t) — H(0))/H(0).

Figure 7 shows the variations in the relative energy errors versus the time. The dashed line
is for a = 0.1, and the solid line is for a = 0.28. From Fig. 7, it can be concluded that using
the proposed method for the SWE-DP, the energies are preserved well for a long time.

x 107

5
- a=0.10

— a=028

(H(®-H(0))/H(0)
&

“TIANAAANI

-15 1 1 1 1
0

Fig. 7 Conservation of energy over time

For the SWEs in the Euler description, it is inconvenient to obtain the motion curve of
particles during the oscillation of the water. However, the motion of particles in the water can
be conveniently obtained using the proposed SWE-DP, as the displacement and the pressure
are treated as unknown variables. Figure 8 shows two motion curves of the same particle in
different cases. The particle is located at (12.5, 0) m when the water is not distributed. The two
motion curves correspond to the case of @ = 0.1 and a = 0.28, respectively. From Fig. 8, a large
difference can be observed between the two motion curves. In the case of a = 0.1, the motion
curve is not closed, while the motion curve is nearly overlapped in the case of a = 0.28. The
motion of the particles in the case of a = 0.28 is of an approximate period, and the water wave
propagates like the solitary wave, which can be demonstrated by Fig.9, in which the evolution
of the free surface is shown. From Fig.9, it can be seen that the free surface approximate
periodically changes about 6.5 times within 100 seconds.

5 Conclusions

The constrained Hamilton variational principle for the shallow water flow is developed.
Based on the constrained Hamilton variational principle, the SWE-DP is developed. A hybrid
numerical method combining the finite element method for spatial discretization and the Zu-
class method for time integration is created for the SWE-DP. The correctness of the proposed
SWE-DP is verified by numerical comparisons with two existing SWEs, i.e., the SVE and
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Fig. 8 Motion curves of point at (z,z) = (12.5,0) m

Fig. 9 Evolution of free surface for « = 0.28

the SWE-D proposed in Refs. [8] and [15]. The correctness of the hybrid numerical method
proposed for the SWE-DP is also verified by the numerical experiments. Moreover, numerical
experiments show that the Zu-class method performs well in the simulation of the long time
evolution of the shallow water.

In this paper, we only consider shallow water with two dimensions and a horizontal bottom.
However, the basic ideas can be expanded to other hydrodynamics problems. Compared with
the Eulerian method, it is more convenient to deal with the nonlinear boundary condition on the
free surface and to develop the Hamilton variational principle using the Lagrange method. Based
on the Hamilton variational principle, the numerical methods which have been successfully
developed and widely applied in structural dynamics, such as the finite element method!*?! and
the symplectic method*3!, can be used to simulate hydrodynamics problems. The symplectic
method preserves the symplecticity and energy of the system and, hence, performs better than
traditional non-symplectic methods, especially for problems that require numerical simulation
for a very long timel'. In a word, we believe that the displacement method will play a
major role in accurately and efficiently simulating hydrodynamics problems. In our next work,
the proposed method will be expanded to shallow water with three dimensions and a sloping
bottom.
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