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Abstract
Recently, traditional manufacturing industries have faced two serious gaps and problems in
line with effective product-line sales forecasting methods to balance the negative impacts
on the performance of the subjective experience, including (1) arbitrary judgment, such as
growth rate of expectancy, manager’s experiences, and historical sales data, may cause inac-
curately predictive results and severe negative effects, and (2) sales forecasting is a key
priority and challenge in the context of considerable product lines that have different prop-
erties and need specific models for supporting decision analytics. This study is motivated
to propose an advanced hybrid model to utilize the advantages of variation for methods of
fuzzy time series (FTS), exponential smoothing (ES), moving average (MA), and regression
analysis (RA). To analyze the four product lines—stably growing product (SGP), declining
product (DP), irregularly growing product (IGP), and special sales product (SSP)—this study
is based on empirical sales data from a leading traditional manufacturer to accurately identify
the high potentials of decisive key factors and objectively evaluate the model. Two evalu-
ation standards—the mean absolute percentage error (MAPE) and root mean square error
(RMSE), a parameter sensitivity analysis, and comparative analysis—are measured. After
implementing the data from the case study, four key reports were conclusively identified. (1)
Purely for the RMSE, the best one (10.32) is the ES method in the SGP line. (2) In the DP
line, the better one is the RA(2) method, with a relatively low MAPE of 17.78% and RMSE
of 26.46. (3) The FTS method is the best choice (MAPE 12.41% and RMSE 18.98) for the
IGP line. (4) For the SSP line, the better one (MAPE 24.05 and RMSE 29.34) is the MA
method. According to the above reports, although the proposed hybrid model has a general
performance for the SSP line, it still has a superior predictor when compared to manager
subjective prediction. Interestingly, the proposed model is rarely used, has a new trial with an
innovative solution for the traditional manufacturer, and thus realizes applicable values. The
study concludes with acceptable and satisfactory results and yields seven important findings
and three managerial implications that significantly contribute to decision-making reference
for complete sales-production planning for interested parties. Thus, this study benefits and
values a conventional industry upgrade from novel application techniques.
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1 Introduction

This section initially describes the study issue related to research background and research
question, research motivation, and the significance and purposes of the study addressed and
highlighted.

1.1 Research background and research question

First, highlighting a decision-making practice in sales forecasting for concerns of various
industries from big data profits is an interesting and important practical topic for the main
purpose of supporting sustainable businessmanagement under a circular economy (Wen et al.,
2023) in traditional industries manufacturing for the achievement of better business operat-
ing performance and engineering applicable values. Next, traditional industries manufacture
general products for daily life, which can supply domestic demand and are even exported
to foreign countries, play important roles in steady economic growth with the purposes of
a circular economy and free from waste, particularly for committing to the environmen-
tal, social, and governance (ESG) policy for a circular economy and for sustainability of
both efficient use and protection of environmental resources (Yu et al., 2023), and bene-
fit employees in Taiwan. Interestingly, it will face an unintended consequence if enterprises
neglect ESG importancewithin their sustainable businessmanagement in theworld (Yu et al.,
2023); thus, it is obvious that the issue of sustainable business management under the circular
economy is very important for the continuous development of enterprises, and in particular,
the sustainable performance of the enterprise’s ESG has become a benchmark indicator to
measure the environmental and social obligation responsibility of enterprises. Successively,
when we turn back to reviewing traditional industries for actual operating conditions, cus-
tomer demand might not always be practical or cost-oriented but rather might consist of the
pursuit of high-quality and creative merchandise. Thus, the context of customer demand is
continually changing, and smaller companies or those with fewer products might be unable to
cope with the changing environment. Observing traditional domestic industries reveals a few
companies with long histories or larger scales that insist on producing and selling a variety of
product lines. However, they always meet with a serious problem of operating performance,
such as inventory management and excessive waste (Nozari et al., 2023; Teerasoponpong &
Sopadang, 2022). Lack of production capacity can lead to loss of orders, poor inventory, and
other operational problems. Heizer and Render (2011) pointed out that customers are more
likely to stop buying their goods whenever a company encounters a shortage of goods. In
contrast, in cases of manufacturing too many products, there are inventory problems (Feng
& Shanthikumar, 2022) but fewer problems of capacity. Given the above heavy dilemma
problems faced for sales and production issues, it has emerged to guide effective decision-
making in practice from the key priority of benefiting from the use of AI-based machine
learning techniques (Gupta et al., 2022; Jiang et al., 2022; Yazici et al., 2022) on enhancing
innovative knowledge management to offer sustainable products that traditional industries
manufacture. However, it has a research gap because no researchers focus on studying the
AI-based machine learning techniques to match up specific characteristics of different prod-
uct lines from the limited literature review; thus, it should be first bridged. A key research
question is hereby triggered with how to solve such an adverse condition to develop an
effective forecasting mechanism to employ optimal alternative methods for making a pair
with different product lines in the traditional manufacturing industry for further pursuing the
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realization of sustainable development under the background of the circular economy (Wan
et al., 2023).

1.2 Researchmotivation

Furthermore, response capability is likely to become a decisive key factor for the customer.
Response capability helps a company match the competition, except for production quantity.
In order to deliver the product on time, the company must have sufficient quantities of
inventory as well as meet each customer’s order requirement on time. Production volume
and storage space are so limited that how to balance sales, production quantities, and reaction
capacity is a key point in sales forecasts. To increase profits, manufacturers should maintain
the correct mix of the correct product lines at the correct time relevant to market demands
based on sales forecasting strategies. Practically speaking, manufacturers can base sales
forecasts for product lines on the personal and subjective experiences of a manager. This
approach depends heavily on individual opinion, historical sales data, and the expectancy of
future growth rates, which might cause inaccurate results that result in negative effects. For
these reasons, sales forecasting is a key priority and an interesting challenge for sustainable
inventory management in particular, because various product lines have different specific
properties and backgrounds that need different forecasting models that can be applied in
various application fields (Fang & Chen, 2022; Golmohammadi & Radnia, 2016; Jiang &
Dai, 2015; Kamaraj et al., 2015; Lu et al., 2015; van Donselaar et al., 2016;Wang et al., 2022;
Yuan et al., 2015). Forecastingmodels can have a significant effect on product lines. Thus, the
research gap with the key research question to model a suitable and effective sales forecasting
tool and effectively identify the decisive key factors based on characteristics for various
product lines applied in the traditional manufacturing industry is required to be filled and is
particularly of concern. To bridge the research gap and question, this research is motivated
by the search for optimal alternative methods for machine learning to pursue an effective
decision-making methodology to highlight integrating AI into processing decision-making
mechanisms for supporting the achievement of better sustainable business management from
the perspectives of industry-engineering applications highlighted in this study. That is, the
study aims at providing a reasonable justification of technique for addressing and adding
academic values to strengthen the novelty of traditional industry application.

1.3 Significance and purposes of the study

Lastly, this study thus proposes a hybrid model to build four key techniques and use their
advantages to support the manufacture of the correct quantity of products by predicting
the quantity of sales accurately. The study further organizes fuzzy time series (FTS) models
(Chan et al., 2015; Efendi et al., 2015;Yang et al., 2022), exponential smoothing (ES)methods
(Sadeghi, 2015; Udenio et al., 2022; Yang et al., 2015), moving average (MA) methods (Lin
et al., 2023; Marshall et al., 2017), and regression analysis (RA) models (Fumo & Biswas,
2015; Tang et al., 2023; Thrane, 2016) to help manufacturers lower total stock costs and
improve sales performance. To evaluate model performance through objective analysis, this
study collects practical sales data from a leading traditional manufacturer in Taiwan for
various product lines. The product lines are varied based on specific characteristics, such as
long-term or periodic, to select representative products from various categories. In particular,
there is no better model applicable to a variety of product lines. Thus, it is a key significance
of the study to achieve a crucial strategy for finding out a better model for different product
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lines. Meanwhile, this study has the following four significant objectives: (1) Construct four
models to predict and determine the related conditions of sales quantity in manufacturing and
their decisive factors. (2) Estimate the effect of the four models by comparing the artificial-
subjective approach and the technical-objective approach. (3) Identify the problems of sales
forecasting, make recommendations, and propose improvements to provide more-precise
sales quantity data for back-end production units. (4) Provide empirical results as a reference
for near-range purposes in supporting business sales forecasting decision-making and in
key interests of the remote target of addressing sustainable business management under the
circular economy in order to achieve the core goal of further protecting the Earth due to the
limited resources.

Importantly and interestingly, it is worth mentioning that the base of concepts and ideas
of this study is emphasized on structurally modeling the scientific-technical research based
on machine learning techniques with the advantages for an industrial application in the
traditional manufacturer. Thus, from the well-established literature on the related research
for the FTS method (Cagcag Yolcu et al., 2020), for the ES method (Gallina et al., 2021;
Jayant et al., 2021), for the MA method (Hanggara, 2021), and for the RA method (Zheng
et al., 2023), for the time series prediction of good manufacturing industry applications,
this study provides the equivalent research or works of intellectuals to build a citadel for
well designing the learning architecture of the proposed hybrid model, which can justify
the adaptability and applicability of the proposed methods employed. Moreover, regarding
the applicability of the proposed hybrid model, it is basically acceptable to the generally
traditional manufacturing industry for identifying sales forecasting, but it is inapplicable that
the sales quantity has outbreaking and slumping situations, and it will be a challengeable
issue for the black swan effect, such as in the COVID-19 case. Furthermore, the proposed
hybrid model is rarely used, and a new trial with an innovative solution for the traditional
manufacturer is conducted after reviewing the related literature and thus realizing applicable
values for academic research purposes. Thus, this study benefits and values a conventional
industry for the technical upgrade of prediction models from novel application techniques,
with a significant contribution of industry application for interested parties.

The remainder of the paper is presented as follows: Sect. 2 reviews sales forecasting
literature and four models for quantitative analysis. The proposed model is described in
Sect. 3 by using an empirical case to compare its errors under two useful criteria. Section 4
displays comparison, verification, and related comparative studies. Section 5 explores the
study findings and management implications, and introduces discussions and limitations.
Finally, Sect. 6 concludes and defines the future direction.

2 Related studies

This section summarizes the work related to sales forecasting and its applications, including
FTS, ES, MA, and RA.

2.1 Sales forecasting and its applications

Prediction (or forecasting) information is important for helping policymakers (or decision-
makers) make appropriate decisions and can be found in a variety of applications (Fang &
Chen, 2022; Gokulachandran & Mohandas, 2015; Sarkheyli et al., 2015; Wu et al., 2013;
Zeroudi & Fontaine, 2015). Accurate forecasting results can provide more useful and truer
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information for proper reactions against encountered problems; however, each of the con-
structed methods has its pros and cons that derive from some of the data’s characteristics.
Thus, effective methods for modeling and identifying related activities are a top-priority
concern for academicians and practitioners. Concerning previous forecasting research, many
researchers used variousmodels ormethods to predict, with the aim of addressing and analyz-
ing relevant problems in various fields of applications. For example, Yu and Huarng (2008)
and Yang et al. (2022) indicated that FTS is suitable for applicable forecasting in a variety
of fields. Their research model combined neural networks (NNs) with FTS to build a binary
model for predicting stock market indices; experimental results showed that this model was
better at prediction accuracy than other models. Wang and Hsu (2008) used FTS to model
and predict tourism demand and analyze tourism data for 1991–2001, and their findings
showed that this model is suitable for short-term forecasts in the tourism industry. Udenio
et al. (2022) used the ESmethod to forecast and control the bullwhip effect problem. Liu et al.
(2010) used the ES method to predict the development trend of water environmental safety
in Zhejiang. Thomassey (2010) conducted a study of the current practice of the garment
industry, which is characterized by short-cycle and seasonal product problems. He uses FTS,
NNs, and other data mining methods to build predictive models that enable the supply chain
to react faster to market changes and reduce the impact of addressing the bullwhip effect.
Moraes et al. (2013) studied the electricity demand forecast and used fuzzy theories as the
basis for this application. They found it was more accurate when given a small amount of
input. Aladag et al. (2014) presented an advanced predictive model for high-order seasonal
FTS by integrating the model with the NNs; they also applied this approach to Turkey’s
international tourism needs and found that the experience of this proposed model was better
than that of a normal seasonal FTS for a tourism service system. Carpio et al. (2014) used a
multi-variable ES and dynamic factor model applied to the hourly electricity price analysis,
and they showed the advantages of its multi-variant version and introduced the performance
of the model through applications in previous markets, such as Omel, Powernext, and Nord
Pool. Jónsson et al. (2014) incorporated the seasonal and dynamic nature of real-time prices
into the ES methodology for predicting real-time electricity markets, and subsequent empiri-
cal surveys of the Nord pool, imitating practical forecasts for the 4-year period of 2008–2011,
proved that the proposed approach was superior to several common benchmarks. Marshall
et al. (2017) applied time-series momentum and moving averages (MAs) to trading rules,
and their experimental findings showed that the MA rule often gives early signals that lead to
meaningful returns. Zhang et al. (2014) used a seasonal autoregressive integrated MAmodel
to forecast the mortality of road traffic injuries in China and had significant results. Fumo and
Biswas (2015) performed RA to predict residential energy consumption, and when compared
to other methods, it showed promising results due to its reasonable accuracy and relatively
simple implementation. Thrane (2016) employed a logistic RA to examine how certain inde-
pendent variables explained a tendency to choose package travel rather than independent
travel. Yang et al. (2015) combined an extensive ES model of knowledge-based precise time
series decomposition approaches to forecast global horizontal irradiance; the results showed
that their proposed method performs as a persistence model. Wang et al. (2016) used an intu-
itive FTS forecast model on admission to the University of Alabama and the Taiwan Stock
Exchange capitalized weighted stock index. Yolcu and Lam (2017) presented an integrated,
powerful model (C-R-FTSM) to evaluate the outliers and analytical predictive performance
of the methods used. Overall, Table 1 lists the above-mentioned studies related to forecasting
issues in chronological order.

According to Yang et al. (2022), Udenio et al. (2022), Lin et al. (2023), and Tang et al.
(2023), FTS, ES, MA, and RA not only have a noted and distinguished role but also have
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Table 1 Forecasting research summary

Study Data item Used tool

Yu and Huarng (2008) Stock market Fuzzy time series

Wang and Hsu (2008) Tourism industry Fuzzy time series

Liu et al. (2010) Water environment security Exponential smoothing

Thomassey (2010) Garment industry Fuzzy logic, neural networks, and data
mining methods

Moraes et al. (2013) Electricity demand Fuzzy theory

Aladag et al. (2014) International tourism
demand

Fuzzy time series + neural network

Carpio et al. (2014) Hourly electricity price
analysis

Multivariate exponential smoothing

Jónsson et al. (2014) Real-time electricity
markets

Exponential smoothing

Zhang et al. (2014) Mortality of road traffic Moving average

Fumo and Biswas (2015) Residential energy
consumption

Regression analysis

Yang et al. (2015) Global horizontal
irradiance

Exponential smoothing

Thrane (2016) Student travel market Regression analysis

Wang et al. (2016) University & stock market Intuitionistic fuzzy time series

Marshall et al. (2017) Stock market Time series and moving average

Yolcu and Lam (2017) Outlier data A combined robust fuzzy time series
model

Zhao and Liu (2018) Cooling and heating load Artificial intelligence and regression
analysis

Chen et al. (2019) Enrollments of the
University

Fuzzy time series

Smyl (2020) M4 forecasting
competition

Exponential smoothing and recurrent
neural networks

Wu et al. (2021) Stock index data Fuzzy time series

Udenio et al. (2022) Bullwhip effect Exponential smoothing

Lin et al. (2022) Sentiment and economic
data

Moving average

Yang et al. (2022) Oil imports dependence Fuzzy time series

Ottaviani and De Marco (2022) project cost estimate Multiple linear regression analysis

receivedwidespread attention in recent years due to the invention of the national space design.
(Ramos & Oliveira, 2016; Ramos et al., 2015), which delivers a satisfactory performance in
many studies. Although a variety of composite models (or hybrid models) of these methods
are further proposed for use in a wide variety of application fields, the models still provide a
basic theoretical form and structure, providing advantages for numerous studies. Moreover,
based on a limited literature review, these models are less applied in the sales forecasting of
the traditional manufacturing industry in Taiwan than in other application contexts. Based
on these reasons, this study thus combines these methods with knowledge-based prediction
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modeling and identification models to improve prediction accuracy and efficiency for sales
forecasting issues in the traditional manufacturing industry.

Furthermore, it is a hot issue to address and evaluate the ESG sustainable performance to
save resource efficiency and avoid waste for industrial companies worldwide (Yu et al., 2023)
due to the increasingly serious problem of global warming, particularly for the traditional
manufacturing industry; thus, the main objective is highlighted on matching the program
of sales and production by effective sales forecasting models and achieving the reduction of
waste free fromoverproduction, over-inventory, oversupply, and over-material and over-labor
in this study.

2.2 Fuzzy time series

In applied time series analysis, observing trends in data, such as seasonal cycles, increasing,
and decreasing, can help to assess events and then choose the most appropriate model. In
the modeling process of time series, various time-series modeling analyses can be combined
into a composite model in a more effective framework. The three basic, well-known forms
of this approach are auto regressive moving average (ARMA; Huang, 2015), auto regressive
integrated moving average (ARIMA; Wei et al., 2016), and seasonal auto regressive inte-
grated moving average (SARIMA; Zhang et al., 2014). Due to errors or obstacles in data
collection, time delays, and the interaction effects of these models, the researchers used only
single numerical parameters for measurement; however, doing so might incur the danger of
overfitting. Accordingly, Jain et al. (2012) provided a data dredging approach through a fuzzy
concept to extract relevant data from the reduction of a massive amount of time-series data
in a stock market, which can help investors decide when to buy and sell their products. The
authors’ experimental results indicated satisfactory progress. Thus, this research focuses on
the FTS model to solve the above errors, obstacles, and real-life sales forecasting problems
encountered. Zadeh (1965) proposed a fuzzy set theory that uses mathematical models to
describe the vague information provided, which should be represented by the probability
distribution. Zadeh (1996) further introduced possibility theory as a part of the modeling
of fuzzy information that can be expressed in natural language. Fuzzy set theory can help
imitate human thinking processes, specifically by extending each element from binary logic
to multivariate logic. Yager et al. (1987) used fuzzy set concepts to express the definition of
fuzzy set characteristics as follows: Let X be the universal set. A is a fuzzy set, and x is the
generic element of X. μA(x) calls the membership function of group A, and μA(x) assigns
the value between 0 and 1. The definitions are defined as Eqs. (1) and (2).

μA(x) : X → [0, 1]. (1)

A � {(x, μA(x))|x ∈ X}. (2)

Zadeh (1965) used membership functions to introduce the characteristics of fuzzy sets.
Fuzzy sets of data can be quantified, analyzed, and accurately processed through the mem-
bership function, and the value between 0 and 1 represents the fuzzymembership degree. The
membership function is divided into two main types: a discrete membership function (DMF)
and a continuous membership function (CMF). DMF directly gives a member a grade for
each member in a finite fuzzy set, whereas CMF uses different forms of functions to describe
fuzzy sets. Membership functions include triangular, trapezoidal, and Gaussian functions.
Determining the appropriate member function is often one of the most important factors in
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practical examples of fuzzy theory; it is mostly demonstrated by experience or statistical
methods.

In a further application analysis for FTS, Arora and Saini (2013) suggested that FTS
applied fuzzy logic to time series analysis processes to solve fuzzy issues of data provided
in the real world. Chen (2014) further adopted a new high-order FTS method to address
nonlinearity and complexity issues, predicting good performance for the Taiwan Stock Index
and the University of Alabama student enrollment record. The definition of FTS is as follows:

Let {X(t)}∈ R, t� 1, 2, …, n} be a time series. U is its domain. Since U is an orderly
partition set, the linguistic variable of {Pi; i� 1, 2, …, r,

⋃r
i�1 Pi � U} is corresponded to

{Li; i� 1, 2, …, r} if there has {Li; i� 1, 2, …, r} corresponding to F(t) of X(t); then, F(t) is
called as a FTS on X(t) (t� 1, 2, …, n). Given the above description of theory, F(t) is called
a linguistic variable. The membership function of F(t) is {μ1(X(t)),μ2(X(t)), …,μr (X(t))},
0 ≤ μi (t) ≤ 1, and i� 1, 2, …, r. This definition is used to define the set on FTS of {F(t)}
as Eq. (3).

F(t) � μ1(Xt)

L1
+

μ2(Xt)

L2
+ · · · + μr (Xt)

Lr
. (3)

In this equation, μ1: R → [0, 1],
∑r

i�1 μi (X(t)) � 1, for each t� 1, 2, …, n.
Based on Egrioglu (2014) and Song and Chissom (1993), the FTS models are detailed as

follows.

(1) p-th order on fuzzy auto-regressive method: For a notation FAR(p), it is generalized
as an autoregressive FTS method for order p, and the formation is defined as Eq. (4).
Equation (4) shows that R refers to a relationship of fuzzy set among F(t), F(t − 1),
F(t − 2), …, and F(t − p).

F(t) � F(t − 1) · F(t − 2) · · · · · F(t − p) · R (4)

(2) First order of fuzzy auto-regressive method: In a particular case, the notation FAR(1)
indicates an autoregressive FTS method of first order when p� 1, and the equation is
defined as Eq. (5). Afterwards, R has a relationship of fuzzy set between F(t) and F
(t − 1).

F(t) � F(t − 1) · R. (5)

2.3 Exponential smoothing

Exponential smoothing was suggested by Brown (1956) in the statistical literature. ES is
suitable for forecasting issues, such as sales forecasting for both individual andmultiple items.
That is, it is also appropriate for forecasting time series data with or without seasonal patterns
or trends. In particular, theESmethod has better effectivenesswhen the data values to describe
the time series are changed slowly because it can assign larger weights to more recent data.
This method is intuitional, computable, and resilient; thus, it benefits from the advantages
of requiring less data storage property, assigning more weight to recent observations, and
having the easier-to-change responsiveness of a forecast that the decision-maker desires for
the parameter alpha (α). Given these merits, it is widely applied in various domains, such as
the electricity industry (Carpio et al., 2014; Jónsson et al., 2014) and the shoe manufacturing
industry (Singh et al., 2015).However, thismethod still has a significant lack (or disadvantage)
of statistical theory and does not contain explainable exogenous variables. Based on the study
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of Brown (1956, 1960), the ES model is usually classified into the following two different
types:

(1) Simple ES: It calculates the difference between the actual and forecast values of the
previous year and the preceding year and adds the result to the expected value of the
prior year. Higher smooth constant weights mean that recent data is more important;
conversely, lower smooth regular weights mean that historical data is more important.
Simple ES is defined as Eq. (6). For example, if At−1 is 585, Ft−1 is 472, and α is set
with a suitable value of 0.9, then the forecasting value for Ft is rounded to 574.

Ft � Ft−1 + α(At−1 − Ft−1) (6)

where Ft refers to the forecasting data of the ES model in the period t, At−1 refers to
the actual sales value for period t − 1, and α is the value of smooth constant between 0
and 1.

(2) Trend-adjusted ES method: Use a simple ES method to reach the predicted value, and
then use the second ES value to reach the final predictable value. This approach could
lead us to a major trend shift. Equations (7) and (8) of trend-adjusted ES are expressed
as follows:

Ft � α(At−1) + (1 − α)(Ft−1 + T t−1), (7)

T t � β(Ft − Ft−1) + (1 − β)T t−1, (8)

where Ft refers to the forecasting data of the ES model in the period t; T t refers to
the trend-adjusted data of the ES method in the period t; At is an actual demand in the
period t; α is a value of smooth constant; β refers to a trend constant, and values of both
α and β are between 0 and 1.

2.4 Moving average

Granville (1976) pointed out that MA is the use of recent actual data to predict data for the
next period, which can help companies predict demand for products or production capacity.
In statistical applications, the MAmethod is also suitable for sales forecasting issues used in
the shoe industry (Singh and Borah 2014) and in fresh food sales (Lee et al., 2012). The MA
method is simply divided into twomodes: simpleMA and weightedMA. First, in its simplest
form, this method is properly used with time-series data in a calculation to analyze the actual
given data by computing a series of averages of different subsets with equal weights, each
containing a certain number of items for the full dataset, and these average data can show a
short-term fluctuation and reflect a long-term trend. This approach is called simple MA; in
particular, the weight of each element for simple MA should be equal. Second, for weighted
MA, the points of this approach are that each period of historical data used to forecast future
demand should be set up with different weights, with n viewed as a periodically changing
value. The changing variables are not important if they are away from the target period;
thus, the weight is low. For the MA method, the generalized equation in the form of generic
weights is formatted as Eq. (9).

Ft � w1At−1 + w2At−2 + w3At−3 + · · · + wn At−n, (9)

where Ft refers to the predicted value for the next period; n refers to the periods number of
MA model; At−1 refers to the actual value from the previous period; At−2, At−3, and At−n

123



Annals of Operations Research

refer to the real value for the first two periods, the first three periods, and until the previous n
periods, respectively; w1 refers to the weight for the actual value of sales quantity during the
period t − 1; w2 refers to the weight for the actual value of sales quantity during the period
t − 2, etc.; wn refers to the weight for the actual value of sales quantity during the period
t − n; and w1 + w2 + · · · + wn is a total of 1.

Concerning the MAmethod, some characteristics are defined for sales forecasting topics.
(1) The fewer the data periods, the greater the responsiveness for the decision-maker (e.g.,
sales and productionmanagers setting appropriate weights). (2) As an analytical tool, theMA
method can be used quickly and easily to identify a current uptrend or downtrend change for
smoothing out the volatility of the sales or production quantity in a given dataset. (3)Measure
the effects of different timeframes in short and long terms. The longer the timeframes, the
smoother the simple MA; in other words, a shorter-term MA is more volatile than a longer-
term MA for sales and production quantities.

2.5 Regression analysis

Regression analysis uses statistical theory to construct and explore the forms of these rela-
tionships between variables and is used in equations to prove the effect between each variable
and the product formula. Allen and Fildes (2001) and Scott (2012) found sufficient evidence
to suggest that RA often provides useful predictions for data analysis and modeling. Thus,
this RA method is also widely applied, with many practical usages and research studies,
and is used for forecasting or prediction, as in the automobile industry (Sharma & Sinha,
2012) and grocery store sales (Morphet, 1991). This approach has the following two main
types of RA: (1) According to the difference between the independent variables, there are
two RA classifications: simple RA and multiple RA. Simple RA has only one independent
variable; conversely, multiple RA has more than two independent variables. (2) Based on the
relationship between the dependent variables and the independent variables, the RA model
can be divided into linear and non-linear methods.

As Schneider et al. (2010) described, a linear RA model means that one or more inde-
pendent variables and dependent variables are based on the variability and linearity of the
independent variable in order to predict the average trend development of the dependent vari-
able. Particularly, the linear regression prediction model is always used for sales prediction,
as is frequently shown in previous studies (Palia&Roussos, 2004; Rogers, 1992). In the study
of practical problems, the dependent variable of multiple linear regressions is often affected
by several important factors. Assume that X refers to an independent variable and Y is a
dependent variable.X and Y have existed in a linear relationship. Specifically, the details of
generalized multiple linear regression models can be referenced in Uyanık and Güler (2013)
and are defined as in Eq. (10).

Y � b0 + b1X1 + b2X2 + · · · + bkXk + e, (10)

where b0 refers to a constant, and b1, b2, …, bk are the coefficients of regression.
The RAmethod to analyze data can help production managers forecast future demands to

support sufficient sales quantities in operationsmanagement andprovide new insights tomove
the production plans toward a more profitable solution. Some advantages associated with the
high performance of the RA method used by academicians and practitioners as a forecasting
model are as follows: (1) The method can provide an efficient forecast. (2) Using a suitable
slope for an RA model can increase forecasting accuracy because there is less variability in
the forecasting processes. (3) The model lends an objective and scientific view to measuring
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the relative correlation of one or more independent variables to the dependent values. (4) It
has the ability to determine outliers. However, disadvantages of the RA method can include
(Osborne & Waters, 2002): (1) It needs typical assumptions, such as no error measurement
and linear independence with the independent variables; and (2) the performance of the RA
method is highly dependent upon the form of how the data are used in the data-generating
process.

3 The proposedmodel

This section introduces the concepts and algorithms for the proposed model with the intro-
duction of an empirical case study.

3.1 Concepts of the proposed hybridmodel with an empirical case study

Concerning the relevant research on creative forecasting from key technical tools for the
interests of better sustainable business management in traditional manufacturing industries,
although there are many approaches to sales forecasting for various products, no existing
model is suitable for every product because of differences between product lines. The authors
have experienced the effects of losses in traditional manufacturing industries when sales fore-
casting is wrong. Moreover, the authors’ work in traditional industries triggered an empirical
case study. The research object is a large-scale manufacturing company (hereafter referred
to as L-Company) with four manufacturing product lines: a stably growing product (SGP),
a declining product (DP), an irregularly growing product (IGP), and a special sales product
(SSP) from big data application analytics. The company manufactures and sells an enormous
number of stock-keeping unit (SKU) products and plans to produce similar make-to-stock
(MTS) products. In a detailed estimation in 2008–2012, a review of the total inventory of
products sold by L-Company in Taiwan found approximately 500, 90, 1200, and 220 prod-
ucts belonged to SGP, DP, IGP, and SSP, respectively. The company is also a leading one
in Taiwan’s traditional industry. How L-Company estimates its sales rates is based on sub-
jective predictions. Administrators use historical sales data and expected sales growth rates
(SGRs) to forecast the sales rate for the next year. Such subjective experiences and predic-
tion standards might be changed frequently and dramatically by a manager; such negative
activity would affect production plans provided by the back-end production unit severely and
persistently. The activity might cause a significant reduction in operating performance and
increases in sales and inventory costs due to subjective forecasting results being different
from actual demand quantities. This research benefits objective and smart technologies for
sales forecasting: (1) It facilitates sales quantity forecasting based on the characteristics of
product linesmore accurately and then arranges production plansmore appropriately to avoid
creating excessive inventory quantities; and (2) it helps production supply to avoid delays
and enhances the competitive advantage of L-Company for a good decisional support model.

Given these reasons, this study develops a hybrid sales forecasting model for each type
of product line in an empirical case study using L-Company and collects the sales data
as an experimental dataset to use for calculation and decision analysis. The processes of
modeling the proposed model are divided into three phases, as follows: (1) Three procedures
are conducted in the following three steps: (a) Choose the research items of products; (b)
catalogize the four product lines by type according to product property; and (c) organize
and collect the data on sales quantity for each product line. (2) Build FTS, ES, MA, and
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FTS model ES model MA model RA model 

Phase 2

Establish sales forecasting

methods (Modeling)

Phase 3

Input data and do error 

analysis (Forecasting)

Phase 1

Preprocess data  

(Processing)

Build forecasting models

Experimental results and error analysis Actual value and subjectively predicted value

Generate forecasting value

Select the research item of products

Get and collect the sales quantity data for each product

Classify products by their line types

SGP line 

DP line 

IGP line 

SSP line

Fig. 1 Flow chart of the proposed models

RA in the proposed model for sales forecasting, defining and training the various parameters
of each model. (3) Calculate the performance of each proposed method and compare the
four empirical results with actual and predicted values from the subjective forecasting of
managers. Figure 1 describes the flow chart of the proposed hybrid model.

3.2 Implementing algorithms for the proposed hybrid model using the L-Company
case

The computational processes of the proposed hybrid model comprise the seven steps for
L-Company as follows: (Note: For ease of presentation, the empirical results are unified and
described in the next section.)

Step 1: Select the research item from the products.
Initially, this study selects historical sales data on the products fromL-Company to conduct

modeling and identify processes. The experimental dataset was collected as monthly data in
2008–2012.

Step 2: Classify products by their line types.
Categorize the product item based on product properties, such as trends in sales quantity

and frequency of sales. One alternative means of determining the stage of the sales cycle
for product lines is based on the SGR method because the SGR approach shows a high
relationship to product sales cycles (Harrell & Taylor, 1981). This method helps this study
judge, based on changes in SGR, the stage of the sales cycle of the products being analyzed.
SGR is used to divide the stages of product life cycles based on the annual growth rate in
sales quantity. The four types of product lines for L-Company are classified by SGR (Harrell
& Taylor, 1981) as follows:
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(1) SGP line: It is identified as the SGP line, which meets the definition of the continuous
growth type life cycle for the products in the last 5 years. This type of product line is a
popular group applicable to writing, painting, and designing. Practically speaking, the
SGP line can be applicable to the surface of a variety of materials for a wide range
of uses and for having a specific property with steady demand for sales quantity when
SGR is greater than 10%. The company needs an effective production plan to produce a
product line that meets growing sales quantities continuously. Forecasting sales demand
for this line accurately is important and attracts much attention at L-Company.

(2) DP line: Art painting materials belong primarily to the DP line and are often bought by
schoolchildren. Their sales quantity and sales profit present a declining trend in which
SGR is less than 0%, with a prolonged recession in 2008–2012. This product line has
the following characteristics: First, such products exist on the market as long as they are
spread and standardized. Second, there are many competitors selling the same types of
alternatives. Third, consumer demand for the product line has changed, and this change
is characterized as time-descending. Although there are promotional activities for the
product line, the line generates insufficient sales. Concerningmanagement implications,
theDP line should not be overstocked. Therefore, to prevent an accumulation of potential
inventory and losses, L-Company clearly must control the inventory level rigorously and
appropriately based on correct sales forecasting models.

(3) IGP line: According to expert opinion in the manufacturing field, an IGP line has prob-
lems with a certain irregularity of pattern rules and unsteady sales. On the one hand,
an IGP line can be a growing trend, and when no similar type of product is competing
in the market, the product can become a potential mainstream product with a massive
quantity of sales. On the other hand, the IGP line can enter a decline for unknown rea-
sons. Specifically, a product line is considered an IGP when its SGR is between 0 and
10%. Thus, if this study can analyze the sales logic of this product line or identify the
potential reasons for and growth method of its irregular rules, this product line can be
converted from a potential product to a major, popular product that will achieve better
profits for L-Company. This situation motivates the research.

(4) SSP line: Experts from the manufacturing company have indicated that the SSP line
(SGR is always lower than 10%) is primarily coordinated with a property of specific
activities on particular days, such as the beginning of the school season or a particular
exhibition with a significant sales quantity. An experienced business will address group
demand for semester activities with suitable product sets for enhancing sales quantity. It
is an interesting process for L-Company to make an accurate prediction for this product
line.

Step 3: Gather and organize the data describing the sales quantities of products.
Select a representative product from each of the different types of products based on

two criteria: the SGR (Harrell & Taylor, 1981) and the property of specific activities on
particular days, based on a consensus reached by three professional experts at L-Company,
and then collect the historical sales data for the product. There is an existing drift, non-
linear relationship, and uncertainty for the given data; thus, it is a key point to do sales
forecasting by using similar fuzzy data dredging (Jain et al., 2012). To address these problems,
this study preprocesses the data based on the following two sub-steps: (1) Implement and
evaluate the adjustment according to the best intervals of data, and (2) generate corresponding
datasets. The preprocessed data applied to the related fuzzy models can greatly improve
forecasting accuracy (Bang & Lee, 2008). This study preprocesses the data based on the
experts’ recommendations before conducting each technique of the proposed model. Any
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abnormal, special features caused by specific unit events, such as an increase in expected
price that is contingent on anticipated price changes for oil and electricity, i.e., anything that
might generate pseudo-needs or fictitious demands that could cause unusual or inaccurate
sales information for that period, should be removed or adjusted in this preprocessing stage
before being used in this study. Furthermore, testing for autocorrelation (also known as serial
correlation) (Sun et al., 2018) for the given linear RA method and other models used is a
common and necessary task for researchers because the accuracy of the forecast method
used depends upon the right selection of explanatory variables. An autocorrelation test is a
mathematical representation of the degree of similarity between observations that acts as a
function of identifying the time lag to find repeating patterns over the forecasting horizon
in the experimental time intervals. The test for detecting the presence of first-order auto-
correlation is to apply the statistic of Durbin Watson (DW) for a measure of autocorrelation
in the residuals from an RAmethod or other model. The test value of the DW statistic should
be between 0 and 4. The DW statistic is thus run to test the autocorrelation problem of the
data used in this study; testing results of 1.01, 1.32, 1.47, and 2.08 for these data of the
four representative products are obtained, respectively. Field (2013) suggested that a definite
concern about autocorrelation should exist when the test values of DW are less than 1 or
greater than 3. Thus, there appears to be no autocorrelation problem of concern based on the
testing results of the four given experimental samples.

Step 4: Model sales forecasting methods.
This step selects four representative products for the four corresponding product lines

based on the suggestions of experts at L-Company. Accordingly, we model the four sales
forecasting methods (FTS, ES, MA, and RA methods) with the four representative products.

Step 5: Build forecasting models.
This step first introduces building the FTSmethod tomodel and analyze the empirical case

data collected from L-Company because the type of fuzzified data can yield better results
for the numerical values of the data used. Accordingly, the constructs of the other three
models are used to determine suitable methods for various types of representative products.
First, in the building process, a recognition of the order in FTS analysis is useful to handle
the variables associated with data trends and to build a mathematical method to show the
real world. In general, the existence of an increasing or decreasing trend shows that the raw
data can be processed with different actions. The calculative processes for the FTS model are
divided into seven sub-steps, as follows: (1)Build the domains for fuzzy sets and subsequently
fuzzify their data. (2) Employ the principle of a hypothetical test to judge whether the data
is fuzzy; otherwise, return to sub-step (1). Afterwards, execute the difference conversion of
the given data; otherwise, proceed to the next step. (3) Identify the order of the FTS method.
(4) Compute fuzzy relationships by matrix. (5) Choose the best FTS method. (6) Apply the
FTS method to make a forecast. (7) Defuzzify the data to obtain the experimental results.
Second, in the ES building process, based on Eqs. (6) and (7), various smoothing constants
(α) between 0 and 1 are adjusted to model better results for different product lines. Third,
in using the MA method, various numbers of moving-period times are measured based on
Eq. (9) to obtain the predicted value for the next period. Finally, in the RA building process,
the key task is initially based on the experts’ recommendations to identify the decisive key
factors influencing sales quantity and then calculate the forecasting results based on Eq. (10).

Step 6: Generate forecasting values.
In fact, the data from the sales quantities of the product lines have an interval value at

L-Company; thus, this step fuzzifies data with the same interval value into the same fuzzy
sets. There are two advantages to this approach. The first is that it could decrease the data
complexity; the second is that the processed data could be supplied as the input values for
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each forecasting method. Accordingly, this step generates the forecasting results to further
verify the empirical results of the proposed model. Additionally, based on the other models
modeled in previous steps, their forecasting results are accordingly calculated and created.
For brevity, the empirical results will be uniformly presented in the next section.

Step 7: Make a comparison of empirical results and deal with an error analysis.
To assess the performance of the proposed model, the step compares the predicted value

with the actual value, both of which are based on a mean absolute percentage error (MAPE)
(Zhang et al., 2023a), which prevents the proportion of inaccuracy caused by large differences
in product sales quantity. However, error analysis with only one percentage indicator for
MAPE is not sufficient to verify a forecasting model. Thus, the root mean square error
(RMSE) (Zhang et al., 2023a) should be employed when the forecasting value is critical and
the unit price is high. Additionally, this approach can convert error values to a percentage
of the actual values. The greater the MAPE and RMSE, the poorer the performance of the
method in terms of the size of the error for the forecast horizon required. The equations of
MAPE and RMSE are defined as Eqs. (11) and (12), respectively.

M AP E � 1

M

M∑

k�1

∣
∣
∣
∣

x(k) − x ′(k)
x(k)

∣
∣
∣
∣ × 100%, (11)

RM SE �
√
√
√
√ 1

M

M∑

k�1

(x(k) − x ′(k))2, (12)

where x(k)− x ′(k) � εk , x(k) refers to an actual value, x ′(k) refers to an estimated value, εk

refers to the difference of the above two values, and M is sample size. The calculation yields
a perfect performance measure for the predicted results if their values of both the MAPE and
RMSE achieve 0% and 0, respectively.

4 Experimental results and comparisons

This section shows the verification of the case study for four product-line datasets and sum-
marizes the experiments, comparable methods with internal and external comparisons of four
product lines by using the FTS, ES, MA, and RA methods, and the Wilcoxon signed-rank
test to model and identify related sales forecasting for the experimental time periods during
2008–2012.

4.1 Empirical study results using the four product lines

The verification of an empirical study for L-Company on the four product lines and using
the proposed model is described in bullet points, and in particular, a parameter sensitivity
analysis to core parameters is needed to make more validation for the experimental results
of mathematical time series models. For brevity, the main experimental results with tables
and figures, and their illustrations are listed as follows:

4.1.1 For the SGP line

(1) FTSmethod: In the FTSbuilding process of time series forecasting, there is theminimum
value of 360, the maximum value of 3204, interval values from 10 to 200, and fuzzy
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auto-similarity examined from 1 to 15 periods for the parameter sensitivity analysis
of periods in order to find out the best empirical results in the SGP line. Interestingly,
parameter sensitivity analysis (Ganaie et al., 2023; Singhal et al., 2023) is specifically a
vital necessity for measuring mathematical models constructed with solving a real-life
problem, and the detailed parameters of sensitivity analysis can determine a broad set of
predictions to see how different values affect the mathematical method outputs under a
given set of data in a time series model. Table 2 lists the experimental results by the FTS
method with different periods, and from Table 2, it is shown that the best similarity of
fuzzy is found behind 1 period having 20 intervals; at the same time, the best similarity
is 0.9527 using the FAR(1) adaptive value. Accordingly, the determination method of
order number was 1; thus, the predicted result of the FTS model for the SGP line was
MAPE � 7.768% and RMSE � 10.342. From the results of the evaluation indicators,
this study provides the meaningful fact that it is acceptable and has a good reason for
benefiting the rationality of the proposed hybrid model.

(2) ESmethod: In the ES building process, the smoothing constant α is an important param-
eter. In accordance with the SGP line, this step conducts a parameter sensitivity analysis
and adjusts the smoothing constant α from 0.1 to 0.9 to see how this detailed param-
eter affects the forecasting outputs of the mathematical ES model. Table 3 shows the
experimental results of this ES method with different values of the core parameter α.
Consequently, the prediction results have a lowest value of 7.692% in terms of the
MAPE when the α value is 0.8 and a lowest RMSE value of 10.323 when the α value is
equal to 0.9. From Table 3, it is understandable that the MAPE and RMSE show a good
performance for sales prediction of the ES method in the SGP line.

(3) MA method: In the average of the volume of sales in the previous period, the MA
method is used as the predicted value for the next period. The MA method, similar to
the previous building process, also runs a parameter sensitivity analysis of periods for
a mathematical model. Table 4 lists the experimental results for the MA method with
different time periods in 2–4 periods. From Table 4, it is shown that the moving-period
number increases with both the MAPE and RMSE values, and the comparison results
of MAPE 7.682% and RMSE 10.455 for this method show two moving periods with
better performance than that of the other periods; importantly, the empirical results also
show a clear performance advantage of the MA method.

(4) RA method: In the RA building process, the most important work is to identify decisive
key factors that significantly affect sales quantity. In an interview with three experts at
L-Company, three core factors were noted as follows: (a) Seasons are divided into two
types: peak (the first and third seasons) and low (the second and fourth seasons). The
peak seasonmeans before and after the beginning of the school season, and sales quantity
will increase; in other words, sales quantity will decrease in the other seasons. (b) The
price is a vital factor affecting sales quantity distinctively. The price will increase with
the cost of the SGP line. However, when the price is increasing, retailers might decrease
the purchase quantity and charge customers higher prices, resulting in a decrease in sales
quantity during this increase period. (c) The frequency of product exposure increases
when there are promotional events (such as TV ads or exhibitions). Promotions will
attract the attention of customers and encourage them to purchase the product. However,
from the sales records of L-Company, there were no promotional activities for the SGP
line in 2008–2012. Thus, the promotion factor could be removed from the RA method
for the SGP line. Table 5 lists the partial RA data. Tables 6, 7 and 8 list the experimental
results after conducting the RA method sequentially. Table 8 shows that season and
price have significance levels of 0.1 and 0.001, respectively; thus, the RA equation is
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constructed for the SGP line below, and its calculated error value from 2008 to 2012
has the values of MAPE 31.203% and RMSE 45.690. From Table 8, it is clear that both
the factors of season and price have a significant impact on influencing sales quantity,
particularly the core factor of price. However, only from the MAPE of 31.203%, the
forecasting result seems to have just a general mediocre performance.

Y � −20, 314.005 − 156.896X1 + 2,

850.187X2 (X1 : Season factor and X2 : Price factor) .

After implementing the above four methods for the SGP line, this study just selected Fig. 2
to show its curve details between the actual and predicted values by a MAPE of 31.203%
when using the RA method for the SGP line. From Fig. 2, it is clear that the two curves seem
to not be quite suitable in some graphs for the SGP line due to its relatively high MAPE
of 31.203%; however, it is acceptable if the RA method is compared to manager subjective
(MS) prediction.

This study omits some complicated content, such as figures and tables, and uses text to
narrate the following three types of product lines for brevity. The comparative studies after
conducting parameter sensitivity analyses are distinctly summarized for convenience and
ease of interpretation in the next subsection.

4.1.2 For the DP line

(1) FTS method: Similarly, the minimum value of 4 and the maximum value of 3124 were
determined. Several intervals from 10 to 200 and behind 1–15 periods were identified
for a parameter sensitivity analysis of periods in the FTS modeling process. Table 9
lists the fuzzy similarity of behind periods with different values for the DP line by the
FTS method. From Table 9, the empirical results show the best similarity of fuzzy sets
remains behind 1 period with 30 intervals; its best similarity is 0.9772; and the order
number of determinations still indicates 1. Subsequently, the empirical results of the FTS
model using an adaptive FAR(1) have values of MAPE 27.037% and RMSE 58.169.
From the above empirical results, it is clear that MAPE 27.037% and RMSE 58.169
seem to have less than the ideal performance expected for the FTS method.

(2) ES method: Subsequently, the experimental results in the building process of the ES
method are also run with a parameter sensitivity analysis of key α. Table 10 shows the
experimental results of different values for parameter α (adjusted from 0.1 to 0.9) in
this ES method for the DP line. It is indicated that when the smoothing constant α value
is 0.9, it has the lowest values of MAPE 22.948% and RMSE 34.294. Figure 3 shows
information on the curve details between the actual and predicted values for achieving a
MAPE of 22.948% for the DP line by the ES method. Likewise, it seems that a general
effect is identified for MAPE 22.948% for the ES method.

(3) MA model: Moreover, the experimental results for running the moving average from
different 2–4 periods with a parameter sensitivity analysis are conducted from the build-
ing process of the MA model. Table 11 lists the analytical results of MAPE in the MA
method for the sensitivity analysis from two periods to four periods for the DP line. It
is shown that the number of moving periods increases with both the MAPE and RMSE
values. This information in the DP line is similar to that in the SGP line. TheMAmethod
also shows that two-periods have better performance and effective models than do other
periods. The method has a slightly higher MAPE of 31.893% and an RMSE of 48.670.
When compared to all the previous results, the MAPE of 31.893% seems to specifically
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Table 4 Experimental results for
the SGP line by MA method Moving periods 2 periods 3 periods 4 periods

MAPE 7.682% 8.649% 9.681%

RMSE 10.455 10.925 11.995

The bolditalic specifically highlights its importance

Table 5 Partial raw data of the SGP line

Year/Month Actual Qty Season Price Promotion

200,801 360 1 7.33 0

200,802 484 1 7.33 0

200,803 585 1 7.34 0

200,804 544 0 7.32 0

200,805 561 0 7.56 0

… … … … …

201,208 2700 1 8.04 0

201,209 2207 1 8.06 0

201,210 2441 0 8.04 0

201,211 2093 0 8.01 0

201,212 3204 0 7.98 0

Table 6 Experimental result of
the SGP line by RA method R R-square R-square after adjusting Standard error

0.853 0.728 0.719 468.135

Table 7 Empirical results for the SGP line by using ANOVA analysis

Mode Sum of squares DF Mean square F value Significance level

Regression 33,400,000.0 2 16,700,000.0 76.317 0.000***

Residual 12,500,000.0 57 219,000.0 – –

Total 45,900,000.0 59 – – –

***Stands for level of significance at 0.001

Table 8 Experimental result of the SGP line on regression coefficients by RA method

Mode B (Estimated value) Standard error Beta distribution t value

(Constant) − 20,314.005 1,805.755 − − 11.250***

Season − 156.896 120.874 − 0.090 − 1.298*

Price 2,850.187 232.133 0.848 12.278***

* and ***Stand for significance level at 0.1 and 0.001, respectively
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Fig. 2 Curve details between the actual and predicted values for the SGP line by RA method

disappoint the MA method; however, it is also acceptable when compared to the MS
method.

(4) RA model: With the coefficient results of the regression analysis method, the RA math-
ematical equation of the DP line is defined as RA(1). After the experiment, Table 12
shows the experimental result on regression coefficients using the RA method for the
data of the DP line. From Table 12, it is clear that only the promotion factor has a
significant level of 0.01 for influencing the consequence of the sales quantity of the DP
line.

RA(1) : Y � 266.112 + 35.271X1 + 0.780X2 + 577.160X3(X1

: Season factor, X2 : Price factor, and X3 : Promotion factor).

Surprisingly, an ultra-high error rate ofMAPE 644.000% andRMSE 1813.704 is achieved
for the above equation; thus, this equation should be reconsidered and reconstructed. Based
on the professional knowledge of experts from L-Company, this model should consider the
enrollment number of elementary school students for the past 5 years (i.e., 2008–2012) as
a decisive key factor; the RA equation is then reformatted as RA(2) below. Table 13 shows
the error results with the enrollment number of elementary school students in 2008–2012 for
the DP line by using the RA(2) method. This refined equation yields a significantly lower
average MAPE of 17.780% than the MAPE of 644.000%. Similarly, the RMSE value is
significantly reduced from 1,813.704 to 26.457. This refined result clearly shows that the
DP line is affected significantly by the enrollment numbers at elementary schools. Thus, this
decisive key factor of enrollment numbers at elementary schools is found and identified in
this study. Moreover, it is an impressive feature that the error rate has a lower 1.07% for the
data in 2008 for the DP line when using the RA method from Table 13.

RA(2) : Y � − 51, 792 + 0.038X4(X4 : The enrollment number at elementary schools).

4.1.3 For the IGP line

(1) FTS method: The IGP line has a large range, with a minimum value of 181,136 and a
maximum value of 727,093. Similarly, a larger interval from 1000 to 10,000 with behind
1–15 periods of a parameter sensitivity analysis is defined for implementing a time series

123



Annals of Operations Research

Ta
bl
e
9
Fu

zz
y
si
m
ila

ri
ty

of
be
hi
nd

pe
ri
od

s
fo
r
th
e
D
P
lin

e
by

FT
S
m
et
ho

d

In
te
rv
al

N
o.

B
eh
in
d

1 pe
ri
od

B
eh
in
d

2 pe
ri
od

s

B
eh
in
d

3 pe
ri
od

s

B
eh
in
d

4 pe
ri
od

s

B
eh
in
d

5 pe
ri
od

s

B
eh
in
d

6 pe
ri
od

s

B
eh
in
d

7 pe
ri
od

s

B
eh
in
d

8 pe
ri
od

s

B
eh
in
d

9 pe
ri
od

s

B
eh
in
d

10 pe
ri
od

s

B
eh
in
d

11 pe
ri
od

s

B
eh
in
d

12 pe
ri
od

s

B
eh
in
d

13 pe
ri
od

s

B
eh
in
d

14 pe
ri
od

s

B
eh
in
d

15 pe
ri
od

s

10
31
2

0.
97
55

0.
95
79

0.
94
15

0.
92
66

0.
91
31

0.
90
12

0.
89
31

0.
88
68

0.
88
02

0.
87
33

0.
86
85

0.
86
81

0.
86
29

0.
85
75

0.
85
68

20
15
6

0.
97
59

0.
95
83

0.
94
18

0.
92
67

0.
91
39

0.
90
25

0.
89
28

0.
88
56

0.
87
82

0.
87
37

0.
87
00

0.
86
84

0.
86
45

0.
86
04

0.
85
85

30
10
4

0.
97
72

0.
95
84

0.
94
07

0.
92
49

0.
91
22

0.
90
10

0.
89
20

0.
88
46

0.
87
83

0.
87
45

0.
87
12

0.
86
93

0.
86
57

0.
86
21

0.
85
98

40
78

0.
97
61

0.
95
76

0.
94
06

0.
92
58

0.
91
28

0.
90
12

0.
89
26

0.
88
51

0.
87
78

0.
87
44

0.
87
13

0.
86
97

0.
86
52

0.
86
18

0.
85
93

50
62

0.
97
61

0.
95
71

0.
93
95

0.
92
42

0.
91
06

0.
89
91

0.
89
06

0.
88
23

0.
87
56

0.
87
18

0.
86
88

0.
86
69

0.
86
28

0.
85
94

0.
85
67

60
52

0.
97
62

0.
95
73

0.
93
99

0.
92
46

0.
91
19

0.
90
11

0.
89
22

0.
88
46

0.
87
77

0.
87
42

0.
87
13

0.
86
94

0.
86
55

0.
86
22

0.
85
88

70
45

0.
97
62

0.
95
75

0.
94
00

0.
92
47

0.
91
17

0.
90
07

0.
89
20

0.
88
38

0.
87
67

0.
87
28

0.
87
02

0.
86
81

0.
86
43

0.
86
04

0.
85
80

80
39

0.
97
62

0.
95
68

0.
93
94

0.
92
43

0.
91
14

0.
90
04

0.
89
18

0.
88
41

0.
87
71

0.
87
34

0.
87
08

0.
86
89

0.
86
48

0.
86
13

0.
85
88

90
35

0.
97
62

0.
95
74

0.
93
97

0.
92
46

0.
91
17

0.
90
07

0.
89
19

0.
88
38

0.
87
71

0.
87
33

0.
87
07

0.
86
87

0.
86
49

0.
86
15

0.
85
84

10
0

31
0.
97
65

0.
95
72

0.
93
97

0.
92
44

0.
91
17

0.
90
07

0.
89
19

0.
88
38

0.
87
66

0.
87
29

0.
87
03

0.
86
85

0.
86
48

0.
86
14

0.
85
84

20
0

16
0.
97
62

0.
95
70

0.
93
94

0.
92
44

0.
91
16

0.
90
06

0.
89
19

0.
88
37

0.
87
67

0.
87
30

0.
87
07

0.
86
88

0.
86
52

0.
86
15

0.
85
86

T
he

bo
ld
ita

lic
sp
ec
ifi
ca
lly

hi
gh

lig
ht
s
its

im
po

rt
an
ce

123



Annals of Operations Research

Ta
bl
e
10

Fo
re
ca
st
in
g
re
su
lts

fo
r
th
e
D
P
lin

e
by

E
S
m
et
ho
d

α
va
lu
e

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9

M
A
PE

33
1.
11

2%
13

1.
06

1%
79

.7
98

%
56

.6
64

%
43

.6
39

%
35

.7
96

%
30

.2
09

%
26

.0
94

%
22
.9
48
%

T
he

bo
ld
ita
lic

sp
ec
ifi
ca
lly

hi
gh
lig

ht
s
its

im
po
rt
an
ce

123



Annals of Operations Research

Fig. 3 Curve details between the actual and predicted values for the DP line by ES method

Table 11 Experimental results for
the DP line by MA method Moving periods 2 periods 3 periods 4 periods

MAPE 31.893% 44.248% 56.793%

The bolditalic specifically highlights its importance

Table 12 Experimental result of the DP line on regression coefficients by RA method

Mode B (Estimated value) Standard error Beta distribution t

(Constant) 266.112 1,861.619 − 0.143

Season 35.271 75.554 0.063 0.467

Price 0.780 29.845 0.003 0.026

Promotion 577.160 199.788 0.384 2.889**

**Stands for level of significance at 0.01

Table 13 Error results of actual and predicted values with the enrollment number by RA method for the DP
line

Year Enrollment number Sales Qty. (Actual) Sales Qty. (Predicted) Error rate (%)

2008 1,677,439 11,825 11,951 1.07

2009 1,593,398 7723 8,757 13.39

2010 1,519,746 6560 5,958 9.18

2011 1,457,004 2289 3,574 56.14

2012 1,373,375 436 396 9.17

The bolditalic specifically highlights its importance
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model. Table 14 lists the fuzzy similarity of different values on behind periods for the
IGP line by the FTS method. The best similarity for fuzzy sets has 1 period and 5000
intervals, and the value of 0.8981 is determined as the best similarity. The order number
for determinations remains 1. Thus, the analytical results for the FTS model by the
FAR(1) adaptive value are a low value of MAPE 12.412% and RMSE 18.980. From
both the testing results of MAPE 12.412% and RMSE 18.980, it is determined that the
FTS method can be used as the prediction model for the IGP line.

(2) ES method: Similarly, the analytical results of this ES method in the IGP line are
executed with a parameter sensitivity analysis of the core parameter α. Table 15 shows
the experimental results of different α values in this method for the IGP line. It is shown
that when the adjusted constant α value achieves 0.9, it has a lowest value of MAPE
13.429% and RMSE 19.469; importantly, this outcome is an acceptable bottom line for
a prediction model based on the expert opinions in the case study.

(3) MA method: Moreover, given the 2–4 moving periods for a parameter sensitivity anal-
ysis, the experiment is run. Table 16 lists the analytical results of the MA method with
different values from two periods to four periods in terms of the MAPE for the IGP
line. The empirical results of the MA method still show better performance in the two
moving periods, with MAPE 13.974% and RMSE 19.777. Importantly, it was found
that the values of MAPE and RMSE are greater when the number of moving periods
is greater. Figure 4 shows information on the curve details between the actual and pre-
dicted values by a MAPE of 13.974% for the IGP line using the MA method. From the
above evidence-based results in prediction, it is also an acceptable outcome for the MA
method in the IGP line.

(4) RA method: The RA equation for the IGP line is also constructed below, and the calcu-
lated error results in 2008–2012 are MAPE 18.220% and RMSE 22.638. Importantly,
although the IGP line has the property of having no certain rule and can vary dramatically
up or down in sales quantity, its error rate between the actual value and the predicted
value is controlled within less than 20% in this study. Thus, the piloted curve of the pre-
dicted values from the RA equation still has some degree of approaching the centerline
to indicate the middle of the actual values in this representative product of the IGP line.
Table 17 presents the experimental results on regression coefficients for the RA method
using the data from the IGP line. It is also very clear that only the promotion factor from
Table 17 has a significant level of 0.01, which means that this factor is a critical variable
for influencing the sales quantity of the consequent result Y in the IGP line.

4.1.4 For the SSP line

For promotional purposes, L-Company chooses new items that can be expected to receive
much attention or existing items that were always used by customers and assembles them as
an on-sale item package.

(1) FTS method: Similarly, the minimum and maximum values of 1016 and 5076 for the
SSP line are defined. The behind 1–15 periods with 10–200 intervals with a parameter
sensitivity analysis are handled in building the FTS model. Table 18 lists the fuzzy
similarity of different values on behind periods for the SSP line by the FTS method.
From Table 18, it is clear that the best similarity for fuzzy sets is set behind 3 periods;
twenty intervals are classified into 202 types of items, and the best similarity has a
value of 0.8994. The empirical results of the FTS method for the FAR(3) adaptive value
achieve an error value of MAPE 36.211% and RMSE 53.520. From the above results,
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Table 16 Experimental results for
the IGP line by MA method Moving periods 2 periods 3 periods 4 periods

MAPE 13.974% 16.016% 18.093%

The bolditalic und specifically highlights its importance

Fig. 4 Curve details between the actual and predicted values for the IGP line by MA method

Table 17 Experimental result of the IGP line on regression coefficients by RA method

Mode B (Estimated value) Standard error Beta distribution t

(Constant) 332,996.454 287,406.463 – 1.159

Season 12,256.135 9,116.309 0.167 1.344

Price − 5283.416 37,105.504 − 0.017 − 0.142

Promotion 98,450.840 31,728.209 0.386 3.103**

**Stands for level of significance at 0.01

both the values of MAPE 36.211% and RMSE 53.520 have a higher error rate, and that
seems to be a relatively unacceptable outcome when compared to the previous three
product lines for the FTS method.

(2) ES method: The empirical results for this model with a parameter sensitivity analysis
of key values for parameter α were run and obtained. Table 19 shows the experimental
results of different α values in this ES method for the SSP line. It is shown that when
the adjusted α value is 0.3, the lowest MAPE and RMSE values reach 34.076% and
43.947, respectively, in accordance with the SSP line by the ES model. Similarly, from
the lowest values of both MAPE 34.076% and RMSE 43.947, it is also not a good result
when compared to the previous three product lines for the ES method.

(3) MA method: For this SSP line, the MA method with a parameter sensitivity analysis of
different periods for a mathematical model is run. Table 20 lists the analytical results
from two periods to six periods in terms of MAPE in the MA method for the SSP line.
Interestingly, using the MA model, we find that when the moving periods decrease, the
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MAPE and RMSE values increase. This phenomenon is converse to other product lines.
In the given 2–6 periods, this study provides empirical results that have the lowestMAPE
of 24.047% and RMSE of 29.342 in the four moving periods. This method performs
better and more effectively than do other moving periods. Only for the SSP line does
the MA method have less error when compared to the other three methods. This result
seems to imply that the MAmethod is more suitable for application in this product line.

(4) RAmethod: The same three key factors from experts are used. Consequently, the values
of MAPE 32.485% and RMSE 39.953 in 2008–2012 are obtained from the RAmethod,
and its regression equation is expressed as follows: Table 21 shows the regression coef-
ficient results of the experiment using the RA method for the data from the SSP line.
From Table 21, it is clear that both the price and promotion factors have a significant
level of 0.01 for significantly influencing the consequence of sales quantity in the SSP
line.

Y � 2, 385.918 + 77.945X1− 0.305X2 + 1,

195.599X3 (X1 : Season factor, X2 : Price factor, and X3 : Promotion factor) .

4.2 Comparable studies

This subsection describes aggregate MAPE and RMSE for internal comparison (i.e., the
component comparison inside the proposed model) and external comparison (i.e., the pro-
posed model and MS method) of the four product lines by the proposed model from the
above empirical results with the main tables and figures of the study. This part discusses the
significance of each independent variable for sales quantity forecasting.

4.2.1 Comparisons of MAPE and RMSE

In order to further compare the performance of subjective artificial and objective machine
methods, this study discusses L-Company performance forecasts of MS (i.e., manager sub-
jects) for four product lines. Table 22 lists the summary of the error rates in terms of MAPE
and RMSE for internal and external comparisons of the four types of product lines by the
proposed model and an additional MS method from the empirical results.

Table 22 shows that the five key points determined for the details of internal and external
comparison results of theMAPE and RMSE are slightly small forMAPE and RMSE, respec-
tively. These details are identified from the empirical results and conclusively described as
follows: (1) In the SGP line, performance differences for the first three methods, i.e., 7.68,
7.69, and 7.77% vs. 10.32, 10.3%, and 10.46%. The ranking order of model components for
the proposed hybridmodel in terms of theMAPE performance has been defined asMA→ES
→ FTS → RA(1) → MS, and in terms of the RMSE performance, it is ranked as ES → FTS
→MA→RA(1)→MS. The independent factors include season and price. (2) Interestingly,
the ES method has the best original performance in the DP line for both MAPE and RMSE.
In particular, the RA method has an extra unsatisfied result (MAPE 644.00% and RMSE
1813.70) based on the three factors season, promotion, and price; however, the RA method
yields a significant result ofMAPE17.78%andRMSE26.46when a decisive key factor of the
enrollment number of elementary schools is considered in the regression equation. Similarly,
the ranking order in terms of the MAPE performance becomes RA(2) → ES → FTS → MA
→ MS → RA(1), and in terms of the RMSE, it becomes RA(2) → ES → MA → FTS →
MS→ RA(1). (3) Importantly, in a specific characteristic of the IGP line, the FTS model has
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Table 20 Experimental results for the SSP line by MA method

Moving periods 2 periods 3 periods 4 periods 5 periods 6 periods

MAPE 38.030% 31.829% 24.047% 24.873% 28.936%

The bolditalic specifically highlights its importance

Table 21 Experimental result of the SSP line on regression coefficients by RA method

Mode B (Estimated value) Standard error Beta distribution t

(Constant) 2385.918 401.473 − 5.943***

Season 77.945 126.518 0.093 0.616

Price − 0.305 0.094 − 0.485 − 3.256**

Promotion 1,195.599 425.839 0.429 2.808**

** and *** stand for level of significance at 0.01 and 0.001, respectively

the best prediction performance for both the MAPE and RMSE performances. The ranking
order in terms of both the MAPE and RMSE performances shows the same: FTS → ES →
MA→RA(1)→MS. Notably, the proposed model performs well in the IGP line (Table 22),
and the independent factors are season, promotion, and price. (4) More interestingly, the MA
method has a lower error rate forMAPE and RMSE than do the other three models in the SSP
line. The ranking order for both the MAPE and RMSE performances is also the same: MA
→ RA(1) → ES → FTS→ MS, and its independent factors also include season, promotion,
and price. (5) In theMSmethod of artificial forecasting of external comparison, the error rate
of the subjective analysis was higher than that of the proposed model (Table 22). All types of
technological sales forecasting models in this study were more accurate than any subjective
method. For the MS worst performance, a reasonable explanation is provided; the manager
in the empirical L-Company case has the difficult responsibility of controlling an extensive
variety of 2010 SKU products. Thus, it is clear that, in the empirical case, the company needs
a more intelligent method to process the sales forecasting work effectively and efficiently.
Interestingly, this information also implies that if L-Company can use the proposed model as
an intelligent sales forecasting tool instead of using a traditional forecasting method, it can
benefit from correct and accurate sales forecasting to decrease operating costs and provide a
completely effective production plan for downstream production units.

Moreover, to provide complete information in relation to internal and external comparison
results in graphic format, Figs. 5, 6, 7 and 8 show their curve details of actual and predicted
values for the four product lines by the four techniques of the proposed method with the MS
method, respectively. Clearly, these comparison curves support the empirical results from
Table 22. The MS method has the worst performance.

4.2.2 Effect of independent variables

To identify key factors for the three variables further, Table 23 highlights the significance of
each independent variable on sales forecasting by using the RA method for the four product
lines. Table 23 shows that this study characterizes the following four directions according
to the achieved RA equation: (1) For the SGP line, the key factor price practically shows

123



Annals of Operations Research

Ta
bl
e
22

C
om

pa
ri
so
n
re
su
lts

of
th
e
fo
ur

pr
od

uc
tl
in
es

by
us
in
g
fiv

e
di
ff
er
en
tm

et
ho

ds
in

M
A
PE

an
d
R
M
SE

Ty
pe
s

FT
S

E
S

M
A

R
A
(1
)

R
A
(2
)

M
S

M
A
PE

R
M
SE

M
A
PE

R
M
SE

M
A
PE

R
M
SE

M
A
PE

R
M
SE

M
A
PE

R
M
SE

M
A
PE

R
M
SE

SG
P
lin

e
7.
77
%
3

10
.3
4B

7.
69
%
2

10
.3
2A

7.
68

%
1

10
.4
6C

31
.2
0%

4
45

.6
9D

52
.1
0%

5
58

.4
9E

D
P
lin

e
27

.0
4%

3
58

.1
7D

22
.9
5%

2
34

.2
9B

31
.8
9%

4
48

.6
7C

64
4.
00

%
6

18
13

.7
0F

17
.7
8%

1
26

.4
6A

12
8.
80

%
5

26
7.
56

E

IG
P
lin

e
12

.4
1%

1
18

.9
8A

13
.4
3%

2
19

.4
7B

13
.9
7%

3
19

.7
8C

18
.2
2%

4
22

.6
4D

43
.5
0%

5
56

.0
0E

SS
P
lin

e
36

.2
1%

4
53

.5
2D

34
.0
8%

3
43

.9
5C

24
.0
5%

1
29

.3
4A

32
.4
9%

2
39

.9
5B

73
.2
0%

5
11

5.
93

E

‘1
–6
’
an
d
‘A

−F
’
de
no
te
th
e
pe
rf
or
m
an
ce

ra
nk

fr
om

be
st
to

w
or
st
fo
r
M
A
PE

an
d
R
M
SE

,r
es
pe
ct
iv
el
y;

th
e
bo
ld
ita
lic

sp
ec
ifi
ca
lly

hi
gh
lig

ht
s
its

im
po
rt
an
ce

123



Annals of Operations Research

Fig. 5 Comparison curve for the actual and predicted values for the SGP line by the four methods and MS

Fig. 6 Comparison curve for the actual and predicted values for the DP line by the four methods and MS

Fig. 7 Comparison curve for the actual and predicted values for the IGP line by the four methods and MS
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Fig. 8 Comparison curve for the actual and predicted values for the SSP line by the four methods and MS

Table 23 Experimental results of the four product lines with the three variables used by RA method

SGP line DP line IGP line SSP line

(Constant) − 20,314.005 266.112 332,996.454 2385.918

Season − 156.896* 35.271 12,256.135 77.945

Price 2,850.187*** 0.780 − 5283.416 − 0.305**

Promotion − 577.160** 98,450.840** 1195.599**

*, **, and *** stand for significance level at 0.1, 0.01, and 0.001, respectively

a significant relationship to the sales quantity from the analysis in Table 23. In particular,
this SGP product is defined as an increasing-demand product with a high market share
rate. Thus, this useful information implies that the expected higher prices might have a
higher sales quantity due to consumers’ psychological expectations, with panic behavior for
downstreamcustomers.A reasonable explanation is thatwhenwholesalers, dealers, sellers, or
even retailers worry about the expected increasing cost of goods purchased, they might move
to make larger purchases to stock in advance. Therefore, it is an interesting and special case
that this type of product will have some influence and attraction on the consumer market.
Specifically, the experts also support this thought-provoking phenomenon in interviews.
(2) Practically speaking, although many of the same types of competitive products in the
manufacturing industrymight exist, only promotional factors can affect and improve the sales
quantity of the DP line. In particular, the SGP product does not actually need a promotional
activity to promote sales quantity in the empirical L-Company because it has good sales
in practice (please see Table 5). (3) Similar to the DP line, only the factor of promotion
significantly affects the sales quantity of the IGP line. This type of product has great potential
to experience increased sales volume from improved marketing capabilities. Moreover, this
information implies that if L-Company makes a promotional activity and introduces a new
product, the volumes of sales will specifically increase. (4) For the SSP line, the main factors
include promotion and price. Most product sets are derived from a combination of marketing
activity and special sales, such as at the product exhibition of the World Trade Center in
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Taipei, Taiwan. Thus, when these types of products go on sale, the sales quantities will
increase statistically and significantly.

4.3 Wilcoxon signed-rank test

A Wilcoxon signed-rank is a test of a non-parametric statistical hypothesis that can identify
the difference in values between two related samples and assess whether population averages
differ when groups are not necessarily distributed properly (Wilcoxon, 1945). Thus, the
study adopts and extends it to evaluate MAPE and RMSE further for the proposed model.
In Wilcoxon statistics, the values 1, 0, and − 1 indicate that the first method outperformed,
performed equally to, or underperformed the other methods, respectively, for addressing a
two-tailed test method at a± 5% level of significance. Tables 24 and 25 simply summarize the
internal comparison results of theWilcoxon test under theMAPE and RMSE of the proposed
model for the four product lines, respectively. Tables 24 and 25 show the related results of
both the used models and the product lines in alphabetical order. Interestingly, the test results
show that the best model is the ES method and the worst model is the RA method under both
the MAPE and RMSE criteria. Conclusively, the ranking order of prediction performance
from Table 24 and 25 is ES → MA → FTS → RA in this study.

5 Findings and discussions

This section includes related findings, discussions, research contributions, and research lim-
itations from the above experimental results.

Table 24 Comparison results in terms of the MAPE by the Wilcoxon signed-rank test

DP line IGP line SGP line SSP line Total

ES vs. FTS 1 − 1 1 1 5

ES vs. MA 1 1 0 − 1

ES vs. RA 1 1 1 − 1

FTS vs. ES − 1 1 − 1 − 1 0

FTS vs. MA 1 1 − 1 − 1

FTS vs. RA 1 1 1 − 1

MA vs. FTS − 1 − 1 1 1 3

MA vs. ES − 1 − 1 0 1

MA vs. RA 1 1 1 1

RA vs. FTS − 1 − 1 − 1 1 − 8

RA vs. ES − 1 − 1 − 1 1

RA vs. MA − 1 − 1 − 1 − 1
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Table 25 Comparison results in terms of the RMSE by the Wilcoxon signed-rank test

DP line IGP line SGP line SSP line Total

ES vs. FTS 1 − 1 0 1 5

ES vs. MA 1 1 1 − 1

ES vs. RA 1 1 1 − 1

FTS vs. ES − 1 1 0 − 1 1

FTS vs. MA − 1 1 1 − 1

FTS vs. RA 1 1 1 − 1

MA vs. FTS 1 − 1 − 1 1 2

MA vs. ES − 1 − 1 − 1 1

MA vs. RA 1 1 1 1

RA vs. FTS − 1 − 1 − 1 1 − 8

RA vs. ES − 1 − 1 − 1 1

RA vs. MA − 1 − 1 − 1 − 1

5.1 Findings andmanagement implications

The study yields seven findings for academicians and practitioners from the empirical results
of internal comparisons, as follows:

(1) The MA method works well for the SGP line on the MAPE criterion and the SSP line
on both the MAPE and RMSE criteria, according to the empirical results (Table 22).

(2) The DP line performed well with the ES model on both the MAPE and RMSE crite-
ria; nevertheless, if decisive key factors are identified and considered in the modeling
process, the RA method has the best forecasting results (Table 22).

(3) For the IGP line, the FTS method has better forecasting performance than the other
proposed models on both the MAPE and RMSE criteria in cases of the unpredictability
of sales data and unknown factors (Table 13).

(4) Empirical results prove that the ES model has the most accurate forecasting model, and
the RA method is the worst (Tables 24 and 25).

(5) In using the MA model, the number of moving periods had a positive correlation with
the MAPE and RMSE values for the SGP, DP, and IGP lines; however, for the SSP line,
the number of moving periods had negative effects on the MAPE and RMSE values.

(6) This study further proves that the most decisive key factor for the DP line when using
the RA method is the student enrollment numbers in elementary school because of the
low rate of birth in Taiwan (Table 13). The meaningful information can provide relevant
types of products as a helpful reference for decision-making in sales and production
planning for L-Company.

(7) Although Table 23 shows that the factor price is an important variable in this empirical
case, different types of product lines lead to different pricing performance for decision-
making. First, if the products dominate the market or sell well, retailers are willing to
agree to a higher purchase price in the future; on the contrary, when the expected price
increases, retailers remain willing to order more products to increase sales quantity. Sec-
ond, the market gives a lot of attention to the same competitive products, and customers
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have many choices to choose from. A price decrease will attract customers to buy the
product and thus generate increased sales.

Furthermore, how to utilize the findings of the study to allocate a product to a suitable
model is an important concern. This allocation activity can simply use the following three
sub-steps: First, select the target product. Second, classify this product into an appropriate
line type (i.e., SGP, DP, IGP, or SSP) based on the SGR (Harrell & Taylor, 1981) and a
property of specific activities on particular days. Third, select a suitable model (i.e., FTS,
ES, MA, or RA) as a forecasting method that corresponds to this product based on the above
findings and Table 22. Following the above three sub-steps, we can simplify and standardize
the proposed hybridmodel and effectively learn the seven findings yielded from the empirical
evidence. Thus, it is worthy of further exploring the issue of the applicability of these findings.
Theoretically and practically, the proposed model has no need to further train data if it has
a similar product line type in the same traditional manufacturing industry; however, it is
necessary to re-train and re-test the data for the proposed hybrid model if it is employed in
other application fields or other industries.

Regarding the impact of implicit experiences on management from a perspective, the
study highlights the following three valuable lessons learned and presents a summary of the
core titles.

(1) Defining clear and objective forecasting methods for sales forecasts: To overcome over-
stock or out-of-stock conditions caused by a manager’s subjective forecasting, it is
necessary for L-Company to use the proposed model in its sales forecasting plans to
control and manage inventory strategies seriously. Therefore, it is important for a man-
ufacturing company to have a clear and objective means of modeling an optimal sales
forecastingmodel and identifying the decisive key factors for effective decision-making.

(2) Each product has a suitable prediction method: There are thousands of types of prod-
ucts; however, different products have different characteristics and thus require different
management methods. The study therefore provides suitable prediction methods for an
appropriate case of homogeneous products to predict sales quantities more accurately
for L-Company. The proposed model provides L-Company with sufficient information
to sell potential commodities at the right price, in the right place, at the appropriate time,
and in the appropriate quantity.

(3) Attention to variables affecting sales volumes significantly: The variables of three key
trends for season, price, and promotion can potentially affect sales quantity, particularly
price. Price affects sales quantity significantly in most product lines. More interestingly,
key variables occasionally affect sales quantity positively but occasionally affect it neg-
atively due to the properties of product lines. Thus, it is a requirement for L-Company
to categorize its product line types properly. A reasonable explanation for this issue is
based on differences in product type. L-Company should focus more on setting correct
forecasting models for product lines based on the empirical results of this study.

5.2 Discussions

In this study, six meaningful issues, including two additional methods of classifying types
of product lines for L-Company in the future, a problematic issue for making decisions,
sustainable business management under a circular economy, strengths and rationality of the
proposedmodel, innovative contribution of industry application, and a significant challenge of
corporate social responsibility (CSR), with their abstract summary, can be further addressed
and discussed, respectively.
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(1) Two additional methods: First, except for the SGR, product life cycle and sales fre-
quency can be good alternatives for contributing to this classification. Second, choose
the representative products by a specific classification principle, such as rare materi-
als or new items, as a practical research objective. Moreover, the gap in sales quantity
between peak and low seasons is enormous in the manufacturing industry; nevertheless,
Taiwan’s birth rate has become one of the lowest in the world in recent years, which has
become a serious problem for future development. For the above reasons, overall sales
for domestic consumption have decreased for years, in particular in 2015. L-Company
now faces serious challenges. To solve these emerging challenges and problems, L-
Company must make flexible use of the proposed model and its empirical results to
match production-sales behaviors completely and simultaneously consider and use dif-
ferent marketing strategies, such as cross-industry collaboration and group buying, to
promote its products. This promotional strategy can also increase company and prod-
uct reputations simultaneously. Although this research cannot measure how marketing
methods affect sales quantity, this study considers this activity a key variable that affects
sales quantity. Issues involving marketing methods influencing sales quantity can be
explored in future studies.

(2) A problematic issue for making decisions from managers: Although this study has pro-
vided four forecasting lines (SGP, DP, IGP, and SSP) conducted by the collected data
of case L-Company and used different models to predict them, this study will face a
dilemma of decision-making for future sales if the manager "cannot" make sure which
line will occur (four possible lines may happen) in the next season or next year and
employ a proper model to forecast it. Although the dilemma may have a problematic
issue for sales and production managers, the traditional manufacturing industry always
has a higher probability of making some basic daily necessities or some basic com-
ponents and parts for further use by upstream and downstream industry chains or end
customers than other industries, and basically, the product line will have a sustainability
of requirements, production, and consumption for the case company. Thus, the case
study has very few problems causing decision-making difficulty; reversely, sustainable
manufacturing under sustainable development goals (SDGs) with a consideration for
circular economy is really a crucial concern for the case study of L-Company.

(3) Sustainable business management under a circular economy according to the empirical
results: For this topic of sustainable business management and the empirical results of
this study, there are three main directions determined for discussion and improvement.
(a) It is necessary to define the circular economy. A circular economy can be one of the
renewable systems to reduce the amount of used and disposed resources in the natural
environment, finally reaching the highest goal of zero waste. From the perspective of the
well-use of limited resources, it is a better solution to turn a directional linear economy
(i.e., take→manufacturing→ use→ dispose) into the recycling of a circular economy
(i.e., materials→manufacturing→ product→ use→ recycling), which can effectively
and significantly reduce the rate of resource waste. (b) For the traditional manufacturing
industry, the issue of sustainable manufacturing is the better use of manufactured prod-
ucts via circular economy-based processes to maximize the use of limited resources and
natural energy and minimize the negative effect on the environment. (c) As mentioned
above, for the good use of the goals of sustainable manufacturing under the circular
economy in the case study of L-Company, two crucial benefits are identified. First, it is
suggested that the higher the probability of prediction for the proposed hybrid model,
the better the key target achievement for sustainable manufacturing and sustainable
business management under a circular economy for L-Company. In particular, in the
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case study of the company, the current use of managers’ artificial subjective predictions
makes the differences between actual and predicted values too large, becoming a waste
of overstocking with overtime, which results in a gap unable to obtain the intended goal
of the ESG’s sustainable development and sustainable business management (Yu et al.,
2023) and exempting from all waste as soon as possible. Thus, it is clear and implied
that the proposed hybrid model can just provide a key advantage in bridging this gap.
Second, given the above concerns, for promptly achieving the case of good corporate
governance in order to achieve the top goal of sustainable business management under
a circular economy, it is implied and also suggested that the ES method or MA method
can be used for the SGP line, the RA(2) method with a decisive key factor of enrollment
numbers is better used for the DP line, the ES method is more suitable for the IGP line,
and the MAmethod is used for the SSP line more than the MS method. Thus, this study
makes a strong recommendation against the use of the MS method, which cannot be
used for sales forecasting in the future.

(4) Strengths and rationality of the proposed model: Two directions are addressed for the
strengths and rationality of the study objectives. (a) For Industry 4.0, some new technolo-
gies, such as machine learning and AI techniques, are used to completely integrate and
improve the manufacturing process of a company throughout its production operations
for the advantages of smart production innovation goals. In taking into consideration
Industry 4.0, this study has used machine learning techniques, including FTS, ES, MA,
andRA, to effectively identify four representative products with the strengths of simplic-
ity, usability, applicability, and justifiability from the practical results of experiencing the
proposed hybrid model. (b) Productively, we can learn from empirical results, evidence-
based practice, research findings, and management implications to benefit from the
proposed hybrid model for the traditional manufacturing industry, which provides the
rationality to motivate this study in using a variety of time-series models and to highlight
the practical outcomes of the case study.

(5) Innovative contribution of industry application: In particular, the motivation of the study
was to organize well techniques to provide sales ‘applications’ that can meet expecta-
tions for a specific function and to properly identify suitable forecasting models that
increase performance for industry applications. This novel approach was not the sole
objective in this study; instead, the ‘industry applications’ of the key advanced predic-
tion techniques and the methods that were used were primarily intensified to improve
forecasting accuracy. Although the methodology used in this research is not new, orig-
inal, or an impressive technique, the proposed hybrid model has undergone a new trial
in the manufacturing field with satisfactory results for L-Company and other interested
parties. Thus, this research contributed to the integration of appropriate models in plan-
ning as a feasible method with industry innovation to explain sales information and to
mine hidden information and knowledge from the collected four datasets.

(6) A significant challenge in CSR, accompanied by new technological improvements:
Although the rapid development of new technology, such as machine learning, the
internet of things, or artificial intelligence, achieves positive performance and accom-
plishment for people, it is relative to negatively causing pollution of the environment
and damage to the Earth from the industrial sector; that is, technological development
implies collaterally considerable destruction to directly impact the environment. Thus,
exploring and facing their social responsibility to industries while benefiting sustainable
business management is another meaningful challenge. In particular, it is expected that
the possible drawbacks of technological improvements for society should be confronted
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by businesses and decision-makers through some strategies, such as Industry 5.0, Soci-
ety 5.0, and responsible research and innovation (RRI), and any successful industrial
policy is also expected to follow such strategies to relate how the industrial models can
help solve society’s difficulties when adopting new technologies. Moreover, according
to the study of Isik et al. (2023), it is indicated that the use of new technologies in Indus-
try 4.0 is to mainly highlight the quality improvements and cost advantages over the
manufacturing process, but it doesn’t care about social and environmental effects; thus,
Industry 5.0 just bridges this gap. Industry 5.0 has a compounded set of strategies: one
solution brings the new technologies to create competitive advantages for industries,
and concurrently, another solution provides the transformation process for society and
the main operations to lessen the detrimental results of climate change and to simulta-
neously devote sustainable development. Besides, Society 5.0 has the core purpose of
expanding and transforming the digitalization of economicmanufacturing tomeet social
challenges like the aging society’s needs; more importantly, the activities of RRI just
support seamless integration in the transformation of Industry 4.0 into Industry 5.0, and
the RRI opportunelymatches an instrumental role between Industry 4.0 and Industry 5.0
strategies (Isik et al., 2023). Thus, these issues should be a key priority for L-Company
to achieve sustainable business management.

5.3 Research contributions

The study offers an alternative approach to analyzing sales experience for L-Company and
uses the benefits of the proposed hybrid model for academicians and practitioners, with
empirically useful outcomes from the four product line datasets. Although this study is not
the main concern of innovation technique, we have successfully organized a hybrid method
of four forecasting models just for four different characteristics of product lines and just
provide a good case of application research; in particular, such a hybrid model suitable for
traditional manufacturing industry is yet to be seen in reviewing the limited references. Thus,
this study has innovative industry application research with an applicable contribution. In
general, the research contribution can be highlighted in the following six directions with its
main heading abstract.

(1) Savings—a cost–benefit analysis: By constructing four hybrid sales forecasting models
to address the issues with cost savings, the ’manufacturing application’ focus of this
research was to prevent the squandering of manufacturing resources and properly com-
bine and reconcile the flexible use of technological and artificial methods with efficient
operating performance formanagers. The study conducts a forecasting analysis for prod-
uct sales information, and the empirical results prove that the proposed hybrid model
is convenient and accurate with its use of historical sales data for predictive decision-
making. Thus, they can effectively reduce the costs of inventory for L-Company.

(2) A new architecture and trial: This study supports an advanced sales forecasting approach
and technique that reflects a new architecture and trial for improving sales forecasting
accuracy (or error rate) in manufacturing services for managers and their suppliers and
customers.

(3) Identifying the determinants influencing sales quantity: The application of such a hybrid
forecasting model based on linear RA to identify the determinants influencing sales
quantity has been limited in the literature for L-Company until now.
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(4) Rare experience in the real-life dataset describing manufacturing fields: This study
further explores the relationships between forecasting models and product lines, which
were rarely examined based on real-life datasets in previous studies.

(5) Benefits of aiding decision-making policy: Importantly, analysis of the behavioral dif-
ferences (Figs. 5, 6, 7, and 8) between actual sales value and predicted sales value is
important for experiments when using the proposed model for the practical purposes
of decision-making policy. The differences between the achieved accuracies of the pro-
posed model have been disclosed, which is a benefit for aiding decision-making policy
for managers. Practically speaking, the four forecasting lines represent the four product
types. Managers determine the type of product based on past (or last season) sales for
the product and then produce the forecasted quantity based on the appropriate forecast-
ing method from the proposed model. This study offers decision-making significantly
more effective than a manager’s subjective decision-making for future sales because
a manager can ensure which line will occur based on last-season sales and employ a
proper model to forecast it.

(6) Bridging the knowledge gap: Empirically, none of the differences distorts the experi-
mental results in favor of the constructed sales forecasting models in this study. From
the limited literature, the knowledge gap concerning the identification of sales quantity
and related factors of forecasting models between sales managers and production man-
agers and their customers remains to be identified; thus, this study just fills the gaps for
L-Company.

According to the contributions mentioned above, this study highlights the importance of
these factors and provides a rationale for the proposed hybrid model.

5.4 Research limitations

This study makes the following six directions of core research constraints with a key abstract
summary for the proposed hybrid model, which restrict the general reference range and use:

(1) Constraints of company and industry: The data used in the four product datasets are
limited to a specific Taiwanese real database; thus, further investigations are needed
to verify whether the results reported here are suitable for applications in additional
companies and countries and whether the proposed model can be used in generalized
applications in other companies or industries.

(2) Constraints of scale and time period of data: Re-training and re-testing of the experi-
mental datasets is also necessary due to the limited case when applying the proposed
model to different scales and time periods of data, such as regional or district companies
vs. international companies, and different years due to potential changes in the industry
environment, respectively.

(3) Constraints of background knowledge: Users of the models must understand the appro-
priate sales terms and background for the pre-selected conditional and decisional
attributes determined in real situations.

(4) Constraints of professional data: Forecasting methods must be more tailored to various
features of data to make an informed model selection when encountering a few data
points or when new data is available.

(5) Constraints ofmethods: In addition, the proposedmodel is limited to the four forecasting
methods, FTS, ES,MA, and RA, and it is needed to re-model the proposed hybrid model
if the new components are inserted and used.
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(6) Constraints of implementation challenges: When we implement the proposed hybrid
model, two types of challenges are encountered, including data problems and back-
ground problems. (a) The first challenge includes the difficulty problems of data
collection, the correctness problems of data, and personnel errors in work, causing sub-
jective identification of personnel to overwhelm objective model predictions. (b) For the
second challenge, when we face possible changes in future background environments,
such as influencing variables like the COVID-19 pandemic or industrial upgrades for
future Industry 5.0, they can distort the prediction results of the proposed hybrid model;
thus, timely adjustment or the addition of new impact variables for the proposed hybrid
model is imperative.

6 Conclusions and future directions

This section majorly describes the related issues, including conclusions, policy implications,
and subsequent research, concerned with all the study results.

6.1 Conclusions from the study results

Given the important results, the study conclusively addresses four main areas of analytical
outcomes with critical abstract explanations to interested parties for beneficial concerns in
inspiring constructive references as follows:

(1) AI-based machine learning modeling techniques for overcoming real-life problems:
According to the study of Sarker (2022), a comprehensive review of the principles and
capabilities of “AI-based modeling” has an important role in developing an intelligent
system for solving various real-life industry application problems, such as manufactur-
ing, health care, and financial management, particularly for addressing the current era
of the Fourth Industrial Revolution (called Industry 4.0) in the manufacturing industry.
Overall, this paper provides an effective guide for AI-based machine learning modeling
techniques to address various real-life scenarios and apply applicable values to decision-
making processes for academics and practitioners. With the above AI-based modeling
methods, various types of AI are applied to upraise and carry out the capabilities of an
application and intelligently sustainable operatingmanagement under the background of
circular economy (Wan et al., 2023); optimal sustainable intelligence can match specific
operating management achieved in the benefits of achieving environmental, economic,
and cost-efficiency to facilitate amore optimal decision-making process in order to reach
a circular economy and sustainable business resources (Wen et al., 2023). Thus, it is a
valuable issue to effectively use intelligent tools for processing and overcoming real-life
problems in a wide industry, particularly the traditional manufacturing industry.

(2) An alternative practical industry application case: In Taiwan, the traditional man-
ufacturing industry has encountered the following problems: a low birth rate, a
sustained economic recession, and the effects of prevailing advanced information tech-
nology, particularly for the COVID-19 pandemic outbreak. These serious problems are
related to a rapidly declining demand for traditional products. To break through the
above limitations, a manufacturing company expects to adopt new strategies effectively,
such as enhancing promotional activities, adjusting sales prices, and developing creative
products, to meet customer requirements and further increase sales quantity. Thus, the
above potential factors and new strategies should be considered for the future of sales
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forecasting processes by L-Company to obtain better predicting performances than past
subjective experiences for managers. This study is of importance to empirically explain
the proposed model and provide a better understanding of how to address the related
issue of sales forecasting for the decision analytics approach. This study has used prac-
tical sales data with four product lines: steadily growing, declining, irregularly growing,
and special sales. L-Company evaluated the forecasting performance of the proposed
model as an empirical case for a variety of big data application analytics. The empir-
ical results indicated that the study performed satisfactorily and was a successful case
study to provide the manufacturing industry with a useful reference to identify a suit-
able forecasting method to model sales quantity forecasting processes and accurately
identify the decisive determinants. This study can be considered an alternative to and a
good example of a complete sales forecasting model that is more accurate for arrang-
ing feasible back-end production units of demanded quantities in advance. Although
this study does not propose a real novel approach, it has a new structure and trial to
support ‘sales applications’ with a significant experience of alternative approaches to
well-formed key and advanced techniques and to address themain purpose of the need to
adapt forecasting models for different product lines showing different behaviors to par-
ticular L-Company needs. Subsequently, the study focuses on seven important findings
and three managerial implications, with good business case use of these models from
the sales forecasting application field in the traditional manufacturing industry from big
data application solutions of the decision analytics approach.

(3) Five important recommendations: Based on the conclusive and significant management
implications of the implied empirical results, this study offers the following five recom-
mendations: (a) Set an alternative to objective forecasting methods for sales quantity
forecasting. The negative effects of inaccurate predictions often result in serious inven-
tory problems, causing business gains, losses, and cost increases. (b) Each product has
a specific property; thus, searching for an appropriate prediction model and a useful
manufacturing plan is necessary. If the prediction model can be reconciled with the
timing control of L-Company’s manufacturing items, the forecast can help the company
provide sufficient inventory to serve customers during peak seasons. (c) Be concerned
about the season, price, promotion, and enrollment number of elementary schools, which
affect sales quantity forecasting. (d) The empirical results and findings offer interested
parties useful information for future forecasting directions. (e) Moreover, as referred to
in two previous studies with objectives similar to those of this study, two conclusions
are formed. First, Kang et al. (2017) indicated that when evaluating the advantages of
different prediction models for well-studied time series datasets using time series tech-
niques with controllable characteristics, studying the unique strengths and weaknesses
of the methods for generalizing about robust performances with respect to diverse and
challenging issues is important. Second, Petropoulos et al. (2014) showed that identi-
fying the key factors of the prediction accuracy of 14 popular prediction models and
combinations of them, seven time-series features, and one strategic decision on the fore-
casting horizon is influenced by a variety of data characteristics, such as for fast-moving
data, for intermittent data, and for all types of data.

(4) Seeking a suitable method for different product lines in the case of L-Company: Thus,
based on the advanced, previously mentioned identifications and the empirical results
in this study, it is concluded that no single forecasting method is perfect to match all
practical data because there are horses for courses (Petropoulos et al., 2014). We remain
unable to answer a very simple question: “Which one is the best method to use with
my data?” when discussing this topic with practitioners and researchers. In general,
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forecasting methods must exist that are more tailored to specific types of data, enabling
interested parties to select an informedmethodwhen facing new data.More importantly,
this study result is consistent with Petropoulos et al. (2014) for ’horses for courses’ in a
demand prediction method. This objective is significant when seeking a suitable method
for the products of different product lines at L-Company in this study. In addition, another
consideration to match the ideas of Industry 4.0 activity is that the components of the
proposed model consist of machine learning technology and conform to new traditional
industry applications for trending the concepts of new technologies; thus, this study has
a pace of opening up milestones on providing sales forecasting issues.

6.2 Policy implications

To further help rule the sales-production policy for decision-makers in the case ofL-Company,
four effective strategies are implied and identified according to this study’s performance
metrics and empirical results towards the sustainability of the ESG commitments as well as
CSR and RRI issues, as follows:

(1) The first strategy for ruling policy of decision-making is implied and defined that the
prediction method of MS artificial subjectivity for future sales forecasting should be
abandoned, and the objective intelligent time series method proposed from this study
should be adopted as a useful alternative for identifying characteristics of different
product lines.

(2) The second strategy is also implied by the fact that ruling the policy on promotion
activity is absolutely needed for the DP, IGP, and SSP lines; conversely, the promotion
policy is not a good strategy for the SGP line because it doesn’t work well. Moreover,
for the SGP and SSP lines, the pricing policy is effective and necessary; however, it is
ineffective and unnecessary for the others. Ruling the policy about seasonal variables
is efficient and effective only for the SGP line, and the others don’t have the effect of
improving sales forecasting.

(3) For achieving the goals of sustainable businessmanagement under a circular economy, it
is the last strategy that the company needs and continues to dedicate to seeking AI-based
decision support systems, such as art-of-the-state techniques, for further committing the
complete sales-production plans.

(4) For well-addressing sustainable business management for L-Company, it will be an
effective policy that the top management should positively face and adopt the CSR and
RRI issues from Industry 4.0 to Industry 5.0, and it should effectively follow efforts to
transform its existing production functions and sales methods into an organized, envi-
ronmentally friendly, sustainability-focused system to create a competitive advantage
by tempting consumers’ attention for a new feature of future challenges (Isik et al.,
2023).

6.3 Subsequent research

The study performs well with the four constructed methods to predict the four product lines.
Several directions and areas remain that can be extended and applied in future research.
These efforts can be expressed as follows: (1) Further conduct sales quantity work, apply-
ing different forecasting methods for various products. (2) It is a good solution to search for
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appropriately deformable models of ARIMA, such as ARMA-GARCH (autoregressive mov-
ing average-autoregressive conditional heteroscedasticity), SARIMA (seasonal ARIMA),
and SARIMAX (seasonal ARIMA with eXogenous factors), for addressing and identifying
different characteristics of the four product lines in the subsequent research, respectively. (3)
Identify different key factors that can affect sales quantity for a wide range of marketing pur-
poses. (4) Combine back-end production and logistics management into the proposed model
for production forecasting and inventory management predictions. (5) Apply the proposed
model to other industries, such as high-tech, biotech, andmedicine. (6) Extend this work with
various hybrid soft computing approaches in the form of applications for other sectors. (7) It
might be a feasible alternative to further merge more recently developed intelligent applica-
tion methods, such as the generative adversarial network (GAN)-based scheme (Zhang et al.,
2023b; Zhou et al., 2022) and the wavelet transform model (WTM) (Guido, 2022), into the
proposed hybrid model for addressing the related manufacturing forecasting problems. In
particular, the WTM has two sophisticated but useful types of categories: discrete wavelet
transform and continuous wavelet transform; thus, it can be widely used in a variety of indus-
trial applications. Moreover, due to the complexity and variety of experiments in this study
and according to the review of Guido (2022), we can understand that the WTM is a powerful
tool for identifying uncertain and random data in the classification application of time series
(e.g., ARIMA) and images, particularly for signal and video compression algorithms, which
can be well executed for the convolutional neural network (CNN) method; thus, it can be
further merged into the proposed hybrid model for further measuring its performance in the
future.
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