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Abstract
Environmental, Social, andGovernance (ESG) scores are quantitative assessments of compa-
nies’ commitment to sustainability that have become extremely popular tools in the financial
industry. However, transparency in the ESG assessment process is still far from being
achieved. In fact there is no full disclosure on how the ratings are computed. As a matter of
fact, rating agencies determine ESG ratings (as a function of the E, S and G scores) through
proprietary models which public knowledge is limited to what the data provider effectively
chooses to disclose, that, in many cases, is restricted only to the main ideas and essential
principles of the procedure. The goal of this work is to exploit machine learning techniques
to shed light on the ESG ratings issuance process. In particular, we focus on the Refinitiv data
provider, widely used both from practitioners and from academics, and we consider white-
box and black-box mathematical models to reconstruct the E, S, and G ratings’ assessment
model. The results show that it is possible to replicate the underlying assessment process
with a satisfying level of accuracy, shedding light on the proprietary models employed by
the data provider. However, there is evidence of persisting unlearnable noise that even more
complex models cannot eliminate. Finally, we consider some interpretability instruments to
identify the most important factors explaining the ESG ratings.

Keywords ESG ratings · Corporate social responsibility · Machine learning · Model
explainability

1 Introduction

Environmental, Social, and Governance (ESG) scores are the response of rating agencies
to the increase in demand for quantitative information capable of assessing a company’s
sustainable profile. ESG scores measure non-financial complementary information and aim
to increase the accuracy of performance forecasts and risks assessment for public and private
companies. In the last few years, sustainability ratings have gained more and more interest,
and they now play a crucial role in the world of Socially Responsible Investments (SRI).
Sustainability (2020) documents that 65% of investors surveyed use ESG ratings at least
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once a week. The main reason for this popularity is that they represent one of the few
instruments allowing investors to consider sustainable data in a simple and direct way. Even
though there are several possible strategies through which investors can integrate ESG pieces
of information in their sustainable portfolios, they all require great amounts of deep analysis
and specific data (Billio et al., 2021) which these ratings overcome.

ESG,Corporate Social Responsibility (CSR), SRI and sustainable investment are concepts
related to the integration of sustainable goals into business and investment decision-making.
While these terms are often used interchangeably, they have distinct meanings and implica-
tions. ESG refers to the three broad categories of criteria that are used to evaluate a company’s
performance, policy and risk profile. The term ESGwas officially employed for the first time
in UN Global Compact (2004). The study, endorsed by many popular institutions, develops
guidelines and makes recommendations on how to better integrate Environmental (E), Social
(S), and Governance (G) issues in all financial industry fields, from asset management to
regulation. The report aims to raise awareness among all market participants. The underly-
ing belief is that, in the globalized, interconnected, and competitive framework where we
operate, the management of ESG risks is an essential component for successful businesses.
Environmental pillar includes a company’s impact on the environment, such as its carbon
emissions, water usage or waste production. Social factors refer to the company’s impact on
society, including its treatment of employees, suppliers and local communities. Governance
pillar relates to the company’s management, e.g., its leadership structure and board diversity.
Therefore, ESG ratings are primarily used by investors to evaluate the sustainability of a
company’s business model and assess its long-term objectives.

CSR refers to a company’s actions to improve its impact on the society and the envi-
ronment, beyond its legal obligations. CSR includes a broad range of activities, such as
philanthropy, community engagement, and environmental initiatives. SRI and sustainable
investments are investment approaches that consider sustainability-related factors alongside
more traditional financial metrics (Billio et al., 2021). SRI and sustainable investment seek to
identify companies that are making positive contributions to the society and the environment
(positive screening), while avoiding those that have negative impacts (negative screening).
Sustainable investment strategies can also include screening companies based on specific
ESG criteria, for instance investing in companies that have strong ESG performance relative
to their peers. Sustainable investors may use a variety of metrics to evaluate investments,
including ESG factors and the United Nations’ Sustainable Development Goals.

In summary, ESG is a set of criteria used to evaluate a company’s performance and risk
profile, while CSR refers to a company’s voluntary actions to improve its impact on society
and the environment. SRI and sustainable investment are investment approaches that consider
ESG and other factors to identify companies that are making positive contributions to the
society and the environment, and to generate financial returns while doing so.

Similar to how credit ratings enable investors to screen firms based on their creditworthi-
ness, ESG rating agencies provide investors a tool to evaluate companies’ ESG performance.
However, these two are fundamentally different. Firstly, ESG performance is still a nebulous
notion, whereas creditworthiness is very clearly defined as the risk of default of a com-
pany. Secondly, ESG reporting is still in its infancy, while financial reporting standards have
already been developed and harmonized over the previous century. Despite most relevant
companies providing some form of ESG disclosure, there are still competing reporting stan-
dards, and none is still considered as a benchmark globally. Among other projects, the Global
Reporting Initiative1 promotes sustainability reporting by defining a comprehensive view on

1 https://www.globalreporting.org/standards/.
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a company’s material issues, impacts and management; the United Nations Global Com-
pact2 encourages businesses to adopt environmentally and socially responsible policies and
to report on their implementation; the OECD Principles for Corporate Governance3 are a set
of standards for evaluating and improving the corporate governance. Finally, with a more cir-
cumscribed influence, the EU taxonomy4 represents one of the most advanced classification
systems which establishes a list of environmentally sustainable economic activities.

The great rise in ESG interest gained momentum during the 2008–2009 financial crisis,
during which firms with higher social capital exhibited stock returns that were several per-
centage points higher than firms with low corporate social responsibility intensity (Lins et
al., 2017). The rising ESG consciousness observed worldwide quickly brought a wave of
research studies analyzing the impact of ESG-related risks on financial markets. On the the-
oretical side, in Pástor et al. (2021) and Pedersen et al. (2021) an extension of the traditional
Capital Asset Pricing Model (CAPM) is introduced. Investors act in a traditional efficient-
frontier framework and they include ESG-related information in their portfolio composition
stage. Empirically, several studies find evidence of an impact (still weak) of ESG information
on the financial market. Pelizzon et al. (2021) employ a quasi-natural experiment to prove
the presence of a transitory price pressure on stocks lead from an incorrect assessment of
some investors about the meaning of the change in ESG ratings. Berg et al. (2022a) study the
impact of ESG rating changes in the ownership of mutual funds with dedicated ESG invest-
ment strategies. The authors find a correlation between rating upgrades and downgrades and
stocks’ long-term returns. They also show that companies correct their behaviors, after being
downgraded, only for what concerns the Governance pillar score, concluding that, while ESG
ratings seem to have an impact on financial markets, their effect on the real economy is still
limited.

Lin et al. (2019) discuss the effect of CSR on Corporate Financial Performance (CFP),
measured by three different economic metrics: Return on Equity (ROE), Return on Assets
(ROA), and Return on Invested capital (ROI). The results show a negative link between CSR
and CFP, supporting the idea of a trade-off between committing to the realization of ESG
objectives and optimizing the firm from the economic point of view in favor of shareholders.

The lack of clarity and common definitions characterizing the world of sustainable invest-
ments, which causes weak or even heterogeneous results in unveling the financial influence
of ESG ratings, reflects also in the methodology exploited in the ESG issuance. Each data
provider has developed its own ESG rating system with its specific characteristics, which
translates into different sustainability assessments for the same companies. Berg et al. (2022b)
document significant divergences in the ESG ratings of five major data providers and they
identify three specific sources of divergence: scope, measurement, and weight. Scope diver-
gence is due to what each rater deems to be the sustainable themes to include in the screening
process. Measurement divergence concerns the set of indicators the data provider selects to
assess the firm’s quality for each pillar. Lastly, weight divergence regards discrepancies in the
importance attribution mechanisms of the different agencies, meaning that rating agencies
take different views on the relative importance of attributes. They find that measurement
divergence is responsible for more than half of the overall discrepancy and that scope and
weight are moderately less relevant, yet definitely non negligible. Similar results are dis-
cussed in (Billio et al., 2021). The authors show that the disagreement on characteristics,

2 https://unglobalcompact.org/.
3 https://www.oecd.org/corporate/principles-corporate-governance/.
4 https://finance.ec.europa.eu/sustainable-finance/tools-and-standards/eu-taxonomy-sustainable-activities_
en.
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attributes and standards in defining E, S, and G components leads to heterogeneous ESG
assessments across different rating agencies and, additionally, this lack of common results
disperses the effects of ESG investors preferences on asset prices.

Considering ratings coming from different data providers, Berg et al. (2021b) analyze
how ESG performance affects firms’ stock returns, considering and adjusting for the noise
and the confusion presented in the ESG information published by rating agencies. They find
a positive correlation between a firm sustainable performance and expected stock returns,
and they conclude that, in the investment decision process, it is better to consider several
ESG ratings simultaneously, since, despite the different levels of noise, the data that different
agencies provide is still informative. Bams and van der Kroft (2022) address the problem
of ESG information asymmetry, highlighting consequent incentives for rating inflation and
showing that ESG-rating-based portfolios are less sustainable than the market portfolio.
They underline the tendency of sustainable investors to rely on third-party ESG ratings
for their investment and divestment decisions, arguing that this phenomenon, together with
the significant information asymmetry that comes from the unstandardized nature of ESG
disclosures, incentivizes firms to artificially inflate their sustainability ratings obtaining a
lower cost of capital. The authors explain that this can be achieved by reporting very optimistic
future performance promises without really committing to realizing them. In support of this
thesis, they show that ESG ratings are extremely sensitive to improvements in firms’ future
performance estimates, typically ambitious and hardly achievable, to the point that they are
negatively correlated with companies’ actual sustainable performances.

The lack of a common framework severely questions the reliability and effectiveness of
ESG ratings as measures of corporates’ sustainable performances and as tools for socially
responsible investment decision-making, addressing a call for action to policy makers to
build a standardized regulatory framework for sustainability disclosures and assessments.

In addition to the aforementioned controversies about the ESG framework as a whole,
the main problem preventing investors and policymakers from having an effective way to
precisely assess the reliability of the aggregation process exploited to determine ESG scores
is the lack of transparency concerning the rating system. Rating agencies issue ESG scores
through proprietary models which public knowledge is limited to what the data provider
effectively chooses to disclose, that, inmany cases, is restricted to themain ideas and essential
principles followed in the rater’s methodology, whose structure is specific to the considered
agency. Due to this reason, the rater’s algorithm can be considered a black-box model which
inner working is unclear.

This work wants to contribute to the existing literature and proposes a tool for the solution
of the transparency problem, unveiling, understanding, and explaining, through machine
learning methods, the model that is exploited by data providers to issue ESG ratings.

To the best of our knowledge, there are no academic research papers relating machine
learning methods and ESG ratings to uncover the proprietary algorithm exploited in the
score issuance process, even thoughmachine learning has been applied in several ESG-related
studies. D’Amato et al. (2022) apply random forests algorithms to predict companies’ ESG
scores from structural financial data as balance sheet items. De Lucia et al. (2020) move on
the opposite direction, predicting companies’ ROE and ROA from ESG indicators. Zanin
(2022) analyzes with statistical and machine learning methods the impact of firms’ ESG
scores on credit ratings.

In this work, we consider the Refinitiv data provider, and we construct algorithms able to
replicate and predict Refinitiv’s ESG scores, considering both fully explainable models (the
so-called white-box) as well as machine learning black-boxmodels.We start from the overall
set of ESG granular data points collected by the data provider and apply simple regression
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models, like Ridge and Lasso regularization, and black-box models, like Random Forest and
ArtificialNeuralNetworks (ANN), to predict companies’ individual E, S, andG sustainability
ratings. Notice that the Refinitiv’s proprietary model changes for different industrial sectors
for the E and S pillars, and it changes in theG depending on the firm’s country.More precisely,
for E and S, we analyze the ‘Financial and Insurance’, ‘Manufacturing’, and ‘Information &
Professional, Scientific, and Technical Services’ sectors, while for the G pillar we consider
the United States of America, European, and Chinese geographical regions. Then, we address
the problem of acquiring a thorough understanding of the Refinitiv ESG score assessment
model. We apply the Shapley Values model explainability technique to recover a general
understanding of the algorithm and to interpret specific companies’ ratings. In the end, we
show that machine learning models are able to predict Refinitiv ESG scores if trained with a
suitable selection of features, and that it is possible to understand and explain, from a general
point of view, the behavior of the proprietary model.

The remainder of the paper is structured as follows. In Sect. 2, we introduce and describe
Refinitiv ESG scores, explaining what is known about the assessment process. In Sect. 3, we
report in detail our replication methodology, providing a thorough description of the machine
learning models we applied, the data, and the preprocessing stage. The replication results
are reported in Sect. 4. Section5 concerns the problem of model explainability. In Sect. 6, we
conclude the paper analyzing, interpreting, and explaining our results.

2 Refinitiv ESG scores

Refinitiv is one of the major data providers in the financial world. Its ESG data have been
analyzed by more than 1500 academic research papers (Berg et al., 2021a). Originated from
a rebranding of Thomson Reuters’ Financial & Risk business in 2018, Refinitiv’s ESG data-
set, as well as Refinitiv’s ESG scores, were initially constructed and defined by ASSET4,
a company acquired by Thomson Reuters in 2009, that was one of the firsts to gather and
analyze environmental and social pieces of information. Refinitiv ESG data cover over 80%
of the global market cap, providing information on over 12,000 public and private companies
(Huber et al., 2017; Refinitiv, 2022).

Refinitiv ESG ratings are percentile rank scores, ranging from 0, the worst possible score,
to 100, the best possible score. They are designed to objectively measure a company’s rela-
tive ESG performance, commitment, and effectiveness. Refinitiv argues that its sustainability
ratings are completely data-driven, effectively balanced to take into account the most mate-
rial industry metrics and adjusted to compensate for transparency and market cap biases
(Refinitiv, 2022). Refinitiv scores are based only on company-disclosed data available on
their websites, reports, media, and news (Billio et al., 2021; Refinitiv, 2022).

Even though ESG scores change primarily once a year, when the company sustainability
report is disclosed, they are updatedweekly and remain subject to changes for five fiscal years
before being marked as definitive (Refinitiv, 2022). This data rewriting process is partially
due to company restatements and data corrections, but also to changes in the aggregation
rule applied by Refinitiv itself. Berg et al. (2021a) provide thorough documentation of this
phenomenon, showing that the most significant rewriting source appears to be the second
one. They also show that the rewriting process, due to methodological changes in the rating
attribution, introduces in the data-set a positive correlation between ESG ratings and firms’
stockmarket performances that cannot be observed in the original information set. Moreover,
it is not always clear to which time extent these changes can prolong since the declared cut-off
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Fig. 1 Refinitiv ESG Scores, source: Refinitiv (2022)

period was only 3 years before February 2021 and it was changed later to five. They conclude
by arguing that this ongoing phenomenon plausibly comes from the agency’s incentive to
retroactively strengthen the link between its ESG scores and financial returns.

It must be noticed that the overall Refinitiv ESG score is determined by the combination of
the three individual pillars (E, S, andG) forwhichwe also have a quantitative percentile rating.
These scores are computed relatively to the framework in which the company is operating;
they are not and should not be intended as absolute scores. This relative computation is
not performed in the same manner across the three factors. The Environmental and Social
pillar scores are determined through the comparison with industry peer companies, whereas
the Governance pillar score is obtained relatively to the firm’s country of incorporation. In
our attempt to replicate and understand Refinitiv ESG Scores we will consider these three
pillars separately and set up specific models to take into account the differences in treatment.
Moreover, as stated in (Refinitiv, 2022), scores are computed with algorithms adjusted for
each industrial sector for the Environmental and Social pillar, and for each country for the
Governance pillar, see Sect. 3.2.

Refinitiv ESG Scores are the result of the aggregation of 186 selected metrics, selected
frommore than 630 data points, to power the model with the most comparable and significant
information per industry, as summarized inFig. 1a. The aggregation rule effectively considers,
for each sector, only a subset that goes from 70 to 170 of the 186 variables. Therefore, each
subset contains the features for our learning models, i.e., the inputs of the white and black-
boxes, while the E, S and G scores are the output that the models have to learn. Notice
that the values of all the features are given by the data provider, while the formulas which
compute the scores starting from the features is not fully publicly disclosed, therefore our
interest in considering learning models to shed light on it. These features are grouped into
ten categories, which are associated to the three pillars E, S, and G, and represent the scope
for which the single data have been considered in the sustainable screening model, as it is
represented in Fig. 1b. In all the tests we consider the 2021 E, S and G scores.
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3 Methodology

We approach the problem of discovering the model underlying the sustainability ratings
assessment by constructing and optimizing multiple machine learning regression algorithms
to replicate the scores of the underlying model with the best possible accuracy.

In themodeling phasewe initially consider simplewhite-box algorithms, like linear regres-
sionmodels, k-nearest neighbor algorithm, and decision trees, and thenwemove to black-box
algorithms, like random forests and ANNs. In all the models, the learning process consists
of the minimization of the Root Mean Squared Error (RMSE) on a training set, measuring
and comparing models’ performances onto an independent test set. To be able to work with
the great amount of data and to overcome the problems of missing values, zero-variance
predictors, and redundant features, we first perform a substantial preprocessing stage.

In the following, in Sect. 3.1 we deal with the considered white- and black-box algorithms,
as well as with the interpretability tools, necessary to understand the functioning of the black-
box tools, while in Sects. 3.2 and 3.3 we present the data-set we worked with, and how data
has been preprocessed, e.g., how we deal with missing values.

3.1 Modeling

We exploit several regression algorithms5 among the most used in supervised learning, a
subcategory of machine learning and artificial intelligence where data-sets are used to train
algorithms to predict outcomes (in our case the E, S, G scores) accurately. We deal with
white-box models, that is simpler models such as linear regression and decision trees which
usually provide less predictive capacity and are not always capable of modelling the inherent
complexity of the data-set, e.g., feature interactions, being however significantly easier to
explain and interpret, and with black-box models, such as neural networks, and boosting or
ensemble models, that often provide great accuracy. The inner workings of this last class of
models are however harder to understand, and it is necessary to use interpretability algorithm
to try to explain their functioning, e.g., estimate the importance of each feature on the model
predictions. For an introduction to the consideredmodels and the interpretability of black-box
models, we refer to Hull (2021).

Among the models, we first of all consider the linear regression, as well as Lasso and
Ridge regressions, which can be considered as L1 and L2 penalized version of the linear one.
Given a data-set with n observations, each one consisting of p features, xi j , i = 1, . . . , n,
j = 1, . . . p, and an output yi , i = 1, . . . , n, the linear regression models takes the form

yi = β0 + β1xi1 + β2xi2 + · · · + βpxip + εi ,

εi being the error term. The computation of the coefficients β0, . . . , βp is done through the
least-square method, i.e., minimizing

1

n

n∑

i=1

ε2i = 1

n

n∑

i=1

(
β0 + β1xi1 + β2xi2 + · · · + βpxip − yi

)2
.

5 We use the Keras’ Scikit-learn library for Python.
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The Lasso and Ridge regression are L1 and L2 penalized version of the linear one due to the
introduction of penalizing terms, that is, the function to be minimized is

1

n

n∑

i=1

(
β0 + β1xi1 + β2xi2 + · · · + βpxip − yi

)2 + λ

p∑

i=1

|βi |

for Lasso,
1

n

n∑

i=1

(
β0 + β1xi1 + β2xi2 + · · · + βpxip − yi

)2 + λ

p∑

i=1

(βi )
2

for Ridge regression.
These models are white-box algorithms, i.e., fully explainable. Their inner working is

very straightforward: the model’s outcome is computed through a weighted sum of each
sample’s features. Therefore, the model’s explanation can be obtained directly from the vari-
ables’ weights β0, . . . , βp exploited in the algorithm. However, linear regression is prone to
overfitting in case a large number of regressors (the features) is considered. Ridge regression
prevents overfitting, increasing bias (but lowering variance). Lasso regression is designed
to select features by shrinking coefficient towards zero due to its penalization term; how-
ever Lasso selects only one feature from a group of correlated features, the selection being
arbitrary. This does not impact on the predictability power of the algorithm, but on its inter-
pretability, if not coupled with ad-hoc methods, see, e.g., Wang et al. (2019). This is the
reason why we do not use Lasso for interpretability in our analysis, but we only consider its
predictive ability. We refer to (Hull, 2021, Chapter 3) for details.

Among supervised machine learning white-box models, we deal with neighbors regres-
sion, that assigned to a firm a score based on the mean of the scores of its nearest neighbors,
the distance between the firms being computed according to a predefined norm. The main
problem of this method is the curse of dimensionality, since it works well if the number of
features is not large.We refer to (Hull, 2021, Chapter 2) for details.We also consider decision
trees, that predict the score variable by learning simple decision rules inferred from the data
features. Decision trees are simple to understand and to interpret, trees can be visualized, see,
e.g., Azzone et al. (2022), however this method is prone to overfitting, creating over-complex
trees that do not generalize the data well, see (Hull, 2021, Chapter 4) for details.

To improve the ability of algorithms to predict scores, ensemble learning models are
considered, where multiple models (often called “weak learners”) are trained to solve the
same problem and combined to get better results, at the cost of losing the explainability of the
predictions (that is why they are referred as black-box algorithms). Among ensemble models
we deal with random forests, based on the bagging ensemble, that is the score is computed as
a mean of the scoring of several small decision trees, each one trained exploiting a random
subset of firms and a random subset of features, and the boosting Ada regression, where
subsequent weak learners are tweaked in favor of those instances (in our case the firms)
having a large prediction error by previous learners. We refer to Dietterich (2000) for a
review of ensemble algorithms.

To conclude, we consider ANNs, inspired by the biological neural networks that constitute
human brains. An ANN is based on a collection of connected units or nodes called artifi-
cial neurons. Each connection can transmit a signal to other neurons. An artificial neuron
receives signals, processes them, and sends the processed signal, that is, its output, to neurons
connected to it. The signal is a real number, and the output of each neuron is computed by
some non-linear function of the sum of its inputs. The connections are called edges. Neurons
and edges typically have a weight adjusted as learning proceeds. The weight increases or
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Table 1 Regression models and hyperparameters values

Model Hyperparameters

LinearRegression None

LassoRegression λ ∈ {0.00001, 0.0001, 0.001, 0.01, 0.1, 0.2, 0.4, 0.6, 0.8,1}
RidgeRegression λ ∈ {0.01, 0.1, 0.5, 1, 2, 10, 20, 30, 100}
KNeighborsRegressor n_neighbors ∈ {5, 10, 15, 20} and p ∈ {1, 2, 4, 8, 10}
DecisionTreeRegressor max_depth ∈ {5, 10, 15, 20}, min_samples_leaf ∈ {1, 2, 5},

and min_samples_split ∈ {1, 2}
RandomForestRegressor n_estimators ∈ {200, 400, 500}
AdaBoostRegressor n_estimators ∈ {200, 400, 500} and

learning_rate ∈ {0.001}
For details on the hyperparameters, we refer to Appendix C in the supplementary materials

decreases the strength of the signal at a connection. ANN can exhibit very complex struc-
tures, it is not possible to fully explain the prediction results, however their ability to predict
scores even in complex scenarios is fully recognized. We refer to (Hull, 2021, Chapter 6) for
details.

We document in Table 1 the models and the hyperparameter combinations we have con-
sidered in the optimization procedure, with the exception of the ANNs that we discuss below.
A hyperparameter is a parameter whose value is used to control the learning process: we train
the learning algorithms on different parameters on the training set, choosing the ones which
achieve the minimum RMSE in the test set.

The optimal Ridge L2 penalization and Lasso L1 penalization coefficients are λ=10 and
λ=1e-4, respectively, with the exception of the Social score for the Manufacturing sec-
tor companies, in which the parameters achieving the best results are λ=0.5 and λ=1e-5,
respectively, and the three Governance pillar score scenarios for which the best Ridge param-
eter is λ=1.

For what concerns the KNeighborsRegressor algorithm there is no general rule, obtaining
different hyperparameters for each specific case.

The optimal parameter choices for the simple decision tree model are max_depth=10,
min_samples_leaf=5, and min_samples_split=2 in all the cases except for Chi-
nese companies G score in which max_depth=5 works better. The lowest RMSE is
generally reachedbyRandomForests andAdaBoostRegressorswithn_estimators=500,
but we also have that, in the Inf sector E score replication,n_estimators=200 are enough
for both algorithms.

Considering ANNs, we deal with three models:

• ANN1—a straightforward three-layer ANN with two layers of 64 and 32 hidden units
completed with a single-neuron output layer with linear activation.

• ANN2—a deeper architecture considering a five-layer ANN with Dense layers of 128,
64, 32, and 16 hidden units before the necessary single-neuron output layer with linear
activation.

• ANN3—a five-layer ANN with Dense layers of 256 128, 64, and 32 hidden units com-
pleted with the necessary single-neuron output layer with linear activation.

We use hyperbolic tangent (tanh) activation functions in the hidden layers for all themodels.
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3.1.1 Interpretability

Model explainability, or global interpretability, techniques are very useful tools that allow
us to understand, to some extent, how a black-box model works. In our paper we consider
the SHAP (SHapley Additive exPlainations) technique, see Lundberg and Lee (2017). It
originates from a method of cooperative game theory that allows one to measure a player’s
strength, considering the weighted marginal contributions on all the possible coalitions that
he can join. It is translated to the world of machine learning imagining that the predicted
value is determined through a coalition game played by the different feature values. This
technique estimates each feature’s relevance by measuring its impact on the model’s output
value. The Shapley Value of a feature can be defined as follows: given the current values of
all the features, the impact of the value of a particular feature on the difference between the
considered prediction and the average prediction (obtained computing the average between
all the predictions of the training set) is its estimated Shapley Value (Molnar, 2022).

The advantages of ShapleyValues are numerous. Thanks to the solid theory behind cooper-
ative games we have a reasonable foundation that guarantees the four properties of efficiency,
symmetry, dummy player (variable), and additivity. These characteristics imply that the dif-
ference from the average prediction is fairly distributed among all themodel’s features values,
that symmetric players get the same value (symmetric features, in the sense that they influ-
ence the output in the same way, are attributed the same relevance), that a player that does
not contribute to any coalition does not get anything (a feature that never changes the output
is irrelevant), and, lastly, that estimated values are additive. On the other hand, the main dis-
advantage of Shapley Values is the fact that they are very expensive from the computational
point of view, which is particularly relevant in our case given the large number of features
considered.

Shapley Values can be used for both global and local interpretability. Global interpretabil-
ity focuses on the general prediction model decisions, while local interpretation focuses on
the specifics of a single observation. In our analysis, the global feature importance estimation
technique is based on the magnitude of variables’ attributions. It estimates the average Shap-
ley Value of each feature on the whole data-set, and represents the results, ordered according
to the estimated mean relevance, through a straightforward ‘beeswarm’ plot, designed to
display an information-dense summary of how the top features impact the model’s output.

Dealing with the single prediction interpretations (local interpretability), Shapley Value
shows the contribution of each feature to push themodel output of the considered observation,
e.g., the firm, from the base value (the average model output over the training data-set) to
the model output associated with the observation. Given a single observation, a set of SHAP
values, one for each feature, is calculated. We recall that SHAP values are additive: their sum
is equal to the difference between the considered prediction and the average prediction.

3.2 Data

We deal with the 2021 ESG score,6 and we collect the most possible granular pieces of
information available on Refinitiv’s Eikon software from the former Asset4 data-set. We
divide under the three pillars E, S, and G and we consider only companies with a market

6 All data were downloaded in September 2022. We also consider 2019 and 2020 ESG scores, obtaining
comparable results both in ability to predict the scores and in interpretability.
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Fig. 2 Refinitiv 2021 ESG Scores by pillar distributions: E, S, and G scores histograms by industry sector and
by geographical region

cap of over one million USD. We repeat this procedure for three different industries of the
NAICS Sector Classification7:

1. Finance and Insurance (Fin)
2. Manufacturing (Man)
3. Information & Professional, Scientific and Technical Services (Inf)

and three geographical regions:

1. The United States of America (USA)
2. European Countries8 (EU)
3. China (CHINA)

We choose these three sectors/regions since they have the largest number of firms. Notice
that the Man sector is of particular interest for the high waste production, which has a large
impact on the environment,9 and therefore with a problem related to the E pillar. The Fin
and Inf sectors are also of interest for the S pillar, as shown in Tamimi and Sebastianelli
(2017); for the Fin sector, the ESG rating is also important when green bonds are issued, see
Grishunin et al. (2023). For the regions, our choice considers three of the most important
economies. The fact that the G score strongly depends on the law of the firm’s country is
another important driver to deal with these regions.

For each sector, we consider all the firms worldwide. Notice that with the threshold on
market capitalization we delete only 9% of all the firms, this percentage being constant
for any pillar, avoiding considering small firms, which could provide less (or less reliable)
information to Refinitiv. In the end, we collect 180 attributes concerning the Environmental
pillar, 281 associated to the Social one and, lastly, 152 regarding the Governance. We end up
with a total of 1340, 3446, and 1606 firms for each one of the three industry sectors and 3137,
2568, and 955 companies for each geographical region, respectively. Following Refinitiv’s
Eikon process, we consider the industry split for the E and S pillar, while the geographical
partition for the G pillar. In Fig. 2, we report the E, S, and G scores histograms by industry
sector and by geographical region of our data-set. Notice that the empirical distribution of
the Environmental score is very different from the other two; in particular, several scores are
zero or close-to-zero E-rated firms, while this does not happen in the Social and Governance
cases.

In the following we always work on each pillar and on each sector/country, separately.
As stated in Refinitiv (2022), Refinitiv exploits algorithms adjusted for each sector/country.

7 The "North American Industry Classification System", a general overview of this sector categorization can
be found at https://www.census.gov/naics/.
8 We have to consider the European region as a whole, since, otherwise, focusing on the individual countries,
we would have a too meager data-set to optimize and train machine learning models.
9 https://www.epa.gov/trinationalanalysis/manufacturing-sectors.
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Fig. 3 Missing data problem: distribution of the feature population among the different pillars, different
sectors/countries (1 = 100% refers to the features without missing values, while 0 refers to the empty ones.)

Therefore, given that our goal is to spread light on the different algorithms, we construct
white and black-boxes algorithms for the different sectors/countries, and not for the sample
as a whole, e.g., predicting the E score considering all the firms of the three sectors together.

As shown in Fig. 3, the data at our disposal is highly unpopulated. As an example, in the E
pillar, there are no firmswithout at least onemissing value. The problem is particularly severe
in the case of the Environmental and Social scores where a large quantity of the sustainability
attributes are completely, or nearly, empty. For what concerns the S score, we see that, in each
industry, more than half of the variables have values for less than 5% of the data-set samples
and shall be removed from the data-set. It is also interesting to notice that the majority of the
unpopulated features are numerical; on the contrary, categorical variables are typically nearly
complete. This difference comes from the fact that almost all of the categorical variables are
Boolean and Refinitiv’s analysts fill in with default zero values the data points for which no
relevant information is found in the firm’s public disclosure (Refinitiv, 2022).

3.3 Preprocessing

We cannot directly use all granular ESG pieces of information because of the large quantity
of variables (the predictors, or features, of our learning process). In machine learning, feature
selection techniques are employed to reduce the number of input variables by eliminating
redundant or irrelevant features. Feature selection has mainly three benefits: (i) decreases
overfitting, since fewer redundant data means fewer chances of making decisions based on
noise, (ii) improves accuracy, due to the decrease of misleading data, and (iii) reduces the
training time. Moreover, some data are missing. Therefore the needs of a preprocessing of
the data-set.

More precisely, in our case, some predictors are completely unpopulated, some present
very low variability, and others are overlapping in their definition, showing high correlation
with each other.We preprocess our data as follows: first, we prepare the data-set with a robust
feature selection (see Sect. 3.3.1); second, we fill in the missing values of the remaining
variables (see Sect. 3.3.2); then, we split the data-set into a training and a test set, see Table
2; and finally, we apply a MinMaxScaling procedure to scale every predictor and the target
score to the unitary interval, that is, given x the value of a feature for one firm, and m (M)
the minimum (maximum) value of this feature over all the firms of the sector/country, we
rescale x as

x − m

M − m
.

We repeat this preprocessing independently for each distinct industry sector and for each
geographical region considered, since a variable that is not contemplated by Refinitiv for a
specific industry or geographical region could be relevant for another one, e.g., a variable
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can be highly correlated with others in the E pillar, and therefore removed, but not in the S
one, where it is considered in the learning process.

3.3.1 Feature selection

Our feature selection process consists of three sequential steps: we firstly eliminate highly
unpopulated features, then low variance predictors, and, finally, redundant attributes, i.e.,
those highly correlated with other features. For details on the thresholding methodology
considered—e.g., we consider a feature as populated if the number of non-empty samples
is larger than a fixed threshold, otherwise we remove it—we refer to Appendix B in the
supplementary material.

As highlighted in Sect. 3.2, the problem of unpopulated variables is particularly severe.
Even though the empty attributes vary across different sectors, there are a few that are
completely void across all industries and are consequently removed, e.g., in the E score
model Percentage of Green Products, and several very specific metrics concerning EPA
Upstream and Downstream Scope 3 Emissions.10

In addition to the unpopulated features of the data-set, several predictors with very low
variability across companies are removed. For example, in the E score model for financial
companies, we remove Agrochemical 5% Revenue and Animal Testing Reduction, since the
former is false for all the firms and the latter is true only for one sample.

In Refinitiv’s original data-set there are numerous cases of perfectly positively correlated
variables. We just mention an example: in the E pillar score, Total CO2 Equivalent Emis-
sions To Million Revenues USD and CO2 Equivalent Emission Total are perfectly collinear,
therefore the latter is drop out.

We summarize in Table 2 the number of predictors we consider at the end of each feature
selection process for each pillar, by industry for E and S and by geographical region for G.
Detailed information about the selected variables for the E, S, and G models can be found in
Appendix A in the supplementary materials, where we report complete lists of the considered
variables.

3.3.2 Missing values

We operate under the assumption that every incomplete data is due to non-disclosed infor-
mation by the company and not to a failure in the data collection procedure by the rating
agency. Following this hypothesis, missing values cannot be treated neutrally, as it is done
in many other applications. The lack of data must be weighted by our algorithm to take into
account and compensate for transparency biases, as it is done by Refinitiv itself. Due to this
reason, we complete the data-set as follows: first of all, for each feature with missing values,
we compute its correlation with the target score. If the correlation is positive (negative), a
high (low) value of the feature will probably be related to a high score. Therefore, in order
to penalize missing values, we replace them with the minimum value of the feature on the
whole data-set in case of positive correlation, whereas, if it is negative, we use the maximum
registered one. In this way, we are confident that we penalize the missing values, and not
treat them impartially (as in the case we replace them with the mean or median value).

10 EPA is the acronym for the United States Environmental Protection Agency. Scope 3 emissions are the
results of activities from assets not owned or controlled by the reporting organization. Details can be found at
https://www.epa.gov/climateleadership.
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4 Results

In Table 3 we report the Environmental and Social scores results under the RMSE metric11

for all the models and for all the considered industry sectors, underlining the models capable
of replicating Refinitiv’s ratings with the best accuracy. The best result is reached predicting
the Environmental score for companies in the Inf sector with the regularized linear regression
models (both Ridge and Lasso). On the other hand, the lowest accuracy is observed for the
Social pillar forManufacturing companies: in this case the best performingmodels are ANN1
and ANN3. The worst performing model from a general point of view is clearly the decision
tree, which presents the worst results in four out of the six scenarios. Also the K-Neighbors
has similarly poor performances. On the contrary, the models that seem to obtain the best
results are theRidge andLasso regressions,which consistently present low average prediction
errors. We also notice a large overfitting for random forest and Ada Boost methods, since the
errors on the training set are largely smaller than the corresponding on the test set. Moreover,
the results show that the more complex models ANN2 and ANN3 are able to provide better
predictions with respect to the more straightforward ANN1 only in half of the cases.

This first analysis suggests that Lasso, Ridge, and ANN methods are the best ones, due to
the high accuracy in predicting on the test set, and the low (or missing) overfitting. Moreover,
the fact that ANN1 provides an accuracy similar toANN3 in both the training and the test sets,
and the good results for regularized linear regressions, suggest that the proprietary formula
should be not that complex.

We now move to the Governance pillar, Table 4. The best accuracy in replication of the
G score is reached by the ANN2 in the specific case of American companies. European
companies are the ones for which we observe the poorest accuracy level: in this case, the
Lasso linear regression is the best model. As before, a large overfitting is present for decision
trees and random forests.

Given the preliminary results described above, in the following we will focus on Lasso
and Ridge regressions, as well as ANN. Considering Lasso and Ridge regressions, in Fig. 4
we report, for each pillar and for each industry/region, the Cross Validation RMSE results
for both the Lasso and Ridge regressions. More precisely, we randomly split the data-set into
training set and test set 10 times, computing each time the error, and reporting in the figures
the 10 errors as well as their average. In line with the previous results, for bothmodels the best
average RMSE is achieved in the case of the E score for firms belonging to the Inf industry
sectors, whereas the worst average RMSE score is obtained in the European companies case.
We also see that these scenarios are the ones with the most variability in the results of the
model from 10 different training and test sets choices.

We now move to ANN: in Figs. 5, 6 and 7 we plot the ANN1 predictions in comparison to
Refinitiv’s scores for the Environmental, Social, and Governance pillars, respectively, on a
randomly selected subset of a hundred firms from the test sets. Firms are ordered accordingly
to their E, S, and G ratings, scaled in the unit interval. From the graphs we see that the
model accurately predicts low rated firms, especially in the E score case for which we have
numerous samples close-to-zero employed in the learning process. Conversely, this model
seems tomoderately underestimate higher scores.Nevertheless, the errors arewell-distributed
and moderate in value, as shown in Fig. 8, where the absolute residuals histograms on the
whole test sets are reported.

11 We report in the Appendix D in the supplementary materials the results under the Mean Absolut Error
(MAE) and R2 measures.
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Table 4 Results on train and test set: Root Mean Square Error (RMSE) metric

Training Set Test Set

USA EU CHINA USA EU CHINA

LinearRegression 0.085 0.100 0.085 0.088 0.258 0.092

RidgeRegression 0.085 0.100 0.086 0.087 0.167 0.092

Lasso Regression 0.086 0.100 0.086 0.086 0.103 0.092

KNeighborsRegressor 0.123 0.121 0.154 0.135 0.131 0.163

DecisionTreeRegressor 0.089 0.088 0.145 0.143 0.169 0.206

RandomForestRegressor 0.039 0.046 0.052 0.105 0.110 0.140

AdaBoostRegressor 0.076 0.064 0.038 0.119 0.111 0.141

ArtificialNeuralNetwork 1 0.068 0.093 0.080 0.078 0.112 0.094

ArtificialNeuralNetwork 2 0.071 0.097 0.082 0.075 0.112 0.092

ArtificialNeuralNetwork 3 0.067 0.095 0.082 0.077 0.112 0.092

Webold the smallest RMSEs for each country to highlight themodels providing the best replication of Refinitiv
scores

Fig. 4 Ridge and Lasso 10-Fold CrossValidation results. The data-set is split in training and testing set
randomly ten times, and we report the 10 Root Mean Square Errors (RMSE) computed on the test set, as well
as their mean values
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Fig. 5 ANN1 E score test set predictions: companies’ target ratings (predictions) are reported in blue (orange)

5 Interpretability

In Sect. 4, we sought an approximation of Refinitiv’s ESG score model by applying machine
learning techniques. In this section we focus on understanding, as thoroughly as possible,
how the proprietary ESG score issuance algorithm works, exploiting what our replication
models learned.

First, we apply a machine learning global interpretability method to explain the inner
workings of our ANN1 trained model, in such a way that we can make general assumptions
about Refinitiv’s proprietary assessment algorithm. We also compare the results with the
ones of the Ridge regression. Then, in Sect. 5.2, we apply a local interpretability technique
to understand single predictions, and therefore to motivate and justify single companies’
sustainability scores.
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Fig. 6 ANN1 S score test set predictions: companies’ target ratings (predictions) are reported in blue (orange)

5.1 Global interpretability

Figure9 contains the ‘beeswarm’ plots, introduced in Sect. 3.1.1 as a global interpretability
tools. This representation method draws a dot for each single sample feature value’s Shapley
Value on the corresponding level. The dots are colored in blue or red depending on whether
the value for that feature is respectively low or high relative to the variable range. In this way,
we have information about the ordering of the features accordingly to their average impact,
but also on their relationship with the output value since, from the dots’ colors distributions,
we can understand if higher values imply higher outcomes or, conversely, if they lead to
lower ratings. The plot style is called ‘beeswarm’ since dots with similar values are stacked
vertically and this typically leads to plots that recall warms of bees. In Fig. 9 we display
only the five most important predictors in each subgroup because, due to the large number of
variables, the Shapley Values are very similar after the first two or three features. This trend is
evident in the specific values documented in Figs. 13–14 in Appendix E in the supplementary
materials, where we report the mean Shapley Values for the most important ten features in
the SHAP bar plot.
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Fig. 7 ANN1 G score test set predictions: companies’ target ratings (predictions) are reported in blue (orange)

5.1.1 E score model interpretation

Figure9a–c show that the environmental attribute that seems to have the greatest relevance,
from the average Shapley Value point of view, is ‘Environmental Products’, in each industry
sector. ‘Environmental Products’ is a boolean feature indicating whether the company reports
at least a product line or service designed to positively affect the environment or which is
labeled and marketed in this way. The model rewards firms that report such products in their
portfolios of goods or services. ‘Resource Reduction Policy’ is another important attribute:
it appears in the top five features for both Fin and Inf sectors.

For companies in the Fin industry, it is reasonable that the second most relevant feature on
average is ‘Environmental Assets Under Mgt’. For firms in theManufacturing sector, instead,
attributes such as having a policy for sustainable packaging or one for environmental supply
chain, or even being linked to the production and/or development of electric vehicles are
major positive characteristics that the model reasonably rewards.

Wealso notice that the only feature, between themost relevant ones, that presents a negative
correlation (all red dots on the left of the vertical line, that is large values of the feature
corresponds to a decrease of the prediction, and all blue on the right) to the Environmental
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Fig. 8 ANN1 test set absolute residuals histograms. We show the distribution of the absolute value of the
difference between the Refinitiv score and the predicted score, considering all the firms of the test set

score is ‘Total Energy Use To Revenues USD in Million’, which is reasonable since a higher
energy consumption implies lower environmental sustainability.

5.1.2 S score model interpretation

Forwhat concerns the Social score, Fig. 9d–f show that themost relevant feature overall seems
to be whether the company has a policy for the freedom of association of its employees,
being the predictor with the highest average significance for the Fin and Man sectors. It
is also in the top five for the Inf industry. We also notice that the presence of external
awards for social, ethical, or community activities appears to have a significant impact. In
the Financial sector a low-price line of products or services offered and designed for lower-
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Fig. 9 ANN1SHAPbeeswarmplots.We display the fivemost important predictors in each subgroup according
to the Shapley Value analysis, and their impact on the scoring

income categories has the third greatest average impact, which is reasonable. The results
show that, in the Manufacturing and Information industries, it is also important to have a
policy for fair competition.
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5.1.3 G score model interpretation

In the Governance score, the features that have the greatest impact, accordingly to Fig. 9g–i,
vary among the different geographical regions. The only two variables shared between two
regions are ‘Nomination Committee Independence’ and ‘Board Individual Re-election’.

It is interesting that, for USA, if the chairman of the board is simultaneously theCEOof the
firm, then the company is penalized. We have that this is the factor with the greatest average
influence. In the European region, companies that report data concerning board members’
attendance rates and firms with higher percentages of non-executive board members are
rewarded. In other words, this means that the model values transparency and the presence of
individuals without executive responsibilities on the company’s board. Lastly, for Chinese
companies, the results show that the model rewards the presence of improvement tools for
the employees’ compensation and independence elements in the compensation process of
management and the audit committee definition. Additionally, from the analysis, it also
emerges that the presence of veto owners lowers the company’s G score.

Figure9 also shows that it is not possible to focus on the first five features only, since the
sum of the remaining features has a non-negligible impact. Below we better analyze what
happens if we only consider the most important features.

5.1.4 Features’ number reduction

Given the ordering of the ANN1 model’s features accordingly to their estimated relevance,
we nowwant to understand whether it is possible to reduce the number of features considered
by the replication model, still obtaining satisfying ESG score predictions. This could be an
important information for companies, since it would result in defining a small number of
features having the largest impact in the ESG score issuance, and therefore to be improved to
increase their ESG scores. To answer this question, we train and evaluate a Ridge regularized
linear regression algorithm to predict E, S, and G scores, considering only the ten and five
most important features for the ANN1. The model’s training is performed consistently with
what is presented in Sect. 3.1. In Table 5 we report the MAE, RMSE, and R2 metrics. We
also highlight the difference between the RMSE achieved considering only the ten most
important attributes and the one obtained exploiting the whole set of variables. We recall that
an increase in RMSE implies a loss in the prediction accuracy considering only the ten/five
features. In Table 5 we also report the minimum number of features necessary to reach a R2

(coefficient of determination) greater or equal to 0.7, that is the variation in the scores that
is predictable from the features is greater or equal than 70%. For the list of the features, see
Appendix E.3. The R2 provides a measure of how well observed outcomes are replicated by
the model. We notice that the E score seems to depend mainly on few features - in the Fin
sector, 2 features gives a R2 of 71%, increasing to 87.3% with 5 features (and almost no gain
in adding further 5 features). On the opposite, the G pillar exhibits a strong dependence on a
large number of features, especially for China, since we need 22 features to get a R2 of 70%,
while with 10 features we only get 46.7%. Results on MAE and RMSE show the same trend.

Therefore, our analysis shows that in some cases the 10 most relevant features (sometimes
5 or less than 5) present a significant predictive power. This is the case, for instance, of the
S pillar considering the Fin and Inf industry sectors. Therefore, for the firms belonging to
this sectors, an improvement on only few features, like ‘Policy Freedom of Association’, or
‘Corporate ResponsibilityAwards’, seeAppendix E.3, could result in an overall improvement
of the S score. On the opposite, the G pillar requires a larger number of features in order to
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have a good enough prediction, and therefore, to get an improvement of the G score, firms
should act on a large set of features.

The different behaviour among the sectors of the same pillar, e.g., Man sector in the E
pillar with respect to the Fin and Inf ones, China in the G pillar with respect to USA and
EU, suggests once again that Refinitiv scoring algorithm deeply changes moving among the
sectors/countries.

5.1.5 Comparison with the ridge model

We now compare our estimation of the most important features for ANN1 with the Ridge
regression’s weights. We are interested in understanding whether the two models agree on
the most important ESG features. For the accuracy of the two models, we refer to Tables 3
and 4. Results reported in Appendix E in the supplementary materials confirm what we have
previously found from the ANN1 model’s interpretation, strengthening our understanding of
the underlying proprietary model. The features associated with the most significant weights
are often the ones with high relevance in the ANN1’s explanation results. In fact we found
that, in all the considered industries and geographical regions, at least half of the top ten most
impactful features for our ANN1 are also in the Ridge model’s top ten.

Ridge’s results confirm that ‘Environmental Products’ is the most important feature in
Refinitiv’s Environmental pillar model. Indeed, the feature has the largest absolute weight in
all three industry sectors, confirming the ANN1 interpretability results. The Ridge and ANN
models’ comparison is particularly interesting in the Inf sector’s case for the Environmental
and Social scores. Eight out of the top ten features are the same in these scenarios. Moreover,
in the Inf sector for the E pillar, the top three attributes coincide exactly, confirming that the
presence of a ‘Resource Reduction Policy’ and the total CO2 equivalent emissions variable
are two major factors. Concerning the Social pillar, we notice that in the Financial and
Manufacturing sectors the twomodels agree on seven out of the top ten attributes, confirming
that a policy for the freedomof association is crucial in determining a company’s Social score.
Concerning the Governance factor score, the results are less consistent than the other pillars
but still satisfying: in the American and European cases, the models agree on five out of
the top ten attributes, six in the Chinese geographical region. The only factor present in all
the feature interpretability results (except for the EU case of the ANN model) is related to
diversity in the board.

We also notice that the Ridge model’s weights confirm the differences between industry
sectors’ most relevant features we found in ANN1’s interpretations. Attributes like ‘Environ-
mental Assets Under Mgt’ in the financial sector, ‘Hybrid Vehicles’ and ‘Noise Reduction’
in the manufacturing sector, are deemed to be relevant only in the specific framework where
it is reasonable and not in all the sectors or geographical regions. This trend highlights the
differences in treatment reserved to non-industry-peer companies.

In conclusion, our analysis shows that simple linear regression algorithm, like Ridge
regularization, are able to provide, in most cases, the same level of accuracy reached by
more complex and capable models like ANN, see Tables 3 and 4. Moreover, the main drivers
of Ridge and ANN predictions are the same. This suggests that Refinitiv ESG Scores do
not require overly complex algorithms and can be replicated with simple regression models.
Nevertheless, the results in Tables 3 and 4 highlight the presence of noise in the score
attributionmechanism of the rating agency, which cannot be deleted exploitingmore complex
models.
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Fig. 10 Two ANN1’s predictions interpretations

5.2 Local interpretability

In Fig. 10 we show the interpretation of two test set samples’ predictions: we choose the
samples ‘GSHD.OQ’, and ‘CFR.S’ from the samples with the best replication accuracy for
the E and S score, respectively. ‘GSHD.OQ’ (Fig. 10a) stands for ‘Goosehead Insurance Inc’,
an American insurance company (Fin sector). For this firm both Refinitiv’s Environmental
score and our model’s predictions are very close to zero, 1.31% and 1.30% respectively.
The model’s prediction is driven from the fact that the firm does not deal environmental
products ( ‘Environmental Products’=0), has no environmental assets under management
(‘Environmental Assets Under Mgt’=0), and lacks a resource reduction policy (‘Resource
Reduction Policy’=0).

‘CFR.S’ (Fig. 10b) stands for ‘Compagnie Financiere Richemont SA’, a Swiss jewelry
Maison and specialist watchmaker company. Refinitiv’s Social score for this firm is equal to
73.71, very close to our model’s result, 73.96%. This rating is mainly motivated by the fact
that, despite lacking fair competition and quality of management systems policies (‘Policy
Fair Competition’=‘Quality Mgt Systems’=0), the company has a high number of women
in managing roles, monitors its product from the responsibility point of view, and is ready
to end a partnership with a sourcing company if human rights criteria are not met (‘Women
Managers’=0.5428, and ‘Product ResponsibilityMonitoring’=‘HumanRightsBreachesCon-
tractor’=1).

6 Discussions and conclusions

The purpose of this work is to replicate, understand, and explain the proprietary black-box
model that rating agencies exploit to issue ESG ratings in an attempt to contrast the problem
of transparency in the world of socially responsible investments and to provide investors and
policymakers with a useful and effective tool to assess the reliability of sustainability scores.

In the first part of the work, we show that through the employment of machine learning
algorithms, we are able to replicate Refinitiv ESG ratings with satisfying levels of accuracy
in all three pillar scores. In the second part, we show that with the application of machine
learning interpretability techniques we are able to explain the choices of replication models,
make suppositions onwhich are themost relevant features in the rater’s proprietary algorithm,
and interpret single companies scores even when complex black-box replication algorithms
are employed.
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Weobtain remarkable results in replicating the Environmental pillar scores, with accuracy,
measured in terms ofRMSE, of 0.078, 0.084, and 0.071 in the three scenarios, respectively.On
the contrary, in the regression of the Social factor score, we are able to achieve an accuracy of
0.089, 0.096, and 0.090, as reported in Sect. 4. Because this difference in replication accuracy
is consistent in all three considered sectors with the same conditions, we deem it reasonable
to imply that the model replication task of the Social pillar is generally more complex than
the Environmental one. In our opinion, the difference is likely to be rooted directly in the
definition of the two pillars, with the environmental point of view beingmore clearly outlined
and easier to measure effectively. In support of this idea, we also have that the amount of
social attributes collected and employed by the data provider is significantly greater than the
environmental ones, suggesting a more nebulous scope.

The Governance factor results vary on the geographical regions we consider. While we
obtain a low RMSE for USA companies, equal to 0.075, we have higher outcomes for
European and Chinese firms, equal to 0.103 and 0.092, respectively. We believe that the EU
results can be motivated by the fact that the European region comprises many individual
countries that, ideally, should have been treated separately to correctly mimic Refinitiv’s
methodology. We stress that we choose to consider the region as a whole since we would
have too few samples to train themachine learningmodelswith the single European countries.
Similarly, the reason behind the less-than-optimal regression accuracy for Chinese companies
might be the restricted number of firms we have at our disposal. However, we notice that,
in the case of the Financial sector, we have a similar amount of samples and the results
we obtain are significantly better. This phenomenon suggests that the model underneath the
Governance score of Chinese companies requires more information to be understood, so it
presents a higher level of noise.

It is also interesting to notice that, on the one hand, the Governance factor is the one for
which the transparency problem is less severe since the regulatory framework ismore evolved
and the data are generally more accessible. The Governance attributes are strictly intertwined
with information like corporate management structures, members, and decision systems, and
they are consequently easier to collect and verify from the outside. This aspect emerges in
particular from the lower percentage of non-populated features and the smaller amount of
Governance-related attributes considered by the data provider and collected in the data-set.
On the other hand, we have that, first, despite this advantage, the Governance score results
do not show better levels of accuracy, and second, the number of selected features in the
Governance pillar models, starting from a lower amount of available attributes, is generally
higher with respect to what happens in the other factors, implying that the feature selection
procedure is less effective in determining which are the relevant variables.

Two additional interesting behaviors emerge from what we have obtained. First, we see
that straightforward models like the simple linear regression algorithm and the Lasso and
Ridge regularization are able to provide, in most cases, the same level of accuracy reached
by more complex and capable models like ANN and random forests. Second, we notice
that increasing the number of parameters and the generalization power of the ANNs model
by considering deeper and broader architectures does not yield better results consistently
or remarkably. These two trends, in our opinion, are evidence that what we can learn from
Refinitiv ESG Scores does not require overly complex algorithms and can be replicated with
simple regression models.

In the end, considering the great number of granular attributes employed by the data
provider and the severe problems of missing information and variable redundancy charac-
terizing the E, S, and G data-sets, we believe that we are able to approximate Refinitiv’s
proprietary model with a satisfying level of accuracy. Nevertheless, the results highlight the
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presence of noise in the score attribution mechanism of the rating agency. One source of
noise could be due to the way the data provider solves the missing value problem, which is
not fully disclosed.

In the paper, we show that it is possible to draw conclusions on the inner workings of the
proprietary black-box model by applying machine learning global interpretability techniques
to explain what the replication models have learned. The interpretation is straightforward
when considering simple linear regression models. However, through the Shapley Values
technique, we show that we can estimate each ESG attribute’s relevance even when complex
black-box machine learning algorithms are exploited. In particular, we find very interesting
results by comparing the Ridge linear regression and our ANN1 replication model. The
outcomes of the two algorithms are very consistent, agreeing on the majority of the most
relevant features in each scenario. The interpretability outcomes allow us to conclude, for
instance, that having an environment-dedicated line of products and services is a crucial
attribute in Refinitiv’s Environmental score model. This result is in line with the literature:
eco-friendly products have shown a considerable impact on customers’ decisions (D’souza
et al., 2006). Eco-labeled products are also more likely to be developed in companies with
environmental targets strategies, which can be related also to management remuneration
scheme (Ullah & Nasim, 2021), proving effectiveness of sustainability-related corporate
policies. Moreover, in the Inf sector for the E pillar, the presence of a ‘Resource Reduction
Policy’ and the total CO2 equivalent emissions variable are two major factors. The latter,
in particular, has become a traditionally employed information for carbon risk studies in
sustainable finance literature (Bolton and Kacperczyk, 2021; Ehlers et al., 2022; Huij et al.,
2022). Concerning the S pillar, our analysis shows that a policy for the freedom of association
is crucial in determining a company’s Social score, confirming Anner (2012). Concerning
the Governance factor score, the results are less consistent, the only factor present in almost
all the feature interpretability results is related to diversity in the board, which relation with
CSR and corporate performance has been widely analyzed in the literature (Carter et al.,
2003; García-Meca et al., 2015; Harjoto et al., 2015). Due to the large diversity of the main
drivers of the G score, our interpretability analysis suggests that comparing the G scores of
firm based in different countries, e.g., China and USA, is not meaningful, since the main
figures providing the scores are too different.

Thanks to this methodology, we can study how the ESG models’ relevant features and
weights vary across the different industry sectors and geographical regions, analyzing the
specific treatment reserved for non-industry-peer companies. The Ridge model’s weights
confirm the differences between industry sectors’ most relevant features we found in ANN1’s
interpretations. Attributes like ‘Environmental Assets Under Mgt’, in the financial sector,
‘Hybrid Vehicles’, and ‘Noise Reduction’, in the manufacturing sector, are deemed to be
relevant only in the specific framework where it is reasonable and not in all the sectors or
geographical regions.

In conclusion, we think that this interpretability method allows one to achieve a deeper
understanding of the rating agency’s issuance system and to better integrate the information
provided by the sustainability performance indicator in the decision process. We also show
that through the local interpretability application of the Shapley Values method, we can
meaningfully motivate and explain the ratings associated with single companies.

What we find has important implications for companies, investors and market makers.
Our results are specific to the Refinitiv data provider. However, our methodology can be
applied in any framework where it is possible to gain access to the ESG metrics exploited in
the issuance process. This technique allows firms to understand and motivate the ratings they
receive from specific data providers. Moreover, it enables companies to compare the different
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methodologies exploited by separate rating agencies, highlighting the most relevant features
in each issuance process. This approach can be extremely useful when there is disagreement
on the company’s ESG score, explaining and underlying the motivations behind each rater’s
assessment. Furthermore, we believe this method can be a functional tool to better integrate
ESG Ratings’ information even for investors and, in general, for any market maker wanting
to precisely assess companies’ sustainability ratings.
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