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Abstract
This study utilizes classification models to provide a robust algorithm for imbalanced data 
where the minority class is of the interest, that is, in the context of default payments. In 
developing an integrated predictive accuracy algorithm, this study proposes machine learn-
ing classifiers and applies DNN, SVM, KNN, and ANN. The proposed algorithm utilizes 
a 30,000 imbalanced dataset to improve the accuracy of the prediction of default payments 
by implementing oversampling and undersampling strategies, such as synthetic minority 
oversampling technique (SMOTE), SVM SMOTE, random undersampling, and ALL-
KNN. The results indicate that the SVM under the ALL-KNN sampling technique is able 
to achieve an accuracy of 98.6%, with the lowest cross entropy loss measurement of 0.028. 
Through the accurate implementation of the neural networks and neurons used in the pro-
posed algorithm, this paper presents better insights into the functioning of the neural net-
works when used in conjunction with the resampling techniques. Using the methodology 
and algorithm presented in this study, credit risk assessments can be more accurately pre-
dicted in practical applications where most of the clients are categorized as non-default 
payments.
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1  Introduction

Credit risk refers to the risk of default on a loan due to the failure of a borrower to make 
required repayments (Lessmann et al., 2015). Credit risks are categorized either for those 
that repay their debt to the terms of the agreement known as “good” credit risk, or “bad” 
risks of those that default on their payments. Classification or regression methods are well 
known to generate a classifier that produces a score for an individual being at such risks 
(Finlay, 2015). “Credit risk is the probability of an organization or consumer of financial 
credit instruments defaulting on the debt payment obligation, i.e., the counterparty failure 
risk” (Basel I, 1988, p. 8). There are numerous standardized ways through which member 
central banks and regional banks worldwide can mitigate this risk, e.g., those identified 
by the Basel Committee and Bank of International Settlements. Also, “These techniques 
include collateralized transactions” (Basel II, 2004, p. 40), “on-balance sheet netting” 
(Basel II, 2004, p. 42), “guarantees and credit derivatives” (Basel II, p. 42), “maturity mis-
matches” (Basel II, 2004, p. 42), and collateral against debt obligations. Basel Accord II 
recommends “forming credit risk control units” (Basel II, 2004, p. 102), i.e., a team inter-
nal to the banking operations that can help maintain the ratings of consumers, and thereby 
maintain oversight on the overall exposure of the bank to credit risk. These teams are likely 
to produce internal ratings for a given credit approval request, thereby allowing banking 
officials to decisively take actions for the approval of debt or any type of financial credit 
instrument. Although banks have already implemented these techniques in their credit risk 
management procedures, by predicting these risks during the application process or before 
the customer request, banks can avert any sort of counterparty failure.

The financial credit instruments investigated in this study are credit cards, which have 
become a common form of payment in the last decade for a range of financial transactions. 
As per the report published by Payments Canada (2019) on Canadian Payment Methods 
and Trends, of the total payment transactions that took place in 2018, 28% of the transac-
tions were conducted with credit cards, an increase of 52% from 2017. Data released by 
the Canadian Bankers Association (CBA) on credit card statistics (CBA, 2018) indicated 
that the total net dollar value of transactions conducted by VISA and MasterCard holders 
exceeded CAD 547 billion in 2018. There were 75.8 million cards in circulation in 2018. 
However, 0.8% of the cardholders were delinquent in their credit card payments, resulting 
in more than 600,000 credit card delinquency cases in 2018 alone (CBA, 2018). According 
to the Global Payment reports (2019) published by JP Morgan Chase in the United States, 
the US has a credit card penetration of 2.01 per capita, and these cards are enabled for 
e-commerce transactions. The US Federal Reserve Bank’s Economic Research published 
a delinquency rate of 2.59% for Q1 2019, and this rate has been steadily increasing for the 
past two years, from 2.42% in Q1 2017.

Given the growing trend in payments through credit cards, it can be assumed that the 
delinquency rate in terms of credit card payments may increase over the coming years. 
The major reason for the increase in the delinquency rate as per St. Louis Federal Reserve 
(2019) has been the increased user base of credit cards, especially between the age group 
of 18–29 years. The delinquency rate among these users in 2019 alone was 8.05%, as per 
St. Louis Federal Reserve. To understand delinquency, we must consider the definition of 
default used by banks worldwide. As per Basel Accord II, the definition of default is as fol-
lows (Basel II, 2004, p. 104, 105):

A default is considered to have occurred with regard to a particular obligor when 
either or both of the two following events have taken place. The bank considers that 
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the obligor is unlikely to pay its credit obligations to the banking group in full, with-
out recourse by the bank to actions such as realizing security (if held). The obligor is 
past due more than 90 days on any material credit obligation to the banking group.

Following the definition of default, the delinquency rate for credit card payment obliga-
tions can be calculated as the percentage of defaulters who fail to pay their obligations for 
more than 90 days. In this study, owing to the limitations of the dataset, a complete defini-
tion of delinquency may not be implemented. However, for conducting this study, as the 
credit instruments being considered are credit cards, default can be considered as when the 
clients fail to make any payment in the next month by the due date. By predicting and iden-
tifying credit card customers who might be defaulting on payments, banks can avoid major 
losses owing to credit card defaulters. According to the Canadian Bankers Association data 
on credit card delinquency, the net annualized loss rate for 2019 alone was 3.45%.

According to the McKinsey Bahillo et  al. (2016), by implementing adequate meas-
ures with advanced analytics to detect credit risks and avert further losses, portfolios can 
reduce up to 50% of the costs in the credit risk operations of the business. One of the pri-
mary capabilities of a robust risk management system is detecting risks earlier. However, 
many of the bank systems today lack this key capability, leading to further losses (Bahillo 
et al., 2016). By implementing a system to monitor and address defaulters, banks can avoid 
losses, which will help save the bank millions of dollars. In our study, these losses are 
considered as occurring owing to credit card defaults on payments. This leads us to the 
rationale behind the study, i.e., developing a model using a deep neural network (DNN) 
architecture that can efficiently help banks identify defaulters and thereby help them save 
millions of dollars. Identifying and classifying credit card defaulters using machine learn-
ing and advanced analytics can help banks and financial institutions detect their risks early 
in transactions or in a client’s portfolio, based on the data available in the system. This will 
allow banks and financial institutions to implement appropriate measures for credit risk 
management.

Our major objective of this study is to develop a robust and efficient DNN model using 
a combination of specific sampling algorithms based on machine learning techniques. 
This study then conducts a comparative analysis with already established techniques used 
in credit risk assessment and discussed in the relevant literature, such as support vector 
machines (SVMs), K-nearest neighbors (KNNs), and artificial neural networks (ANNs). 
These models have been developed based on the understanding of the current literature, 
and on techniques already in place for credit risk identification and classification. To con-
duct this research, we use datasets including the open-source datasets offered by the Uni-
versity of California, Irvine database, which is available for conducting research and for 
developing such models.

Our inspiration for this research is based on recent advancements in the use of artifi-
cial intelligence and machine learning techniques to solve problems faced by the financial 
industry. The probability of default and classification of defaulters in credit risk assess-
ments have been widely studied using machine learning techniques, but these studies are 
limited with regard to deep learning techniques. In this study, we propose a six-layer DNN 
model for analyzing credit risk assessments. We compare it with techniques such as ANN, 
SVM, and KNNs, which are some of the widely used models for predicting and studying 
credit risk assessments. This study also considers sampling techniques that can be used 
with the imbalanced dataset and models, such as the synthetic minority oversampling tech-
nique (SMOTE), random undersampling (RUS), SVM-SMOTE, and All-KNN.
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This study aims to fill the gaps in the literature. The methodologies presented in this 
paper will outlay the sampling techniques used to overcome the imbalanced nature of the 
dataset. Evaluation techniques such as the F1 score and G-Mean are also presented, along 
with accuracy, sensitivity, and specificity values for the imbalanced dataset.

Section 2 of this paper starts with a thorough literature review to identify the existing 
gaps followed by an overview of the classification techniques. In Sect.  4, we described 
materials and methods, and Sect.  5 introduces the framework of the analysis. Empirical 
results and analysis are discussed in Sect. 6, and in the last section the potential implica-
tions and conclusions are explained.

2 � Literature review

One of the earliest risks scoring statistical techniques, was developed based on Fisher’s 
Linear Discriminant, LD, model (1936); his seminal paper discussed quantitative tech-
niques for classifying “good” and “bad” applicants. Post-1980, LD techniques were gener-
ally replaced by statistical techniques, such as linear regression, logistic regression, and 
early stage base classifiers such as nearest neighbors and decision trees; these provided 
significant results, provided that the data were linearly separable. However, if the data sets 
were not linearly separable, then these techniques proved to be insufficient for credit risk 
analysis (Chen et al., 2011).

Yu et al. (2010) studied credit risk evaluation using an SVM with a multiagent ensemble 
learning system. They used credit card applicants from British financial service compa-
nies, and increased the number of bad applicants to match the level of good applicants. 
This allowed them to perform their study on a balanced dataset. As per Yu et al. (2010), 
the multiagent system with the SVM outperformed logistic regression, quadratic DA, and 
feedforward NN, but lagged with a multi-agent feedforward NN model. Chen et al. (2011) 
studied the bankruptcies of German firms using an SVM with a Gaussian kernel. They 
identified 28 different financial ratios for firms that went bankrupt between 1996 and 2002, 
and used these ratios as the features for the algorithm. Chen et al. (2011) identified that 
an SVM outperforms logit classification in terms of classification problems, especially in 
cases of linearly non-separable datasets.

Trustorff et al. (2011) conducted a similar study using a least-squares SVM and logistic 
regression models. They chose five debt ratios for identifying the credit risks of companies 
and, in total, studied 78,000 companies using these ratios. One of the major outcomes of 
their study was that the SVM performs well under small training samples with high vari-
ance in the input data (Trustorff et al. 2011). Both Trustorff et al. (2011) and Chen et al. 
(2011) overlooked the imbalanced dataset in their studies. To overcome this problem in 
our study, we used oversampling and undersampling techniques, which will be explained 
in detail below.

Wang et al. (2012) used a hybrid ensemble approach to provide enterprise credit risk 
assessments. They used the financial records of 239 companies, as provided by the Indus-
trial and Commercial Bank of China. The method involved bagging and boosting tech-
niques, along with linear and polynomial SVM kernels. However, the dataset used in this 
study was much smaller than that of the other datasets used in most studies. This lack 
of application of the methodologies to a large dataset is one of the shortcomings of this 
research.



613Annals of Operations Research (2023) 330:609–637	

1 3

Harris studied credit risk assessments in 2013 and 2015, and these studies are of particu-
lar interest. These two studies involved the use of SVMs in credit risk assessments. Harris 
(2015) conducted a study on credit risk assessments based on default definitions given by 
the Bank of International Settlements and the Base Committee. His study argued that by 
using “narrow” and “broad” definitions of defaults based on the number of days past due in 
payments, credit risk evaluations could be improved using quantitative credit risk models. 
His methodologies, however, lacked clear applications of the credit risk models, along with 
any sensitivity analysis of the models. His study in 2015 involved the application of the 
clustered SVM proposed by Gu and Han (2013), and compared it with techniques such as 
logistic regression, decision trees, and combinations of other techniques. In this study, he 
used the German credit dataset provided by the UCI Machine learning repository and Bar-
bados credit union dataset.

Cao et  al. (2013) proposed a novel model-based cost-sensitive SVM enhanced by 
the particle swarm optimization technique (PSO) for loan default discrimination. Their 
research improved the SVM model integrating cost sensitivity and the PSO, thereby 
increasing the accuracy of the output; however, their model was applied as a binary clas-
sification technique to a specific bank data, thereby limiting the application of the model to 
a wider dataset. The limitation of the model’s application to a wider dataset led to question 
regarding the efficiency and scalability of the model used by Cao et al. (2013), and fur-
ther research on multi-class multi-feature classification clustering models was suggested to 
address the shortcomings in their research.

Danenas and Garsva studied the application of SVMs in credit risk assessments for 
different scenarios, and using different combinations of kernel functions. A recent study 
(Danenas & Garsva, 2015) on credit risk assessment used an SVM with PSO, as used by 
Cao et  al. (2013). They also utilized financial ratios as the input features for credit risk 
assessments. In their research, they used the Zmijewksi score (Z-score) as a binary output 
feature, with companies scoring greater than zero (i.e., Z > 0) being labeled as bankrupt. 
They compared the measurements of the model with those from logistic regression and 
RBF-based network classifiers. However, limitations regarding the stability of the PSO-
based SVM were one of the major limitations of their research. The model did not outper-
form linear SVM models, as used by other researchers in credit risk assessment.

Henley and Hand (1996) studied using the KNN as a classifier for credit risk scoring 
techniques, based on considering a bad risk rate as part of their research. The authors iden-
tified that KNN performed well in identifying the bad risk rate, and was able to perform 
well relative to decision trees, logistic regression, and linear regression. The dataset used 
by Henley and Hand (1996) was fairly balanced, with over 54% of the dataset consisting 
of credit risk, and involved 16 features. Marinakis et  al. (2008) studied a nearest neigh-
bor classifier by using metaheuristic algorithms for credit risk assessment based on loan 
portfolios of 1411 firms from the Greek Commercial Bank. The authors used 16 different 
financial ratios, including profitability, solvency, and managerial performance ratios. The 
dataset included 218 firms with default classes, and 1193 firms with non-default classes 
(Marinakis et al., 2008), making it an imbalanced dataset; nevertheless, their research did 
not involve any techniques to transform the imbalanced dataset into a balanced one. Using 
the metaheuristics algorithms, some of the models were able to achieve more than 98% 
accuracy, with an overall average of between 94 and 97%.

Abdelmoula (2015) studied Tunisian bank credit risk using the KNN algorithm with 
three nearest-neighbor parameters. The dataset consisted of 924 credit records from 2003 
to 2006, held by a Tunisian commercial bank (Abdelmoula, 2015). Abdelmoula (2015) 
obtained an accuracy of 88.63% with a receiver operating characteristic (ROC) score of 
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over 95%. The author used over 24 financial and non-financial ratios as the features of 
the study, with cash flow and non-cash flow models. Abdelmoula (2015) also used Type 1 
and Type 2 error rates for credit risks and commercial risks to identify whether the mod-
els could cover these error rates, which would help banks make efficient risk management 
decisions. A Type 1 error rate indicates the rate of default customers being categorized 
as non-default customers, and a Type 2 error indicates the rate of non-default customers 
being categorized as default customers (Abdelmoula, 2015). Concerning the methodology, 
although the author used ROC as the main performance metric, there was no discussion 
regarding the imbalanced nature of the dataset. Nevertheless, to the best of our knowledge, 
Abdelmoula’s (2015) research is one of the highest-quality studies on the use of KNN for 
credit risk assessments.

Khashman (2010) built a credit risk evaluation system with three different NN models 
using 24 numerical attributes, and implemented it with nine different learning schemes. 
From 27 different learning models, he chose the three learning models that provided an 
error rate of less than 0.008; this indicated that efficient models require iterative regres-
sion procedures to deliver accurate risk evaluation techniques. These three models deliv-
ered an overall accuracy rate of 83.6%, but the research lacked multiple points, such as 
feature selection procedures (how the clients were chosen for the training and validation 
procedures). Cimpoeru (2011) introduced the concept of neural calculus, and studied the 
concepts of error backpropagation techniques in credit risk assessments. The author of this 
research focused on multiple models, such as feedforward networks with multiple layers, 
adaptive networks based on fuzzy algorithms, and SVMs. Cimpoeru (2011) conducted a 
study on Romanian small-medium enterprises with turnover values between EUR 700,000 
and EUR 3,755,000. The research was conducted on 2% of the total population as a sam-
ple, and the input variables were financial ratios determined based on the available data.

Karaa and Krichene (2012) conducted a similar study by comparing SVM and NN 
models, and established the superiority of NN models over SVM models. The research-
ers focused mainly on the historical datasets of companies and their financial ratios. The 
authors did not mention whether the dataset was imbalanced, or if sampling techniques 
were used in the research. They achieved an accuracy of 90.2% with the NN model, and 
a Type 1 error rate of 18.55%. They also provided comparative results between DA and 
logistic regression techniques, and proved that logistic regression is a better model for 
resolving classification problems.

Oreski et al. (2012) investigated the extent of the impact that the total data from a single 
bank has on the genetic algorithm-based NN (GA-NN) for credit risk assessments. Their 
primary study was based on feature engineering and feature selection using hybrid mod-
els of GAs, which improve feature selection for data processing and evaluation relative to 
other models. Although the research was conducted with far better accuracy, the GA-NN is 
a computationally intensive technique, and the feature selection process takes a longer time 
to complete. Implementing this technique in banks will require optimization of the models 
and internal parameters, because each bank uses a different set of ratios to determine their 
credit risk assessments for clients. Moreover, the limited application of this model owing to 
its technology-intensive requirements necessitates further improvements, along with better 
models for real-world applications.

Khemakhem and Boujelbènea (2015) studied the differences between DA and ANNs 
based on Tunisian companies, and established that NN models were more accurate in 
terms of predictability. However, they criticized NN models as being less robust and less 
well-founded, terming them “black-box” operating rules, as the NN models are unable 
to explain the results provided by the models used in the studies of Tunisian companies. 
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Although in many cases, ANNs have provided better results (Oreski et  al., 2012; Khe-
makhem and Boujelbènea, 2015) as compared to linear models in regards to classification, 
they have been criticized for being vulnerable to multiple minima problems, such as those 
concerning ordinary least squares and maximum likelihood estimation (Chen et al., 2011). 
The major reason for this vulnerability is the minimization of empirical risks, leading 
to poor classification of the sample datasets (Chen et al., 2011; Haykin, 1998). In recent 
years, several researchers have performed comparative analyses between different models 
of ANN and machine learning techniques, aiming to understand the shortcomings and to 
improve the efficiency of such models. Khashman (2010), Cimpoeru (2011), and Karaa 
and Krichene (2012) conducted research by comparing different models, aiming to under-
stand their impacts on the data and output.

With advancements in machine learning, developments in software languages, and 
faster processing capabilities in computers, DNN and deep learning architectures have 
taken center stage in the study of applications relative to predictions and classifications. 
Sun and Vasarhelyi (2018) studied the application of DNNs to credit card delinquencies, 
one of the major influences in conducting this study. Based on credit card applicants from 
one of the largest banks in Brazil, with over 700,000 credit card applicants, they found that 
deep learning improves the accuracy of prediction in the case of a large dataset. Although 
they used a novel approach, they lacked a sensitivity analysis and overlooked the imbal-
anced dataset; moreover, they did not incorporate any types of sampling techniques that 
might have helped to overcome the imbalanced dataset.

Hamori et al. (2018) studied credit card delinquency based on the same dataset as that 
used in this study. Their study involved a comparison of ensemble learning methods along 
with NNs and DNNs with Tanh and ReLU activation functions. They identified that the 
dataset used was imbalanced, and used a normalization approach for the dataset, rather 
than sampling techniques. Zhu et al. (2018) introduced the use of a relief algorithm-based 
CNN for consumer credit scoring. The researchers used consumer credit data from a Chi-
nese consumer finance company, comprising of 24,387 data points and over 570 numeric 
attributes. Of these 570 numeric attributes, they used 50 attributes related to consumer 
credit (Zhu et al., 2018). Their study only included the area under the curve (AUC) and 
F1 score metrics, indicating that the dataset used was highly imbalanced; moreover, their 
methodology did not include any data normalization or sampling techniques with the NN.

Kvamme et al. (2018) used a CNN to predict mortgage defaults based on consumer’s 
account balance. They used a dataset from the Norwegian Bank, DNB, consisting of 
20,989 data points with a time series from 2012 to 2016. Their NN comprised three hid-
den layers with ReLU activation functions, and one output layer with a SoftMax activa-
tion function. To overcome the imbalanced dataset problem and overfitting of the model, 
they used data augmentation and regularization on both of the CNN models used in their 
research. Bayraci and Susuz (2019) studied using DNN-based classification models for 
credit risk assessments of Tunisian financial institutions with two separate datasets. For 
the datasets regarding credit card applicants, the researchers used a random selection of the 
major and minor classes to avoid the imbalanced nature of the dependent variable. They 
found that the DNN works well with complex datasets. However, their research lacked suf-
ficient evaluations of DNN models in terms of the F1 score and AUC; instead, they chose 
to use the weighted average accuracy rate. Second, the researchers did not specify the acti-
vation functions or number of layers used in the DNN model.

Rao et al. (2020) applied a random forest model to manage the borrowing risk of bor-
rowers in the rural areas by applying a two-stage Syncretic Cost-sensitive Random For-
est (SCSRF) model of "three rural" borrowers. In their study, no over and undersampling 
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strategies were used. Rtayli and Enneya (2020) used an SVM for identifying credit card 
risks from a highly imbalanced dataset from European credit card transaction data held 
by Libre Brussels University. In this study, the authors identified that the SVM had a good 
accuracy rate of 95% and sensitivity of 87%, but did not incorporate any balancing tech-
niques for analysis. Kalid et al. (2020) used an ensemble learning approach with the same 
credit card dataset as that used by Rtayli and Enneya (2020), and was able to improve the 
true positive rate for credit card fraud detection. Their approach also did not incorporate 
any balancing techniques along with the ensemble learning approach and several machine 
learning techniques. Based on the literature presented above, SVM has been one of the 
most studied models in credit risk assessments. This makes it ideal for study, and for com-
parative research with the DNN model presented in this study.

Sariannidis et al. (2020) compared prediction accuracy of seven classification methods 
such as KNN, Logistic Regression, Naïve Bayes, Decision Trees, Random Forest, SVC, 
and Linear SVC. They found that only some of the features can adequately be used to 
analyze the characteristics of the lending decisions. No use of resampling techniques are 
applied into the data set.

Several gaps can be outlined from the literature review. Previous research on DNN mod-
els has largely overlooked the sampling techniques that can be implemented along with 
these models. The evaluation of the models has been limited in regards to accuracy; in the 
case of an imbalanced dataset, it is recommended to use other measures, such as F1 score, 
G-Mean, and AUC–ROC Curve. Limited research has been completed on comparing the 
established scoring techniques in the context of SVM and/or DNN models, which could 
help us to understand whether DNN models have an advantage. Previous research has been 
limited to presenting the outcomes of the models in terms of their performances; however, 
limited discussion has been presented on the policy implications from using such models in 
financial institutions. Table 1 presents literature gaps in applying SVM, KNN models and 
Table 2 shows the gap related to the use of ANN and DNN models in credit score predic-
tions. The major gap identified in the current reviewed literature is the lack of applying 
over and undersampling methods in classification of the defaults.

3 � Classification techniques and approaches

Post-Great Recession (2008–2009), credit risk identification and prevention have received 
significant attention from managers of financial institutions, e.g., for issuing debts and lines 
of credit (Harris, 2015). Regulatory developments following global financial crisis have 
mandated the performance of complete due diligence on the credit histories of the compa-
nies and candidates requesting credit lines. These regulations have initiated the develop-
ment of a variety of techniques under the credit risk scoring model (e.g., Basel III, 2011). 
Financial firms and investment banks heavily rely on these scoring techniques to identify 
defaulters, so that credit lines can be offered to the most legitimate candidates. One of 
the earliest risk-scoring statistical techniques, discriminant analysis (DA), was developed 
based on Fisher’s linear discriminant model (1936); his seminal paper discussed quantita-
tive techniques for classifying “good” and “bad” applicants.
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3.1 � Support vector machines (SVMs) with sigmoid and radial basis function (RBF) 
kernel

SVMs are some of the prominent binary classification machine learning models utilized to 
resolve classification problems, especially if the dataset consists of binary features (Har-
ris, 2015). The SVM was first developed by Vapnik (2000). It attempts to find the opti-
mal separating hyperplane between binary classes by maximizing the difference between 
the class margins (Vapnik, 2000; Harris, 2015). The points lying on the boundaries of the 
hyperplane are called support vectors. The optimal hyperplane is determined by maximiz-
ing the width of the margin.

The optimization function in the SVMs for finding the optimal hyperplane is conducted 
using functions called kernel functions. These functions play a role in finding an optimized 
solution that is similar to an optimization problem. In this study, the radial basis function 
(RBF) was used as a kernel function with an SVM model. The RBF can reflect SVMs with 
exponential functions, whereas sigmoid functions can be taken as functions of the tangents 
to the input parameters. Table 3 indicates the functional form of the SVM involved in the 
study, along with its parameters and default values.

The SVM works based on the optimization of the margin between hyperplanes. In this 
study, for a set of training instances 

{(
x1, y1

)
,………… ..

(
xn, yn

)}
 , x ∈ Rn, y ∈ {−1, 1} , 

and y is the class label for the dependent feature in a binary classification problem. 
In a binary classification problem, the SVM attempts to find a classifier f(x) , which 
minimizes the misclassification rate. f(x) is the hyperplane, and can be represented as 
f(x) = sgn

(
wTx + b

)
 . Using this function in the training results in a convex quadratic opti-

mization problem. The convex optimization problem can be rewritten using Lagrangian 
functions, as follows Eqs. (1) and (1a):

subject to:

Here, � is the Lagrange multiplier, and C is the tradeoff between the maximum margin 
and misclassification error. The term K

(
xi, xj

)
 represents the kernel functions used to map 

linearly non-separable instances into a higher-dimensional space. The kernels used in the 
study are presented in Table 3.

(1)minimizeW(�) =
1

2
∑n

i=1

∑n

j=1
yiyj�i�jK

�
xi, xj

�

(1a)
n∑

i=1

yj�i = 0; ∀i ∶ 0 ≤ �i ≤ C

Table 3   Functions and parameters of the support vector machine (SVM) (Khemakhem and Boujelbènea, 
2015)

Kernel function Functional form Parameters Default values

Radial basis function K ( xi, xj) = exp (− �xi − xj^2) � ∈ R � = 1
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3.2 � K‑nearest neighbor (KNN)

The nearest neighbor algorithm is one of the most widely studied algorithms for classifica-
tion problems. The algorithm was first introduced by Fix and Hodges (1951), in their semi-
nal paper on discriminatory analysis and nonparametric discrimination. They were the first 
to establish the rules for the nearest neighbors, and how the algorithm identifies them using 
a Euclidean distance. Cover and Hart introduced the nearest-neighbor algorithm for pattern 
classification in (1967), and identified how it could fit into broader applications of classifi-
cation problems. The KNN was introduced by Altman (1992) as a nonparametric method 
for pattern recognition and classification. This algorithm also belongs to the class of super-
vised learning techniques, as the algorithm requires training before the actual applica-
tion of the algorithm on a given set of independent features. It is also a machine learning 
method that can be extended and applied to large-scale data mining problems (Nadkarni & 
Nadkarni, 2016). The algorithm uses a common principle, i.e., that similar objects or fea-
tures exist within the proximity of one another in a given dataset.

As a non-parametric classification technique, KNNs can be used for non-linear datasets, 
such as in credit risk assessment. In this study, the KNN algorithm was used as a clas-
sification technique for identifying default payments in ta dataset. Parameter tuning is a 
key aspect of the KNN model. One of the most important parameters to be identified for 
the KNN is the number of nearest neighbors. Using the square root of the total number of 
samples, we tuned our nearest neighbors to 173, based on our understanding of overfit-
ting and underfitting in regards to the model. Overfitting the model means using excessive 
data points to fit the data into the model, resulting in plain memorization of the data points 
by the model (Massaron & Boschetti, 2016), and ultimately in the provision of incorrect 
measurements for the model prediction. In contrast, underfitting indicates the use of too 
few data points or too little information to fit the model, thereby not utilizing the complete 
information for accurately training the model.

3.3 � Artificial neural network (ANN)

ANNs consist of neurons that are similar to human neurons. These neurons form a single 
functional unit in the network layer. An ANN can consist of one-to-many layers, making 
them easily programmable algorithms in the field of computer science. The mathematical 
model of a neuron was proposed by McCulloch and Pitts (1943). The neuron proposed by 
McCulloch and Pitts (1943) consisted of a binary input, binary output, and single activa-
tion function. Stacking multiple neurons with a given set of input variables and connecting 
them with different weights and activation functions provides us with ANNs, or more sim-
ply, neural networks (NNs). The most common form of NN is known as the feed-forward 
network, where the information from the input variables is carried forward linearly through 
cross-connected neurons as the middle layers, and finally towards the desired output layer. 
These networks are termed as “feed-forward” because the information flows in only one 
direction, i.e., without any feedback loops or back into the hidden layers.

Over the past few years, with the help of advanced programming languages, NN 
research has led to several other architectures, such as error back-propagation NNs, recur-
rent NNs, and convolutional NNs (CNNs). These have been widely implemented in image 
processing and image recognition technologies. The ANN in this study was influenced by 
the work of Khemakhem and Boujelbènea (2015), who used an ANN to conduct a credit 
risk assessment. The ANN used in this study comprises four layers, as follows:
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Layer 1: An input Layer consisting of 10 neurons representing the 10 input variables;
Layer 2: A hidden layer consisting of 109 neurons;
Layer 3: A hidden layer consisting of 109 neurons; and
Layer 4: An output layer consisting of a single neuron.

This study used a rectified linear unit (ReLU) as the activation function for neurons with a 
feed-forward neural architecture, as explained above. The hidden layer neurons were opti-
mized throughout this study for better accuracy and classification results, based on a trial-
and-error method. The choice of neurons in the hidden layer was decided based on a com-
mon assumption, to form a tunnel architecture in the network topology of the NNs, and 
thereby to reduce the error rates in the NNs. Combined with this assumption and by using 
multiple trials to avoid overfitting of the models, the neurons were appropriated at 16 and 
10 for the hidden layers in the ANN architecture. A similar method was used to finalize the 
architecture of the DNN model. We used binary cross-entropy as the loss function for the 
NN model, and stochastic gradient descent as the optimizer.

3.4 � Deep neural networks (DNNs)

DNNs consist of multiple layers of NNs, and work based on a principle similar to that 
of ANNs. They form a part of the larger family of deep learning architectures, including 
deep recurrent NNs, deep belief networks, and deep CNNs. DNN architectures for broader 
applications can include N-different hidden layers, depending on the optimization of the 
model, and the problem being solved using the DNN. The DNN used in this study com-
prised six layers, as follows:

Layer 1: An input Layer consisting of 10 neurons representing the 10 input variables;
Layer 2: A hidden layer consisting of 60 neurons;
Layer 3: A hidden layer consisting of 55 neurons;
Layer 4: A hidden layer consisting of 60 neurons;
Layer 5: A hidden layer consisting of 55 neurons; and
Layer 6: An output layer consisting of a single neuron.

This study used a ReLU as the activation function for the neurons with a feed-forward neu-
ral architecture, as explained above. The hidden layer neurons were optimized throughout 
this study for better accuracy and classification results using the trial-and-error method. 
To reduce the loss function, we used binary cross entropy, and we used stochastic gradient 
descent as the optimizer for the DNN model.

4 � Materials and methods

4.1 � Dataset

The data utilized for the research were obtained from the University of California, Irvine 
machine learning repository, which is one of the leading databases for research datasets 
in artificial intelligence and machine learning. The dataset contains over 30,000 rows of 
individual client credit cards, with 23 explanatory features. These 23 explanatory features 
are provided in the “Appendix 1”. The explanatory features are based on 30,000 client 
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credit card transactions occurring from April to September 2005. The response variable 
(or dependent variable) is the “default payment next month,” which indicates that the client 
will fail to pay any amount to the financial institution in the next month, thereby defaulting 
on the credit card payment. Figure 1 shows the imbalanced distinction between the next-
month default and non-default customers. The descriptive statistics for all of the other vari-
ables are shown in the “Appendix”.

For training and testing the models, this study used the Python machine learning pack-
age Scikit-Learn. A ratio of 80:20 for splitting the entire dataset and sampling techniques 
were used to randomly split the data into 80% for training and 20% for testing the models. 
A preliminary analysis of the dataset is explained in the next section.

4.2 � Sampling techniques

4.2.1 � Oversampling techniques

SMOTE was first proposed by Chawla et al. (2011) in their seminal paper on this technique. 
Based on Google Scholar’s estimation, over 9000 papers have cited this research, indicat-
ing extensive review of this technique over the past two decades. SMOTE is implemented 
by oversampling the minority class and undersampling the majority class (Chawla et al., 
2011). In this study, the minority class would be the segment of data representing credit 
card clients defaulting in their payment, and the majority class would be the opposite.

SVM-SMOTE is a variant of the SMOTE algorithm that uses an SVM kernel algo-
rithm to detect samples and generate new synthetic samples (Karaa and Krichene, 2012). 
Based on our literature review, SVM-SMOTE has not been used in the literature for credit 
risk assessment, as researchers prefer to use SMOTE as a form of oversampling, and then 
to conduct a further comparison. In this study, by using one more method, a comparison 
between these two oversampling methods can be established.

Fig. 1   Imbalanced default payments
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4.2.2 � Undersampling techniques

RUS has been one of the widely used undersampling techniques in the reviewed literature. 
This technique undersamples the majority class by randomly selecting samples, with or 
without replacement.

All-KNN uses a KNN algorithm to conduct undersampling. This technique was devel-
oped based on a paper published by Tomek (1976). Based on our literature review, the 
All-KNN undersampling technique has not been previously employed to study the effect 
of this technique on the respective models used in this study. Using this technique in this 
study will allow us to establish a comparison between the RUS and All-KNN techniques 
for further analysis.

4.3 � Performance criteria

The classification models were evaluated based on the accuracy of the models for correctly 
predicting the target variables. The major performance criteria used in this study were the 
accuracy, sensitivity, and specificity. The computation of these criteria can be summarized 
as follows Eqs. (2)—(4):

In the above, TP, TN, FP, and FN indicate true positives, true negatives, false positives, and 
false negatives, respectively. They are defined as follows:

True positive: Model predicts the value as true when the actual value is true;
True negative: Model predicts the value as false when the actual value is true;
False positive: Model predicts the value as true when the actual value is false; and
False negative: Model predicts the value as false when the actual value is false.

These values can be summarized in a confusion matrix providing all of the values for 
the models, as shown in Table 4.

The accuracy indicates a model’s precision in predicting the correct trend, whereas the 
sensitivity and specificity show the model’s precision in predicting bullish and bearish 

(2)Accuracy =
TP + TN

TN + TP + FP + FN

(3)Sensitivity =
TP

TP + FN

(4)Specificity =
TN

TN + FP

Table 4   Confusion matrix

Predicted Y

Default payment (Y = 1) Payment on time (Y = 0)

Actual Y Default payment (Y = 1) True positive (TP) False negative (FN)
Payment on time (Y = 0) False positive (FP) True negative (TN)
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trends, respectively. Sensitivity also helps in the model’s precision when predicting a posi-
tive change, whereas specificity helps when predicting a negative change.

Because the dataset used in this study was imbalanced, in the process of balancing the 
dataset, sampling techniques were used. Hence, several other performance criteria were 
measured for the models, so as to make an accurate decision on which model performs 
well relative to the others. The second set of performance criteria consisted of the balanced 
accuracy, G-mean, F1 score, and AUC or ROC characteristics for the models. The compu-
tation of these criteria can be summarized as follows Eqs. (5)–(7):

4.3.1 � ROC–AUC​

The AUC is the measurement of the ROC of the model, which is calculated based on the 
prediction scores. Any classifier that follows the 45-degree line is considered as a useless 
classifier. A perfect classifier classifies a default payment as “default” 100% of the time, 
whereas a real-life classifier’s performance lies somewhere between useless and perfect 
classifiers.

4.4 � Loss functions

4.4.1 � Brier score

The Brier score was originally proposed by Brier (1950) in his paper on the verification of 
weather forecasts outlined with probabilities. It represents the average deviation between 
predicted probabilities (Brier, 1950); a lower Brier score for a model represents a higher 
accuracy in the prediction of the outcome.

For a binary classification, the Brier score is given as follows (Martino et  al., 2019); 
Eq. (8):

In the above, T
(
yi=1|xi

)
 = 1 if yi = 1 and T

(
yi=1|xi

)
 = 0 otherwise, and P

(
yi=1|xi

)
 is the esti-

mated probability for pattern xi to belong to Class 1. From the formula, we can see that the 
Brier score represents the mean squared error, indicating that a lower value of the Brier 
score indicates better predictions by the models.

(5)Balanced Accuracy =
Sensitivity + Specificity

2

(6)G−Mean =
√
Sensitivity × Specificity

(7)F1−Measure =
2 × Precision × Recall

Precision + Recall

(8)BS =
1

N

N∑

i=1

(
T
(
yi=1|xi

)
− P

(
yi=1|xi

))2
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4.4.2 � Cross entropy loss (log loss)

An alternative measure for the root mean square error in binary classification is known as 
the cross-entropy loss or log loss. The log loss for a binary classification is determined as 
follows (Martino et al., 2019); Eq. (9):

Here, yi indicates the true values, and pi indicates the predicted values. The higher the 
deviation from the true values, the higher the log loss values, and the lower the log loss 
values, the better the prediction and accuracy.

5 � Framework of the analysis

In this study, we implemented four different models using the two oversampling techniques 
and two undersampling techniques described in the previous sections. Before applying the 
models to the dataset, the dataset was preprocessed to perform a preliminary analysis, and 
the feature selection procedure was conducted. To understand the importance of features 
and use them for further analysis, we used logistic regression, which is a widely used tech-
nique for feature selection in the literature reviewed. Once a set number of features was 
selected based on the output from the logistic regression, the cleaned dataset was passed 
through all of the models, along with the sampling techniques. We created 16 models based 
on combinations of the four models and four different sampling techniques. Therefore, the 
models were established as follows:

	 1.	 Deep NN with SMOTE
	 2.	 Deep NN with SVM SMOTE
	 3.	 Deep NN with RUS
	 4.	 Deep NN with All-KNN
	 5.	 Artificial NN with SMOTE
	 6.	 Artificial NN with SVM SMOTE
	 7.	 Artificial NN with RUS
	 8.	 Artificial NN with All-KNN
	 9.	 SVM (RBF kernel) with SMOTE
	10.	 SVM (RBF kernel) with SVM SMOTE
	11.	 SVM (RBF kernel) with RUS
	12.	 SVM (RBF kernel) with All-KNN
	13.	 KNN with SMOTE
	14.	 KNN with SVM SMOTE
	15.	 KNN with RUS
	16.	 KNN with All-KNN

The steps involved in the study were as follows.

1.	 The raw data were downloaded from the repository, and a preliminary analysis was 
conducted on the features.

(9)LL = −
1

N

N∑

i=1

[yilog
(
pi
)
+
(
1 − yi

)
log

(
1 − pi

)
]
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2.	 After the preliminary analysis was completed, the raw data were passed through logistic 
regression to identify the importance of the features and which features played important 
roles in detecting default payments.

3.	 The features were segregated into a separate dataset based on their importance.
4.	 The segregated dataset was then passed through each of the sampling techniques.
5.	 Post-sampling, tenfold cross validation was applied to each of the models individually, 

as outlined above in the combination of the models.
6.	 Once the segregated dataset was analyzed using the models, the performance criteria 

were calculated, using the formulas explained in Sect. 4.3.

To compare the performances of the models, we used each model’s performance meas-
ures without sampling as a benchmark scenario, and then compared them with the perfor-
mance measures of the models with the sampling techniques. Figure 2 presents a flowchart 
of the overall framework used in this study.

6 � Empirical results and analysis

To better understand the dataset, a preliminary analysis was conducted on the raw data-
set, and several descriptive statistics were identified. The descriptive statistics are listed in 
Table 5, which shows how the dataset is distributed between the defaults and non-default 
data points. Out of the 30,000 records for clients in the dataset, 6636 indicate that the cli-
ent defaulted in their payments. The percentage of the default records to total records in the 
dataset in this study is 22.12%, making the dataset an imbalanced dataset.

Figures 3, 4, 5, and 6 plot the categorical features in the dataset versus the default pay-
ments. Middle-aged clients seem to be on the default payment list more than older clients, 
among which females are on the higher end. Marital status does not have much effect on 
the default status, as we can see that both married and single clients have the same percent-
age of default payments.

6.1 � Feature selections

To eliminate noise in the dataset and further optimize the importance of the features on 
the output variable, we implemented logistic regression on the raw dataset, and identified 
that out of the 23 features in the raw dataset, only 10 features played an important role in 
the detection of default payments. Out of the 10 variables, six variables were PAY_0 to 
PAY_6, indicating that the past repayment status plays a major role in identifying whether 
the client will make any future payments. It can also be stated that these repayment statuses 
are correlated with the dependent variable.

A logistic regression is applied with the independent variables defined by the charac-
teristics of each client’s data as included in this study. These characteristics are outlined in 
details in the dataset available on “Appendix 1”. The choices of independent and dependent 
variables are made based on these characteristics, and on the definition of default. Based on 
these definitions, in this study, the dependent variable is the default payment and the inde-
pendent variables are the remaining features, as outlined in the dataset table in “Appendix 
1”. Common types of regression analysis use the mean squared error (MSE) as a loss func-
tion; it gives a convex shape. Complete optimization can be performed by finding its vertex 
as a global minimum. However, there is no such option for logistic regression. Because 
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Raw Data

Preliminary Analysis

Feature Selection with Logistic
Regression

SMOTE SVM 
SMOTE

Random 
Under 

Sampling
All - KNN Resampling 

Phase

Deep 
Neural 

Network

Artificial 
Neural 

Network

Support 
Vector 

Machines

K-Nearest 
Neighbor

Testing 

Training 
Phase

Testing 
Phase

Output and Results

10-Fold Cross Validation 

Fig. 2   The architecture of the algorithm used in this study

Table 5   Default payments in the 
dataset Total dataset 30,000

Default payments 6636
Percentage of default payments 22.12%
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Fig. 3   Plot of age versus default payment

Fig. 4   Plot of sex versus default payment

Fig. 5   Plot of marriage versus default payment
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the dependent feature is not continuous, the graph of the MSE will result in a non-con-
vex plot with local minima. The appropriate loss function for logistic regression is known 
as the cross-entropy loss function for linear classification models, as defined by Murphy 
(2012). Such a loss function also ensures that as the probability of the correct answer is 
maximized, the probability of the incorrect answer is minimized; as the two sum to one, 
any increase in the probability of the correct answer comes at the expense of the incorrect 
answer (Murphy, 2012). In this study, the optimized cross-entropy loss function is reported 
by the software packages.

By using the coefficients of the dependent variables obtained from the logistic regres-
sion, we can plot a graph of the independent variables against their relative importance. 
The plot of the relative importance of the features is depicted in Fig. 7, Table 6 displays 
the logistic regression results as obtained with the variables. The pseudo-R-square value 

Fig. 6   Plot of education versus default payment

Fig. 7   Plot of features and their relative importance using logistic regression
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of 0.1207 in the table reflects McFadden’s R-Square, as per the documentation for the 
programming used for calculating the values of the logistic regression results. Assuming 
that  L0  is the value of the likelihood function for a model with no predictors and  Lm  is 
the likelihood of the model being estimated (McFadden, 1974), McFadden’s R-square is 
defined as follows Eq. (10):

According to McFadden (1974), a small ratio for the log-likelihood indicates that the model 
being estimated is a far better fit than a model with no predictors. Based on the results from 
this step, the dataset is reduced to only the 10 features playing important roles for fur-
ther analysis of the models. The p-value associated with the log likelihood ratio (LLR) test 
reported as zero indicating the fitted model is statistically significant.

6.2 � Empirical results and advantages of the algorithm

Table  7 presents the complete performance metrics of the models used in this study 
against each of the sampling techniques, and without sampling (benchmark). The ALL-
KNN undersampling technique is the best-performing sampling technique across all of the 
models and sampling techniques, with an average accuracy of 98% across the four mod-
els. The ALL-KNN sampling technique is also able to achieve lower cross-entropy loss 
or log-loss measures across all models, indicating the efficiency of using this sampling 
technique in the models. Among the four models under this sampling technique, the SVM 
outperforms the other models in several performance metrics, and achieves an accuracy 
of 98.6%, with Brier score loss of 0.006, and log-loss value of 0.028. All of the models 
used in this study are able to achieve more than 80% specificity, indicating the efficiency 
of the models in identifying true positives, and the specificity of the models is the highest 
under the All-KNN sampling technique. The sensitivity of the models is also the highest 
with ALL-KNN sampling, with a value of 77.4% in the SVM. Among the oversampling 
techniques of SMOTE and SVMSMOTE, SVMSMOTE outperforms SMOTE in regards 

(10)R2 = 1 −

(
ln
(
Lm

)

ln
(
L0
)

)

Table 6   Logistic regression 
results Model Logit

Method Maximum 
likelihood 
estimation 
(MLE)

Dep. variable Default pay-
ment next 
month

No. observations 30,000
D.f. residuals 29,976
D.f. model 23
Pseudo R-square 0.1207
Log-likelihood − 13,939
Log loss (LL)-Null − 15,853
LLR p value 0.00000
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to the performance metrics across the four models. The results from the models without 
sampling techniques are completely skewed toward non-default payments, as the dataset 
is unbalanced (with 78% consisting of non-default payments and 22% consisting of default 
payments). The accuracy of all models is close to 78%, with the DNN at 77.9%, indicating 
that the model is much more robust than the other models when used with the sampling 
techniques, and could serve as the benchmark comparison for the models with sampling 
techniques. The overfitting and underfitting of the models are eliminated using the tenfold 
cross-validation. This technique is used in this study as the datasets are stationary, and it 
has approximately 30,000 client credit cards. The precisions of the models across all of 
the sampling techniques are higher than the accuracies of the models, indicating that the 
models are able to identify the positive class (default payments) better in the datasets. The 
models using the All-KNN sampling technique have the highest precision scores, with a 
precision score of 99.6% under the DNN model used in this study. The Brier score loss 
is used as a cost function indicator to predict the probability of default. The Brier score 
loss is consistent across all models, averaging closer to 0.20, with the lowest values in the 
All-KNN sampling techniques, indicating that the accuracy of the prediction for the posi-
tive class is much better across all of the models (especially with the All-KNN sampling 
technique). To identify the superiority of the models, we use the F1 score, which includes 
both precision and recall in its calculations. Based on the values presented in Table 7, the 
SVM with the All-KNN sampling technique could be said to have superior performance 
relative to the ANN and DNN with the same sampling technique, and is much better than 
the benchmark measurements calculated without sampling techniques.

7 � Implications and conclusions

7.1 � Practical insights

The application of machine learning and DNNs can help financial institutions predict 
counterparty risk failures, as shown in this study. Assuming that the model is applied in a 
real-life scenario, the loss owing to credit card delinquency can be reduced considerably. 
According to McKinsey’s Global Institute research on credit risk management (Bahillo 
et al., 2016), the application of machine learning and advanced analytics can help finan-
cial institutions in three different ways. First, there is a potential improvement in revenue, 
owing to the early detection of credit risk or counterparty risk. Second, potential money is 
saved in regards to cost reductions, owing to the detection of potential fraud customers in 
the application process for credit instruments, such as credit cards. Third, the money previ-
ously employed in risk mitigation strategies surrounding credit risk management is saved. 
At each of these stages, financial institutions can save up to 10 to 15% of the potential 
value in revenue, which in combination reduces losses by up to 30–35%, based on applica-
tion of advanced analytical tools in credit risk management (Bahillo et al., 2016). Further 
application of advanced analytical models can help banks improve their return on equity by 
approximately 4% (Härle et al., 2015).

The Canadian Bankers Association reported that over 600,000 credit cardholders were 
delinquent in 2018 (CBA, 2018), leading to a net loss of approximately CAD 4.38 bil-
lion; the net dollar value for credit card transactions alone was at CAD 547.98 billion. 
This dataset comprised all credit card issuing institutions in Canada. The delinquency rate 
for 2018 was 0.8% (CBA, 2018), which indicates the total loss value and total delinquent 



633Annals of Operations Research (2023) 330:609–637	

1 3

cardholders. By the application of machine learning models, this can be brought down to 
approximately CAD 2–3 billion if applying the potential reduction percentages as stated by 
Bahillo et al. (2016). Thus, the understanding and application of DNN-based models can 
have profound impacts on the bottom lines of major financial institutions.

Considering a loss of CAD (4.38 billion) with 600,000 cardholders, the average loss per 
cardholder to financial institutions can be approximated as CAD 7300 annually. Assuming 
the model applied in this study is applied to identify these 600,000 cardholders in an earlier 
stage, with an average accuracy of 98% accuracy, 540,000 cardholders will be classified as 
delinquents. The savings would be approximately CAD 3.9 billion to financial institutions 
if these delinquent cardholders are detected at the earlier stage.

Financial institutions, such as major banks and credit agencies, can combine applica-
tions of models and computing powers to develop algorithms for detecting credit card 
delinquency with better accuracy. For example, at the expense of personal privacy, clients 
can provide more accurate information to these institutions, so as to accurately choose the 
required features to detect default payments. The application of DNN models can only 
provide the required results if provided with the appropriate features for predicting the 
dependent feature; in this study, the dependent feature was the default payment for the next 
month. The choice of features has a profound impact on the application of the DNN mod-
els, as features with less significant importance can result in noise and increases in error 
rates, whereas significant features can increase the accuracy rates, as observed in this study.

7.2 � Future work

To identify the importance of the features, logistic regression was used in the pre-process-
ing stage, and several of the features were discarded from further analysis. More robust fea-
ture selection procedures can be implemented for the selection of features in conjunction 
with the DNN model proposed in this study. It is understood that not all discarded features 
may play an important role, but feature selection can play a vital role in the output vari-
able. The dataset used in this study contained information from 30,000 different clients. 
To understand the complete operation of the DNN model proposed in this study, a larger 
dataset (on the order of millions of records) will help to further analyze the model. A larger 
dataset can also help in understanding how fast the proposed model can help in obtaining 
the output relative to the different models from the literature for credit risk assessment.

To further realize the importance of DNNs, similar studies will be required using differ-
ent credit instruments such as home mortgages, lines of credit, and vehicle loans. Compar-
ative studies between two different datasets can also help in further analyzing the model. 
A separate study on the effectiveness of the All-KNN sampling technique across multiple 
applications could help identify the potential of this undersampling technique.

7.3 � Key contributions

Some of the primary contributions of this study are the use of the DNN Model to achieve 
98.6% accuracy with a ROC score of 0.859 compared to the existing research (e.g., Bayraci 
& Susuz, 2019; Sun & Vasarhelyi, 2018). The application of the four different resampling 
techniques along with four different classification models for the study in credit risk assess-
ment to be used for the first time to the best of our knowledge. This has been identified as 
another gap on the existing research works (e.g., Bayraci & Susuz, 2019; Sariannidis et al., 
2020). This study showed that the SMOTE and RUS, All-KNN, and SVM SMOTE are 
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equally powerful resampling techniques under alternative classification models and sce-
narios in case of an imbalanced dataset. ALL-KNN resampling technique proves to be the 
robust technique based on the performance measures reported in this study. The use of 
cross entropy loss function in binary classification models as a more appropriate criteria 
in this research can be considered as another contribution. Finally, SVM-SMOTE can also 
be applied as an alternate oversampling technique in future studies due to the consistent 
results presented in this paper. This is another significant step in filling the research gap 
(e.g., Kalid et al., 2020; Kvamme et al., 2018; Rtayli & Enneya, 2020).

8 � Conclusion

One of the primary capabilities of a robust risk management system must be detecting 
the risks earlier, though many of the financial institutions today lack this key capability 
which leads to further losses (Bahillo et al., 2016). This paper was able to contribute to 
this gap by proposing a DNN model to be used along with sampling techniques for imbal-
anced datasets. The proposed model was able to achieve 98.6% accuracy with the use of 
the ALL-KNN sampling technique and a ROC score of 0.859. As a direct comparison with 
the models used by Hamori et al. (2018) since they used the same dataset, our models and 
techniques have much higher accuracy as they were only able to achieve 69.17% average 
accuracy. Comparing with other models used in the literature, since many of them lacked 
the use of the variety of the sampling techniques, this study could not place a direct com-
parison. Being said that at 98.6% accuracy and 0.859 ROC score, the DNN model pro-
posed in this study under the All-KNN sampling technique can be concluded to be used as 
a real-life classifier in predicting credit risk assessment. Using the methodology and mod-
els presented in this paper, credit risk assessment can be analyzed in practical applications 
where most of the data points are skewed towards non-default payments. The application 
of sampling techniques enhances the dependency of the models on the data points for train-
ing and thereby providing accurate results as compared to the models which train on the 
datasets directly. Through the accurate implementation of the neural networks and neurons 
used in the architecture, this paper presents better insights into the functioning of the neural 
networks when used in conjunction with the sampling techniques.
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