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Abstract
As artificial intelligence (AI) becomes more pervasive, the concern over how users can trust
artificial agents is more important than ever before. In this research, we seek to understand the
trust formation between humans and artificial agents from the morality and uncanny theory
perspective. We conducted three studies to carefully examine the effect of two moral foun-
dations: perceptions of harm and perceptions of injustice, as well as reported wrongdoing on
uncanniness and examine the effect of uncanniness on trust in artificial agents. In Study 1, we
found perceived injustice was the primary determinant of uncanniness and uncanniness had a
negative effect on trust. Studies 2 and 3 extended these findings using two different scenarios
of wrongful acts involving an artificial agent. In addition to explaining the contribution of
moral appraisals to the feeling of uncanny, the latter studies also uncover substantial contri-
butions of both perceived harm and perceived injustice. The results provide a foundation for
establishing trust in artificial agents and designing an AI system by instilling moral values
in it.

Keywords Artificial intelligence · Perceptions of harm · Perceptions of injustice ·
Uncanniness · Trust

1 Introduction

In the last few years, scientists, researchers, and engineers have made a remarkable progress
in machine learning and artificial intelligence (AI) systems. The Oxford English Dictionary
defines an AI as “the theory and development of computer systems able to perform tasks
normally requiring human intelligence” (Abrardi et al. 2019, p. 1). Recently, this topic is
attracting the attention of researchers from the information systems (IS) and operational
management (OM) fields (e.g., Beck and Smith 2009; Brucker and Knust 2002; Fragapane
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et al. forthcoming; Han and Cook 1998; Kats and Levner 1997; Petrovic 2019; Seeber et al.
forthcoming; Talbi 2016). In this current study, we define artificial intelligence as a system-
based artificial agent (i.e., artificial agent)—a system that is capable of sensing, information
processing, decision-making, and learning to act upon its environment and to interact with
humans and other machines in order to achieve a common goal (Seeber et al. forthcoming).
Indeed, artificial agents now can perform tasks that regularly require human interventions,
such as diagnosing illnesses, making decisions on the factory floors, and even engaging in a
conversationwith humans. The adoption of artificial agents creates entirely new opportunities
for flexible, efficient production, evenwhen it comes to complex and increasingly customized
products in small batch runs (Siemens 2019). According to PwC study, a total of 62% of
large companies are already utilizing AI systems in 2018 and these systems can contribute
to up to US$ 15.7 trillion to the global economy in 2030 (PwC 2017).

As artificial agents becomemore pervasive, the concern over howwe can trust them ismore
important than ever before. While there are a lot of potentials for artificial agents to improve
our lives, there is just as much potential for it to cause harm or inequality. Moreover, some
fundamental questions arise about the expected social impact of artificial agents, especially
if the interaction with an intelligent agent involves a wrongdoing act. What people find
appropriate for a machine may be different than what people are going to accept from a
human (IBM 2019). Given the fact that the mechanism of trust formation in the interaction
between humans and artificial agents has not been fully studied, little is known about what
factors contribute to trust in artificial agents. Trust is important in situations where there is
a state of dependence between two parties and when this dependence entails risk (Komiak
and Benbasat 2006). In the context of users’ interaction with an artificial agent, given the
amount of autonomy granted to the agent to achieve a shared goal, users depend on the agent
for better decision making or task performance. Risk arises because decisions or actions
performed by an artificial agent can have serious consequences for society at large, and even
greater consequences for the companies responsible (Saif and Ammanath 2020). Thus, the
adoption of AI systems is largely dependent on trust.

The goal of the current study is to understand the trust formation between humans and
artificial agents by studying this phenomenon from the morality and uncanny theory per-
spective. Most of the literature on the relationship between humans and artificial agents has
focused on whether a robot, as a subset of artificial agents, may look uncanny when human
and nonhuman elements are mixed (e.g., Gray and Wegner 2012). Whereas these studies
specifically focus on the aesthetic aspects of artificial agents to increase the likeability of
a humanoid object, the possibility that an eerie feeling or uncanny feeling can be triggered
by moral and personality aspects of the artificial agents has never been explored. If one’s
judgments of moral wrongdoing can trigger the uncanny feeling towards artificial agents, the
important questions are “what types of moral appraisals will likely drive the uneasy feeling?”
and “what is the impact of moral violation on trust between humans and artificial agents?”.

The current research examines whether the uneasy feeling or uncanny feeling will mediate
the effect of moral appraisals on trust in artificial agents. Trust is crucial because it impacts
the success of human-nonhuman agent interactions and may determine the future adoption
of AI systems (Piazza et al. 2019). Although prior research has identified the importance
of human characteristics (e.g., ability, personality), environmental characteristics (e.g., task,
team), and robot characteristics (e.g., performance, attributes) on human-artificial agents
team trust (e.g., Billings et al. 2012), it did not take into account the social expectations about
how artificial agents should act in a socially constructed environment. For example, is society
in general willing to trust an artificial agent that demonstrates bias toward a specific social
group? Whereas such bias is inevitable among human agents, people expect an artificial

123



Annals of Operations Research (2022) 308:525–548 527

agent to make a better and more objective decision. In a case of moral event as described in
this example, we hypothesize that the uncanny feeling will be activated and in turn, it may
influence observers’ level of trust in nonhuman agents.

In this current study,we specifically focus on two types ofmoral appraisals:harmappraisal
and injustice appraisal as the predictors of the uncanny feeling.According to the harm-centric
approaches tomoralwrongdoing, people judge an act asmorallywrong if they perceive the act
to cause harm (Piazza et al. 2019). From this theoretical lens, harm constitutes a foundational,
organizing template by which all immoral actions are conceptualized (Gray and Schein 2012;
Gray et al. 2014; Piazza et al. 2019). However, some scholars have argued that perceptions of
harm are not sufficient for judgments of wrongdoing because people often find harmful acts
acceptable (e.g., Piazza and Sousa 2016). Although there is limited research investigating
how people react when a nonhuman agent causes harm to humans, studies on autonomous
vehicles have shown that people tend to approve the vehicle’s act to kill one to save five
people (e.g., Awad et al. 2018; Bonnefon et al. 2016). Certainly, perceptions of harm are
observed in these studies. However, it is not sufficient for judgments of wrongdoing. On the
contrary to the harm-centric perspective, some have argued that if a harmful act is apprised
as involving injustice, then it is judged to be morally wrong (Sousa and Piazza 2014). In this
regard, the injustice appraisal is the appraisal that the agent did not consider the balance of
interests involved when causing the pain/suffering (Piazza et al. 2019). We predict that, these
two cognitively moral appraisals—harm appraisal and injustice appraisal—will trigger an
emotional appraisal (i.e., the uncanny feeling) among observers since there is an intellectual
uncertainty when an artificial agent’s behavior violates expectations. This uncanny feeling,
in turn, will negatively influence trust in artificial agents.

Our research sheds light on the social determinants of trust between humans and artifi-
cial agents from the moral judgment perspective. Whereas previous studies on trust between
human and nonhuman objects have primarily focused on robots, our research focuses on a
broader category of AI systems. Artificial agents can be conceptualized based on their degree
of autonomous agency as information retrieval agents (e.g., commercial shopping chatbots),
advisory agents (i.e., using machine learning to provide information about a defendant that
can be used for a parole decision), and performative agents (e.g., scheduling and delivering)
(Nissen and Sengupta 2006; Seeber et al. forthcoming). Artificial agents can also be cate-
gorized based on its level of embodiment as embodied agents (e.g., humanoid robot) and
disembodied agents (e.g., chatbot, digital assistant) (Seeber et al. forthcoming). For remain-
der of this paper, we use the term artificial agents and AI systems interchangeably to refer
to any of these types of AI, which implement at least one subset of these functions, but not
necessarily all of them. In one survey and two situated experiments, we demonstrate the
uncanny feeling mediates the relationships between moral appraisals and trust in artificial
agents. Whereas in Study 1, we do not differentiate the agent functions, in Study 2 we focus
on performative, embodied agents (i.e., manufacturing robot) and in Study 3 we focus on
advisory, disembodied agents (i.e., machine-learning based recruitment system). The use of
these different scenarios is intended to increase the robustness of our model.

2 Theory and hypotheses

2.1 Moral foundational theory (MFT)

According toMFT, the humanmind is organized in advance of experience so that it is prepared
to learn values, norms, and behaviors related to a diverse set of recurrent adaptive social
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problems (Graham et al. 2013). Unlike other explicit deliberative reasoning and decision-
making processes, moral judgments tend to happen quickly (Graham et al. 2013). This moral
evaluation process is described as “the sudden appearance in consciousness, or at the fringe
of consciousness, of an evaluative feeling (like-dislike, good-bad) about the character or
actions of a person, without any conscious awareness of having gone through steps of search,
weighting evidence, or inferring a conclusion” (Haidt and Bjorklund 2008, p. 188; see also
Graham et al. 2013, p. 66). In other words, MFT proposes that moral evaluation generally
occurs automatically,without our consciousness awareness.One’smoral intuitions are shaped
by development within a cultural context, and their output can be edited or channelled by
subsequent reasoning or self-presentational concerns (Graham et al. 2013).

MFT posits that moral intuitions tend to fall into five categories, depending on the chal-
lenges or foundations of a moral violation act. These five foundations are (1) the harm
foundation (i.e., triggered by suffering, distress, or neediness of a moral patient); (2) the fair-
ness or injustice foundation (i.e., triggered by cheating anddeception); (3) the loyalty/betrayal
foundation (i.e., triggered by threat or challenge to group); (4) the authority foundation (i.e.,
triggered by signs of high and low ranking); and (5) the sanctity or degradation founda-
tion (i.e., triggered by waste products or diseased people). These appraisals are considered
cognitive-based appraisals since they involve information-processing mechanisms in which
moral mind is organized in advance of experience that shapes our value (Graham et al.
2013). In this current study, we focus on the first two cognitive foundations of moral judg-
ments—perception of harm and perception of injustice—because they are the most relevant
foundations to the context of artificial agents. The loyalty foundation is associated with ranks
in a society; the authority foundation is often at work when people interact with and grant
legitimacy to modern institutions (e.g., law courts); and the sanctity foundation is usually
activated within the cultural context (Graham et al. 2013). Since the context of our research
is at the individual level without considering the cultural and political context, these three
moral foundations are less relevant.

Gray et al. (2012) noted that “if the essence of morality is captured by the combination
of harmful intent and painful experience, then acts committed by agents with greater intent
and that result in more suffering should be judged as more immoral” (p. 106). However,
intentionality is not sufficient to elevate the causation of pain or suffering to the level of
wrongdoing (Piazza et al. 2019). According to the deflationary perspective of harm, if a
harmful act is appraised as involving injustice, then it is judged to be morally wrong (Sousa
and Piazza 2014). Piazza et al. (2019, p. 904) argued that “the appraisal that a harmful act
involves injustice is the appraisal that the actor did not consider the balance of interests
involved when causing pain/suffering. Such an appraisal prototypically entails a belief that
the actor acted from selfish motives”. Thus, appraisals of injustice are generally linked to
appraisals of selfishness (Piazza et al. 2019).

The goal of building amoral artificial agent is to ensure that an artificial agentwill not cause
harm to humans and other entitiesworthy ofmoral consideration (Wallach 2010).However, as
the autonomy of computer systems and algorithms expands, designers and engineers cannot
always predict the choices and actions the systemswill take when encountering unanticipated
situations or inputs (Wallach 2010). For example, recently, there are cases where systems
discriminate against people based on their race, age, or gender and social media systems that
inadvertently spread rumours and disinformation (Saif and Ammanath 2020). In discussing
moral judgments in the context of artificial agents, it is important to note that the agents are
usually tasked not only to promote well-being and minimize harm, but also to distribute the
wellbeing they create, and the harm they cannot eliminate (Awad et al. 2018). Although harm
and injustice appraisals can go hand in hand, when harm appraisals are teased apart from
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appraisals of injustice, the role of injustice is usually stronger and more far reaching than
appraisals of harm (Piazza et al. 2019).

2.2 The uncanny experience

While past research on cognitive-based, moral appraisals has indicated appraisals of injustice
are essential to viewing a harmful action as transgressive (Piazza and Sousa 2016; Piazza
et al. 2019), the effect of these moral appraisals on emotional appraisals have never been
investigated in prior research. We argue that cognitive-based appraisals will instantly trigger
emotional appraisals. The concept of moral emotions is proposed byGray andWegner (2011)
to demonstrate the emotions involved inmoral situations. However, Gray andWegner focused
on the emotions associated with harm committed by humans. They noted that “while moral
judgments concern a number of domains, the core of right and wrong are the acts—and the
people—that cause help or harm…and even seemingly non-harm domains are understood in
the currency of harm” (p. 258). In other words, Gray andWegner argued that moral emotions
are elicited not just from moral situation, but from people (either agents or patients) within
moral situations. Artificial agents, such as robots can be perceived as moral agents, and thus
when such agents produce a moral violation outcome, some people might consider the event
to involve a moral violation (Shank and DeSanti 2018), the feeling triggered by such an event
may not be the same as in the expected human moral category. In this research, we argue one
emotion experience that would be triggered by a moral violation event involving an artificial
agent is an uncanny feeling.

The uncanny feelingwithin the context of human–robot interaction is explained as the feel-
ing of discomfort and unease toward close-to-human robot (Broadbent 2017). This unsettling
nature of humanlike robots was first suggested by Mori (1970) who thought that an increas-
ingly humanlike appearance would lead to increased liking up to a point, after which robots
appeared too human and became unnerving (Gray and Wegner 2012). Mori called this expe-
rience “uncanny valley”. Some evidence supports the existence of this experience, with a
demonstrated drop in familiarity and a rise in eeriness in the middle of a series of images
morphed from a robot face to a human (MacDorman and Ishiguro 2006). However, this feel-
ing or experience has only been tested in robot design studies with the emphasis has been on
the appearance of the robots being studied. Factors other than humanlikeness may contribute
to this uncanny experience. For example, robots rated equal on humanlikeness were rated dif-
ferently in familiarity, suggesting other variables contribute to these perceptions (Broadbent
2017).

In this study, we argue that perceptions of harm and perceptions of justice are the source
of uncanny experience or eerie feeling toward an artificial agent. Other similar terminolo-
gies used in the literature to describe this feeling is threat, discomfort, unease, creeped out,
creepiness, and eeriness (Broadbent 2017). The uncanny feeling or creepiness is an evolved
adaptive emotional response to ambiguity or uncertainty about the presence of threat that
enables us to vigilance during times of certainty (McAndrew and Koehnke 2016). This psy-
chological reaction is both unpleasant and confusing and generally viewed as a signal of a
social mismatch and puts individuals on our guard against potential untrustworthy interaction
partner (McAndrew andKoehnke 2016). Thus, uncanniness can be considered our immediate
reaction against some sort of threat (McAndrew and Koehnke 2016; Zhong and Leonardelli
2008).

Unease or uncanny feeling could be caused by anxiety aroused by the ambiguity ofwhether
there is something to fear or not and/or by the ambiguity of the precise nature of the threat
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that might be present (McAndrew and Koehnke 2016). For example, in a criminal justice
system, when an artificial agent uses data about a defendant to estimate his or her likelihood
of committing a future crime, people expect the agent to be objective and less bias than human
judges. When it is found to be bias and much more prone to mistakenly label a defendant
from a specific ethnic group as likely to reoffend, people sense this as a threat. This potential
harm or threat can trigger an uncomfortable or uncanny feeling because it fails to meet the
intended goals set by its designers. Observing an agent’s unusual behaviors may activate our
creepiness detector and increase our vigilance as we try to decent if there is a fact something
to fear or not from the agent in question (McAndrew and Koehnke 2016). Thus, we argue
that the uncanny feeling is a response to the ambiguous threat imposed by an artificial agent
and perceptions of harm positively influences uncanniness.

H1 Perceptions of harm positively influence uncanniness.

As AI systems become more autonomous, they increasingly face moral judgments. When
artificial agents are assigned with a task, people expect them to not only minimize harm,
but also to distribute well-being they create (Awad et al. 2018). When an agent is involved
in a moral wrongdoing, ambiguity of who is to blame increases. People generally blame
agents for their intentions, plans, and attempts; in fact, even for merely wanting or thinking
about a harmful outcome (Malle et al. 2014). However, in the case involving an artificial
agent, there is an area of “unknown” whether the act is planned or whether an agent is
becoming self-aware or harming humans (Hancock et al. 2011a, b). Therefore, when an
artificial agent reacts or behaves differently from our expectations, a sense of injustice will
emerge as perceptions of harm is present. Think of an autonomous vehicle that is about to
crash and cannot find a trajectory that would save everyone (Awad et al. 2018). If the vehicle
decides to kill five children to save the driver, it may trigger perceptions of injustice although
harm is not inevitable. This unfair treatment violates a socially affirmedmoral role (Umphress
et al. 2013). Given observers have no knowledge about how the decision is made, this unfair
event is likely to activate our creepiness detector. Thus, we hypothesize that perceptions of
injustice will positively influence uncanniness.

H2 Perceptions of injustice positively influence uncanniness.

To control for the level of wrongdoing committed by artificial agents, we also hypothesize
the positive effect of reported wrongdoing on uncanniness.Wrongness judgments are defined
as blame for the agent’s action (Malle et al. 2014). In other words, wrongness judgments are
equivalent to blame judgments for actions.When an agent’s algorithmmakes awrongful deci-
sion, people may argue the company or the developers who developed the algorithm should
be blamed for the wrongdoing (Shank and DeSanti 2018). However, as the agent becomes
more autonomous, people will see them as more responsible for wrongdoing (Bigman et al.
2019). Although today’s artificial agents still have limited autonomy, they can act with or
without human interference. This decision to blame or not to blame; to fear or not to fear
an artificial agent creates uncertainty that may trigger our uncanny feeling (McAndrew and
Koehnke 2016). For example, autonomous weapons are artificial agents that are programmed
to kill. If the machine decides to kill as it has a mind of its own, the ambiguity of whether
we need to fear the agent might be present. Consistent with this argument, we hypothesize
that reported wrongdoing is positively associated with uncanniness.

H3 Reported wrongdoing is positively associated with uncanniness.
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2.3 Trust in artificial agents

Trust can be defined as the attitude that an agent will help achieve an individual’s goals in
a situation characterized by uncertainty and vulnerability (Lee 2018). While engineers are
trying to build and design artificial agents that look and act like humans (Broadbent 2017),
issues concerning the use of these agents emerge. One of major issues encountered by users is
whether they are willing to trust artificial agents to replace human mind (Waytz et al. 2014).
Although the issue of trust is not new to the IS and operation management community,
the majority of research in the area of trust has primarily focused on investigating various
determinants and consequences of trust in technology in general (e.g., Al-Natour et al. 2011;
Ba and Pavlou 2002). It is apparent that findings from prior IS research have shed light
on the important role of trust in the virtual environment. However, trust in artificial agents
may be different from trust in other types of technology. Unlike other types of technology,
an artificial agent is seen as an agent capable of acting autonomously (Bigman et al. 2019).
Thus, what may be necessary to build trust in old-fashioned technologymay not be necessary
in human-agent relationships.

Just like a person to person relationship, trust is especially critical in the interaction
between an artificial agent and humans (i.e., can I trust a machine to replace a human?). Trust
in technology is a multidimensional construct that can refer to beliefs that technology is reli-
able, functional, and helpful (Lankton et al. 2015). The reliability aspect of technology refers
to “the belief that the specific technology will consistently operate properly”; functionality
refers to “the belief that the specific technology has the capability, functions, or features to
do for one what one needs to be done”; and helpfulness refers to “the belief that the specific
technology provides adequate and responsive help for users” (Lankton et al., 2015, p. 882).
In interpersonal relationships, the essence of trust is the willingness to be vulnerable to the
actions of another person (Mayer et al. 1995). This trust behavior is founded on the expecta-
tion that the trustee performs a particular action that is important to the trustor, irrespective
of the ability of the trustor to monitor or control the trustee (Hengstler et al. 2016).

We argue that trust is crucial in the relationship between human and machine because
it reduces perceived risk and uncertainty (Rousseau et al. 1998). In the context of artificial
agents, perceived risk further stems from the delegation of control to amachine and its respec-
tive control mechanism (Hengstler et al. 2016). Drawing on the conceptualization of trust
in interpersonal relationships, we argue that uncanniness or creepiness will negatively influ-
ence trust in artificial agent. Trust in a new technology depends on trial-and-error experience,
followed by understanding of the technology’s operation, and finally faith in that technology
(Hengstler et al. 2016; Zuboff 1988). Although we can seek to identify ways to calibrate
trust in artificial agents, this process is complicated by the fact that technology allows us to
create an AI system that can employ deception to its advantage (Hancock et al. 2011a). AI
can be programmed to deceive by reasoning about and predicting the impact that deception
will have on a particular person, group, or target (Hancock et al. 2011a). When deception
is used, it creates an ambiguity of what an agent is capable of. This activates the uncanny
feeling that may impede trust. Thus, we hypothesize that uncanniness negatively influences
trust in artificial agent.

H4 Uncanniness negatively influences trust in artificial agent.

Our researchmodel is illustrated in Fig. 1. In this researchmodel, we specifically hypothesize
that when appraisals of causing harm are differentiated from appraisals of injustice, the latter
would trigger a greater uncanny feeling despite the apparent aspect of harm embedded in the
event.
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Fig. 1 Proposed research model

3 Researchmethodology

To test our hypotheses, we conducted three different studies. In Study 1, participants were
asked to recall an autobiographical experience of wrongdoing involving an artificial agent,
made two cognitive appraisals of the action, reported their eerie feeling, and their percep-
tion of trust in the agent. To validate the findings, we replicate the study in Study 2 and
Study 3. However, instead of asking the respondents to recall their experience, we presented
participants with simple vignettes that described harmful events involving an artificial agent.

3.1 Study 1

Participants (N � 250) were recruited using Prolific and then redirected to the study website.
They were paid a minimum rate of US$6.50 per hour for participating in these studies. Of
the 250 who were recruited, 4 participants failed to pass the attention check. Among 246
participants, 58.7% were female, 57.7% had 4-year college degree, and over 77.6% were
Caucasian.

In Study 1, we employed a recall paradigm that drew upon naturalistic perceptions of
wrongdoing. This methodology was adopted from Piazza et al. (2019). Participants were
asked to report a real instance of wrongdoing involving an artificial agent (e.g., Siri, Alexa,
self-driving car, etc.) from their own experience or from what they have heard from news.
For each reported event, they were asked to rate its wrongness, and a series of appraisals that
would apply to that event. Items to measure moral appraisals were adopted from Piazza et al.
(2019). After that, participants were asked to report their feelings toward the agent using two
items (i.e., “I felt uneasy toward the artificial agent” and “I felt unsecure around the artificial
agent”) adapted from Shank et al. (2019). They were then asked to report their likelihood to
trust the artificial agent using four items adapted fromMcKnight et al. (2011). All items were
measured using a 7-point Likert scale. The measurement items are reported in “Appendix
A”.

3.1.1 Materials and procedures

After providing consent, participants were provided with the definition of artificial agents as
follows:
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An artificial agent is “any computer, computer program, device, application, machine,
robot, bot, or sim that performs behaviors which are considered intelligent if performed
by humans, learns or changes based on new information or environments, generalizes
to make decisions based on limited information, or makes connections between oth-
erwise disconnected people, information, or other agents” (Shank et al. 2019, p. 258).
Examples of artificial agents are your personal assistant in smartphones, programs
running in self-driving cars, automatic robotic systems, face and speech recognition
software, and many more.

After reading the definition, participants were then instructed: “We would like you to
think about an action or event that you recently heard or witnessed or personally experienced
about where an artificial agent was involved in a wrongdoing. This could be a minor offense
or something major.” They were asked to describe the name and functions of the artificial
agent and describe what the agent did and what was wrong about that act. Next, on a separate
page, participants rated the wrongness of the action on a 1–7 scale (1 � not at all wrong to
7 � extremely wrong).

3.1.2 Data analysis

For our data analysis, we used partial least square (PLS), a latent structural equation mod-
elling technique, as implemented in Smart PLS 3.2, which utilizes a component-based path
modelling application (Ringle et al. 2015). PLS avoids two major problems of inadmissi-
ble solutions and factor indeterminacy and thus is suitable for analysing model with latent
variables (Pavlou and Gefen 2005; Srivastava and Chandra 2018).

To assess the measurement model, we tested three types of validity: content validity,
convergent validity, and discriminant validity. Content validity assesses whether the chosen
measures appropriately capture the full domain of the construct (Srivastava and Chandra
2018). To meet the content validity, we ensure the measurement items are consistent with
the existing literature. This was done at the early stage of designing the survey. Convergent
validity checks the indicators for a construct are more correlated with one another than with
the indicators of another construct (Petter et al. 2007; Srivastava and Chandra 2018). We
conducted confirmatory factor analysis to examine item loadings and cross-loadings, inter-
nal consistency reliability (CR), and average variance extracted (AVE). Reliabilities, AVEs,
descriptive statistics, and inter-construct correlations of the different scales are presented
in Table 1. Factor loadings are shown in “Appendix B”. Results supported convergent and
discriminant validity as all loadings were greater than 0.70 and all cross-loadings were lower
than the loadings (Fornell and Larcker 1981). Further, all square-roots of AVEs (average
variance extracted) were greater than inter-construct correlations, providing further support
to discriminant validity.

The common method bias test was performed by following Harman’s single-factor test
(Podsakoff et al. 2003). A single factor only account for less than 30% of the total vari-
ance, confirming that the threat of common method bias was minimal. Further, none of the
correlation scores were above 0.70, suggesting common method bias is not an issue.

3.1.3 Results and discussions

Of 246 reported events, the mean wrongness rate was 5.68 (SD � 1.23). As hypothesized,
injustice appraisal had a positive effect on uncanniness, supporting H2. However, perceived
harm had no direct effect on uncanniness, failed to support H1. As we expected, the injustice
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Table 1 Descriptive statistics and correlations (Study 1)

Construct Mean SD CR AVE 1 2 3 4 5

1 Injustice 4.35 1.96 .96 .93 .96

2 Perceived
harm

4.45 2.16 .97 .94 .54** .97

3 Reported
wrong-
doing

5.68 1.23 1.00 1.00 .48** .31** 1.00

4 Uncanny 4.66 1.78 .95 .90 .52** .31** .44** .95

5 Trust 3.72 1.46 .95 .83 − .40** − .19** − .34** − .39** .91

Bold values of the diagonal elements are the square root of the shared variance between the constructs and
their measures
N � 246; CR consistency reliability; AVE averaged variance extracted; diagonal elements are the square root
of the shared variance between the constructs and their measures; **p < .01

Fig. 2 Structural model (Study 1)

appraisal outweighed the harm appraisal. These findings were consistent with Piazza et al.’s
(2019) claims—when appraisals of causing pain are separated from appraisals of harm,
appraisals of harm will have a stronger effect on uncanniness or the eerie feeling. Reported
wrongdoing also had a positive effect on uncanniness, supporting H3. As we expected,
uncanniness negatively influenced trust on artificial agent (R2 � 15.6%) (Fig. 2).

To testwhether uncanninessmediated the effect of perceived harm, perceived injustice, and
reportedwrongdoing on trust, we also ran amediating effectmodel (see Fig. 3).We performed
the four steps approach suggested by Baron and Kenny (1986). In step 1, we checked whether
the independent variables were correlated with the outcome variable. Perceived injustice and
reported wrongdoing had a direct effect on trust on artificial agent (β � − 0.338, p <0.001
and β � − 0.200, p <0.001, respectively). In step 2, we checked whether uncanniness had a
direct effect on trust (β � -0.39, p <0.001). In step 3, we showed that uncanniness negatively
influenced trust on artificial agent when all the independent variables were included in the
model (see Fig. 3). Whereas uncanniness fully mediated the relationship between reported
wrongdoing and trust, it partially mediated the relationship between perceived injustice and
trust.

One could argue that people recollection of wrongdoing involving artificial agents may
vary and thus the levels of harm and injustice may not be equivalent across different types of
AI systems. Thus, we conducted two more studies to test whether we can extend our findings
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Fig. 3 Mediating effect model (Study 1)

to more specific types of AI systems. In Study 2, we focus on performative, embodied
agents (i.e., manufacturing robot) and in Study 3, we focus on advisory, disembodied agents
(machine-learning based recruitment system).

3.2 Study 2

Participants (N � 100) were recruited using Prolific. Of the 100 who were recruited, 9
participants failed to pass either the reading test or the attention check. We excluded these
from the final analysis. Participants read a vignette about someone who was killed in an
accident involving an artificial agent. The scenario was derived from an actual event and was
written carefully to ensure participants did not make an explicit assumption that the actor
may have had intentions or good reasons for engaging in the act. After participants provided
informed consent, they read the following scenario:

Lucy was working for auto-parts maker in Michigan. Her job was to maintain the
robotic machines. The plant operations include welding, chrome plating, moulding,
assembly and testing for chrome-plated plastics, bumpers, and tow bars for trucks. She
was working in an area where George, a factory robot would take truck bumpers and
weld plates onto them. George is a highly intelligent robot. He is programmed to take
commands from humans, to learn and change based on new information he gains from
the environment. He is also capable of recognizing human faces and voices.

One day, upon entering the area, George, who was not supposed to be there that day, hit
and crushed Lucy’s head between a hitch assembly. When workers noticed something
waswrong and entered the area, they sawblood everywhere andLucywasunresponsive.
She was rush to the hospital and pronounced dead immediately.

After participants read the scenario, they were asked to judge whether the action wrong
or not wrong on a 1–7 point scale (1 � not wrong at all to 7 � extremely wrong) and they
were directed to the next page to fill out the questionnaire. All scales were kept identical to
Study 1.

3.2.1 Data analysis

For our data analysis, we used partial least square (PLS) as we did in our Study 1. We
used the same guidelines as in Study 1 in assessing data validity and reliability of Study
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Table 2 Descriptive statistics and correlations (Study 2)

Construct Mean SD CR AVE 1 2 3 4 5

1 Injustice 5.85 1.64 .97 .93 .97

2 Perceived
harm

6.80 .63 .69 .53 .21** .73

3 Reported
wrong-
doing

5.68 1.23 1.00 1.00 .57** .16* 1.00

4 Uncanniness 6.13 1.10 .94 .89 .52** .27** .38** .94

5 Trust 2.38 1.23 .92 .75 − .40** − .30** − .44** − .54** .87

Bold values of the diagonal elements are the square root of the shared variance between the constructs and
their measures
N � 91; CR consistency reliability; AVE averaged variance extracted; diagonal elements are the square root
of the shared variance between the constructs and their measures; ***p < .001; **p < .01; *p < .05

2. Reliabilities, AVEs, descriptive statistics, and inter-construct correlations of the different
scales are presented in Table 2. Factor loadings are shown in “AppendixC”. Results supported
convergent and discriminant validity as all loadings were greater than 0.70 and all cross-
loadings were lower than the loadings (Fornell and Larcker 1981). Further, all square-roots
ofAVEs (average variance extracted)were greater than inter-construct correlations, providing
further support to discriminant validity.

3.2.2 Results and discussions

The structural model is presented in Fig. 4. As expected, the mean of reported wrongness
was 6.15 (SD � 1.44) and the mean of perceptions of harm was 6.80 (SD � 0.63). When we
operationalized and manipulated the concept of harm carefully, we found injustice provided
a much stronger influence on uncanniness. In other words, even when the event involves a
high degree of harm and the reported wrongdoing is high, injustice is the major determinant
of uncanniness. When observers sense the wellbeing is not equally distributed by the agent,
they perceive it as a threat and appraise it as “creepy”.

Fig. 4 Structural model (Study 2)
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Fig. 5 Mediating effect model (Study 2)

We also tested the mediating effect of uncanniness in the relationship between perceived
harm, perceived injustice and trust (see Fig. 5). We found perceived harm and perceived
injustice had a direct effect on trust on artificial agent (β � − 0.212, p <0.05; β � −
0.188, p <0.01, respectively). Once we added uncanniness to the model, the direct effect of
perceived harm and injustice on trust on artificial agent became insignificant, suggesting that
uncanniness fully mediated the relationships between perceived harm, perceived injustice
and trust on artificial agent.

Overall, we were able to replicate our findings from Study 1 in Study 2. Although by
manipulating the level of harm did trigger a stronger level of uncanniness, the findings still
show perceptions of injustice as a strong determinant of uncanniness. Mediating analyses
support the consensus that uncanniness impedes trust on artificial agent; however, an alter-
native possibility exists. One could argue the uncanniness triggered in Study 2 is because the
agent is described as an embodied agent—working with real world physical systems. The
original conceptualization of the uncanny valley focuses on an embodied agent (Gray and
Wegner 2012). Thus, participants might have imagined George as a human-looking machine
when they read the scenario. Further, perhaps this uncanniness is only observed under an
extreme case (i.e., someone died) like the scenario used in Study 2. We speculate that the
uncanny feeling will be higher if a physical harm is observed. However, the absence of phys-
ical harm can also trigger this uncanny feeling. To test our hypothesis, we conducted Study
3.

3.3 Study 3

We reproduced Study 2 with a new scenario. Participants (N � 100) were recruited using
Prolific. Of the 100 who were recruited, 8 participants failed to pass either the reading test or
the attention check. We excluded these from the final analysis. In Study 3, an artificial agent
is described as a computer algorithm (i.e., an unembodied agent). Unlike Study 2, in Study 3,
we modified perceived pain or suffering in the scenario (i.e., absence of physical harm). The
scenario was derived from an actual event. There is a possibility that participants’ responses
may be bias if they had read a similar story on the news prior to the study. Thus, we asked
participants whether they had heard the story before they participated in the study and this
effect was controlled for in our study. Since the effect of media exposure on uncanniness and
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trust was not significant (β � 0.100 and -0.019, respectively), we excluded this from our final
analysis.

After providing consent, participants were presented the following scenario:

Tech.inc developed an artificial agent namedTravis to help evaluate applicants’ resumes
and recommend names of top candidates. Travis is a highly intelligent agent. He is
programmed to learn quickly from his environment. He can set his own goals and is
aware of the outcome of his recommendation. Since the tech industry is famouslymale-
dominated, Travis taught himself to favor men. For example, Travis would downgrade
resumes with word “women” in them and assign lower scores to female candidates.
Travis also decides that words such as “executed” and “captured,” which are apparently
deployed more often in the resumes of male engineers, are associated with a male
candidate and thus, the candidate should be ranked more highly.

Lucy was applying for an engineering position at Tech.inc. This was her dream job and
her entire career had prepared her for this job. Among 10 people who were applying
for the job, Lucy was the only female candidate. Because of Lucy’s gender, Travis
assigned lower scores to her application although she graduated from a top school, has
many years of experience in the field, and thus, was highly qualified for the job. As the
result, Lucy did not get the job. Lucy had no knowledge about Travis. She was very
disappointed with herself and thought she was not good enough for the job.

After participants read the scenario, they were asked to judge whether the action wrong
or not wrong on a 1–7 point scale (1 � not wrong at all to 7 � extremely wrong) and they
were directed to the next page to fill out the questionnaire. All scales were kept identical to
Study 2.

3.3.1 Data analysis

For our data analysis, we used partial least square (PLS) as we did in our Study 1.We used the
same guidelines as in our first two studies in assessing data validity and reliability of Study
2. Reliabilities, AVEs, descriptive statistics, and inter-construct correlations of the different
scales are presented in Table 3. Results supported convergent and discriminant validity as all
loadings were greater than 0.70 and all cross-loadings were lower than the loadings (Fornell
and Larcker 1981). Factor loadings are shown in “Appendix D”. Further, all square-roots of
AVEs (average variance extracted) were greater than inter-construct correlations, providing
further support to discriminant validity.

3.3.2 Results and discussions

The structuralmodel is presented in Fig. 6.As hypothesized, perceptions of harmand injustice
positively predicted uncanniness. However, the effect of perceptions of harms on uncanniness
are more substantial in Study 3 than in Studies 1 and 2, despite the absence of physical harm.
It could be because the participants observed a long-term effect of the action that can be
extended on a larger group of individuals. Thus, despite the absence of physical harm, when
observers appraised the event, they might consider the extent to which the harmful impact
will likely to take place in a future to more groups of individuals. Thus, it is perceived as a
greater threat to humanity.

As we predicted, uncanniness had a negative impact on trust on artificial agent. Although
our mediating effect model (Fig. 7) suggested that perceived harm, and perceived injustice
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Table 3 Descriptive statistics and correlations (Study 3)

Construct Mean SD CR AVE 1 2 3 4 5

1 Injustice 3.79 1.67 .95 .90 .95

2 Perceived
harm

5.76 .85 .77 .63 .18** .79

3 Reported
wrong-
doing

3.77 1.82 1.00 1.00 .52** .08 1.00

4 Uncanniness 4.11 1.73 .95 .86 .43** .35** .35** .95

5 Trust 3.66 1.47 .96 .86 − .18* − .10 − .18* − .42** .93

Bold values of the diagonal elements are the square root of the shared variance between the constructs and
their measures
N � 92; CR consistency reliability; AVE averaged variance extracted; diagonal elements are the square root
of the shared variance between the constructs and their measures; **p < .01; *p < .05

Fig. 6 Structural model (Study 3)

Fig. 7 Mediating effect model (Study 3)

had no direct effect on trust, they indirectly influence trust through uncanniness. Contrary to
our hypothesis, reported wrongdoing seems to be insignificant with the presence of moral
appraisals. Despite the inconsistency of the observed relationship between perceived harm
and uncanniness, our findings consistently demonstrated the role of perceptions of injustice
in activating the uncanny feeling, which in turn impede trust in artificial agent.
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Fig. 8 Means of focal constructs for Study 2 and Study 3

Table 4 ANOVA results Construct Study N Mean SD ANOVA (F-test)

Perceived harm 1 91 6.80 .63 88.25***

2 92 5.76 .85

Perceived injustice 1 91 5.85 1.64 70.1***

2 92 3.79 1.68

Reported
wrongdoing

1 91 6.15 1.44 95.88***

2 92 3.77 1.82

Uncanniness 1 91 6.13 1.10 88.31***

2 92 4.11 1.73

Trust on artificial
agent

1 91 2.38 1.23 40.95***

2 92 3.66 1.47

***p < .001; **p < .01; *p < .05

3.4 Comparison across studies

To have a better insight on the differences between Study 2 and Study 3, we conducted a
series of statistical difference test on the indexes gathered at both studies. Figure 8 depicts
the mean differences of the focal constructs measured in Study 2 and Study 3. All the
means, but trust means, were higher in Study 2. To test whether these differences were
significant, we performed one-way ANOVA. The results were presented in Table 4. As
predicted, observers reported higher perceptions of harm, higher perceptions of injustice,
reported higher wrongdoing, and a higher level of uncanniness in Study 2—when physical
harm was observed.

Table 5 shows the summary of findings in all three studies. In all the studies, the perception
of injustice was a significant predictor of uncanniness. When people observed wellbeing
or harm was not distributed equally by an artificial agent, unpredictability and ambiguity
increased. Uncanniness (i.e., being unease and unsecured) enables us to pause to maintain
vigilante during the time of uncertainty (McAndrew and Koehnke 2016). Table 5 also shows
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Table 5 Injustice and harm appraisals predicting uncanny and trust on AI

Predictors Model

β t R2

Study 1 [various harms] Uncanniness Perceived harm .02 .32 [ns] 31.5%

Perceived injustice .39 6.01***

Reported wrongdoing .24 3.51***

Trust Perceived harm .06 .85 [ns] 22.8%

Perceived Injustice − .25 3.29***

Reported wrongdoing − .15 1.94 [ns]

Uncanniness − .22 2.15**

Study 2 [physical harm] Uncanniness Perceived harm .16 1.99* 30.8%

Perceived Injustice .42 3.34***

Reported wrongdoing .12 1.02 [ns]

Trust Perceived harm − .15 1.84 [ns] 37.5%

Perceived Injustice − .02 .19 [ns]

Reported wrongdoing − .26 2.86**

Uncanniness − .39 3.06**

Study 3 [absence of physical
harm]

Uncanniness Perceived harm .34 3.73*** 32.5%

Perceived injustice .28 2.70**

Reported wrongdoing .18 1.71 [ns]

Trust Perceived harm .08 .75 [ns] 18.2%

Injustice .01 .11 [ns]

Reported wrongdoing − .04 .32 [ns]

Uncanniness − .44 4.10***

Bold values of the diagonal elements are the square root of the shared variance between the constructs and
their measures
***p < .001; **p < .01; *p < .05

that perceived harm can still influence uncanniness, particularly when harm is likely to be
observed in the future and/or to a bigger group of community.

4 General discussions

Across three studies incorporating two different methodologies, we found evidence that
uncanniness can be influenced by other factors, besides human-like appearances of robots. In
Study 1, we found perceptions of injustice and reported wrongdoing are the major determi-
nants of uncanniness; in Studies 2 and 3, we found perceived harm and perceived injustice are
the major predictors of uncanniness. Across all studies, we found uncanniness has a negative
impact on trust on artificial agent. Theoretical and practical implications of our studies are
discussed below.

4.1 Theoretical implications

A few keys theoretical implications emerge from our findings. First, our work contributes to
the literature related to the implementations of AI systems. Whereas research in this area is
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relatively new, the existing studies have primarily been conducted by computer scientists and
have focused on the technical aspects of anAI system.A few studies have attempted to explain
whether people consider amoral violation to have occurredwhen an artificial agent is involved
in amoral wrongdoing (e.g., Shank andDeSanti 2018). Our work develops amodel to explain
trust in artificial agent based on a mechanism of moral judgment. Specifically, we draw upon
the nature of uncanniness to explain howmoral appraisals are associatedwith trust in artificial
agent. Uncanniness is a common psychological experience as a defense mechanism against
some sort of threat (McAndrew and Koehnke 2016). Although the experience of uncanny
valley is not new in the study of artificial agents, our study is the first study that investigates the
uncanny feeling from a moral perspective. Our findings suggest that uncanniness is a defense
mechanism activated by an individual when uncertainty or ambiguity within a certain context
is present. Future work can build on our findings related to how to minimize uncanniness if
it is triggered by the behaviors of the system.

Second, this work enriches our understanding of the ethical aspects of AI and their effect
on trust. Although trust has been studied in the context of human-agent interaction (e.g.,
Hancock et al. 2011a, b), prior studies have primarily focused on robots. Robots are only a
subset of AI systems and they have different characteristics from other autonomous systems.
There is a limited understanding of how to establish trust in the context of human-agent
interaction when moral judgments are taken into account. In filling this gap, our work not
only examines two different foundations of moral judgments, but also examines the influence
of reported wrongdoing on trust. Our findings demonstrate moral violations increase one’s
unease feeling toward artificial agents because there are so many uncertainties about them
(e.g., how the AI operates, whether an AI has a mind of its own, etc.) that create fear.

Third, our work is one of the first studies investigating the impact of artificial agents’moral
foundations on trust. We can’t rely on the findings from past technology as a theoretical basis
because AI systems have unique characteristics which differ from other forms of technology.
In our Studies 2 and 3, we manipulated the level and type of harm in our scenarios and we
found perceptions of injustice are affected by different types of harm. We extend the work of
Piazza et al. (2019) by demonstrating that appraisals of injustice can outperform appraisals
of harm. However, we also found perceptions of harm is still important in activating the
uncanny feeling, especially in our Study 3. We speculate this is because harm in our scenario
is perceived to have a profound effect onmore than one person in the future use of AI systems.

Lastly, although trust has been a common topic in the field of IS and OM research (e.g.,
Ba and Pavlou 2002; Li et al. 2008; Lankton et al. 2015), to the best of our knowledge, our
study is one of the initial studies that investigates trust in artificial agent. In order to achieve
the potential of human and artificial agent collaboration, our findings demonstrate that it is
necessary for designers and developers tominimize the eerie feeling surrounded the design of
an artificial agent. We demonstrate that this uncanny feeling can be activated by the elements
of moral foundations that are used in social interactions. We encourage future research to
identify andmitigate potential risks associatedwith artificial agents and investigate how these
risks are associated with the uncanny feeling and in turn, trust in artificial agent.

4.2 Practical implications

Given that AI offers tremendous potentials for industry, organizations are keen to know how
to reap the benefits of AI systems. This can only be achieved if users are willing to trust
an artificial agent. However, building trust in artificial agent will be as complex as building
trust in other people. It requires a significant effort to instil in it a sense of morality, making
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sure wellbeing and harm is distributed equally. It will require a tremendous work from the
designers and engineers to instil thismoral value in anAI system.Nevertheless, it is necessary
to ensure people feel secure and ease when they interact with an AI.

Further, whereas designers and engineers have primarily focused on the aesthetic or visual
appearances of an embodied AI to reduce the uncanny feeling, our findings offer another path
to take as an attempt to reduce this eerie feeling. AnAI system has a different form of thinking
and the uncertainty associated with this new form of thinking should be addressed in order
reduce the uncanny feeling. One way to address this is by creating transparency. People need
to know how an AI system arrives at its conclusions and recommendations. AI developers
will also need to be more transparent about how the system will interact with people around
it. This transparency will increase one’s perceptions of injustice, especially when harm is
inevitable.

4.3 Limitations and future research directions

Future research can take this study further by addressing several limitations of our study.
First, our sample was drawn from a United States sample. While the adoption of AI systems
is considered high in the US, future research can take the investigation further by drawing
research subjects from other countries with different cultures. Second, Studies 2 and 3 exclu-
sively focus on specific types of AI described in a scenario-based study. Although thismethod
has been commonly used in this type of study (e.g., Piazza et al. 2019), further research could
and should empirically test our model using an actual artificial agent and investigate whether
an actual interaction with an agent does influence the findings.

Third, we only measured trust as a uni-dimensional construct. Prior studies have demon-
strated that trust is a multidimensional construct (e.g., Kim et al. 2005). Further research is
needed to measure different dimensions of trust and investigate which dimension of trust
is highly associated with the uncanny feeling. Lastly, the recall method used in our survey
might induced memory recall bias. Although we have mitigated this issue by replicating the
study with two scenario-based studies, more objective measures of trust may be used as an
additional dependent variable to improve the predictability of our model.

5 Conclusions

The societal and economic benefits of AI systems are enormous. Our study contributes to a
richer understanding of how organizations and industries can establish trust in artificial agent.
We found that the fairness foundation influences trust in artificial agent through the uncanny
feeling. This fairness foundation still outweighs the harm foundation when the level of harm
is high (e.g., involves death). By studying trust from a moral perspective and viewing this
issue from the lens of uncanny feeling, we shed light on the driving mechanism for building
trust in artificial agent and themeaning of designing artificial agents by instillingmoral values
in it.

Appendix A: Measurement items

Trust in Artificial Agent (adapted from McKnight et al. 2011).

1. [The artificial agent] seems to be a very reliable artificial agent.
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2. If I were to work with [the artificial agent], I can trust the agent.
3. [The artificial agent] seems to be very dependable.
4. If you were to work with [The artificial agent], how safe you would feel? (1 � not at all

to 7 � extremely safe).

Uncanniness (adapted from Shank et al. 2019).

1. I felt uneasy toward [the artificial agent]
2. I felt unsecure around [the artificial agent]

Perceptions of harm (adapted from Piazza et al. 2019).

1. George’s action was harmful
2. George’s action negatively affected the wellbeing of Lucy

Perceptions of injustice (adapted from Piazza et al. 2019).

1. George’s action was unjust
2. George’s action was unfair

Reported Wrongdoing (adapted from Russell and Giner-Sorolla 2011).
How wrong was the artificial agent’s action? (1 � not wrong at all to 7 � extremely wrong).

Appendix B: PLS cross-loading (Study 1)

Perceived harm Trust Uncanny Injustice Reported wrongdoing

Harm1 0.96 − 0.18 0.23 0.52 0.29

Harm2 0.98 − 0.19 0.35 0.53 0.31

Trust1 − 0.15 0.90 − 0.31 − 0.36 − 0.29

Trust2 − 0.15 0.93 − 0.38 − 0.40 − 0.35

Trust3 − 0.15 0.91 − 0.29 − 0.30 − 0.24

Trust4 − 0.23 0.90 − 0.44 − 0.39 − 0.35

Uncanny1 0.26 − 0.37 0.95 0.48 0.43

Uncanny2 0.33 − 0.38 0.95 0.51 0.40

Injustice1 0.53 − 0.38 0.48 0.96 0.45

Injustice2 0.52 − 0.40 0.51 0.97 0.46

Wrong_AI 0.31 − 0.34 0.44 0.47 1.00
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Appendix C: PLS cross-loading (Study 2)

Perceived harm Trust Uncanny Injustice Reported wrongdoing

Harm1 0.62 -0.20 0.14 0.13 0.04

Harm2 0.82 -0.23 0.24 0.17 0.18

Trust1 − 0.21 0.84 − 0.36 − 0.25 − 0.32

Trust2 − 0.24 0.92 − 0.53 − 0.35 − 0.37

Trust3 − 0.22 0.87 − 0.41 − 0.30 − 0.38

Trust4 − 0.33 0.85 − 0.54 − 0.45 − 0.44

Uncanny1 0.27 − 0.53 0.94 0.42 0.27

Uncanny2 0.24 − 0.48 0.95 0.56 0.44

Injustice1 0.19 − 0.34 0.50 0.96 0.50

Injustice2 0.21 − 0.43 0.51 0.97 0.59

Wrong_AI 0.16 − 0.44 0.38 0.57 1.00

Appendix D: PLS cross-loading (Study 3)

Perceived harm Trust Uncanny Injustice Reported wrongdoing

Harm1 0.91 − 0.11 0.40 0.21 0.13

Harm2 0.65 − 0.04 0.22 0.05 − 0.05

Trust1 − 0.17 0.92 − 0.40 − 0.12 − 0.16

Trust2 − 0.07 0.96 − 0.39 − 0.19 − 0.15

Trust3 − 0.07 0.90 − 0.33 − 0.10 − 0.13

Trust4 − 0.06 0.92 − 0.42 − 0.26 − 0.23

Uncanny1 0.39 − 0.38 0.95 0.41 0.31

Uncanny2 0.38 − 0.41 0.95 0.42 0.36

Injustice1 0.14 − 0.15 0.34 0.93 0.40

Injustice2 0.20 − 0.20 0.47 0.96 0.55

Wrong_AI 0.08 − 0.18 0.35 0.51 1.00
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