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Abstract
In today’s world, industries are facing massive pressure to integrate sustainability issues for
efficient and successful supply chain management (SCM). Hence, worldwide it has become
critically important to make economic operational balance satisfying environment protection
norms and social welfare perspectives. Consequently, the industries are investigating their
SCM structures in association with a third party logistics (3PL) service provider adopting the
triple bottom line framework for improving the overall supply chain performance. Therefore,
selection of the right 3PL provider for the sustainable alliance is supremely important for
broader perspective of greater business value. Thus, the main objective of this research work
is the selection of most appropriate 3PL provider for a food manufacturing company (FMC)
after systematic evaluation of six different feasible logistic providers serving over a decade in
India. Selection of optimal alternative 3PL provider is very complex and challenging because
of the qualitative description of service provider performances and the inherent uncertainty
due to subjectivity. The concept of interval-valued fuzzy-rough number (IVFRN) offers
perfect treatment of such uncertainty. In this paper, we develop a multi criteria decision
making (MCDM) model combining the factor relationship (FARE) and multi-attributive
border approximation area comparison (MABAC) models based on IVFRN. The proposed
model is tested and validated on a case study where the optimal selection of 3PL providers
is performed for an Indian FMC. Based on the results obtained in sensitivity analysis, it was
shown that the proposed IVFRN based FARE-MABAC model produces stable/consistent
solutions. Through the research presented in this paper, it is shown that the new hybrid
MCDM method is a useful and reliable tool for rational decision-making.
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1 Introduction

In today’s competitive world, the manufacturing industries are re-investigating their SCM
structures in association with sustainable collaboration with external partners for improving
the overall supply chain performance in a broader perspective of greater business value. The
notions of successful supply chain practices demand the optimal management exchanging
the physical and information flows among all participants in the supply chain where man-
agers (decision makers) aim to reduce costs as well as rise profits all over the supply chain
(Wang et al. 2017; Singh et al. 2018; Govindan et al. 2017). Therefore, after maintaining
the TBL liabilities, selection of the suitable 3PL provider for sustainable alliance is abso-
lutely important for improving business performance, reducing carbon tax, and contributing
towards society.

However, theUSEnvironmental ProtectionAgency reported nearly 26%of all greenhouse
emissions in 2014 caused by transport and logistics actions. But, the tactical involvement of
logistics service providers are proved to be immensely important to minimize CO2 emissions
while sustaining the economic growth pace of an organization.Almost 60%of theFortune 500
enterprises inUSAhave at least one 3PLprovider and themarketplace for logistics companies
is growing day by day (Lieb and Bentz 2004). In 2011, most of CO2 in the world were emitted
from China, the USA, India, Russia, Japan, Canada, and the European Union. Emissions are
caused by several reasons like fossil fuel burning, cement production, and petro-gas blazing
(USEPA 2014). Thus, amanufacturing enterprise should collaborate with at least one suitable
logistics provider company who implements consistent sustainable development norms for
handling the global warming concerns while outsourcing their logistics operations.

For finding an appropriate logistics provider, one has to evaluate the eligible candidates
against multiple tangible and intangible criteria for outsourcing their logistics operations
(Kannan et al. 2017; Tzeng and Huang 2012; Wang et al. 2016; Milosavljevic et al. 2018).
Aguezzoul (2014) presented a systematic literature review on criteria and methods of 3PL
provider selection problem. There he classified 3PL provider evaluation methods into five
different groups, namely: multi criteria decision making (MCDM) techniques, statistical
approaches, artificial intelligence, mathematical programming, and hybrid methods. But,
MCDM tools are most widely used for 3PL provider selection. This is because these tools
can solve easily and successfully the evaluation problems that are complex, ill–structured,
and possess multiple conflicting objectives/criteria. Now, the manager of the company seeks
answers to the subsequent research questions: (1) How to select the sustainability indicators
for evaluating 3PL providers? (2) How to set priorities of these indicators after considering
their mutual influences? (3) Which should be the optimal choice for a sustainable collabora-
tion partner for logistics services?

Encapsulating the above characteristics and motives, this paper attempts to design a sys-
tematic and comprehensive evaluation framework for a bakery FMCwhich wants to make an
optimal choice of sustainable 3PLprovider. The projected framework includes a hybridmodel
for assessing the feasible alternative logistics providers considering sustainability objectives.
The goal of this paper is to offer a knowledge based expert system/research framework to find
out the best 3PL provider for sustainable outsourcing considering several conflicting objec-
tives (e.g., benefit, cost). The main features of this paper are: (1) Simultaneous consideration
of the economic, environmental, and social objectives while selecting the best 3PL provider
in an FMC; (2) The decision makers (DMs) have the flexibility to entrench their importance
depending upon their past work experience and expertise in logistics management in terms
of weights; (3) In the 3PL provider assessment procedure, the decision makers (DMs) are
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allowed to use linguistic ratings which are inherently uncertain in nature; (4) The projected
framework is aimed to find the most suitable 3PL provider based on their sustainable prac-
ticeswhilemaking a trade–off among the triple bottom line (socio–economic–environmental)
objectives/criteria in a food supply chain management.

In order to achieve the above aspirations, the integrated research framework implemented
in this paper is as follows:

– Three major dimensions—economic, environmental, and social objectives and corre-
sponding to these dimensions relevant criteria are assessed by a group of experts/decision
makers in the relevant field to obtain the hierarchical weights in terms of their importance
in sustainable 3PL services. The relative criteria weights and inter-relations among them
is analysed and obtained using interval valued fuzzy rough numbers (IVFRNs) based
factors relationship (FARE) method.

– Next, themodified IVFRNbasedmulti-attributive border approximation area comparison
(MABAC) method is developed to evaluate and select the most suitable 3PL provider for
the case company in this study.

The rest of the paper is structured as follows: an all-inclusive literature survey of research
background and decision making tools in logistic outsourcing management in supply chain
management(SCM) is outlined in Sect. 2. The proposed integrated research framework using
IVFRNs is presented in Sect. 3 while Sect. 4 discusses a numerical case illustration of
the proposed model in a supply chain of an FMC. Section 5 deals with result discussions,
comparison, and sensitivity analysis. In Sect. 6, conclusions, limitations, and future directions
are presented.

2 Research background

This section presents a literature survey including the needs of logistics outsourcing man-
agement, major objectives/dimensions for 3PL provider evaluation, and the methodologies
used so far in the relevant area. The research gap has been highlighted in sustainable 3PL
provider selection and measuring routine metrics based on each objective while designing a
sustainable SCM.

2.1 Third party logistics service provider selection

In business, outsourcing is an agreement in which one company contracts out a part of their
existing internal activity to another company (McCarthy and Anagnostou 2004). It involves
the contracting out of a business process (e.g. payroll processing, claims processing) and
operational, and/or non-core functions (e.g. manufacturing, facility management) to another
party to enhance the overall performance level (Wu et al. 2005). The concept “outsourcing”
came from the American Glossary “outside resourcing” and it dates back to at least 1981.
Logistics outsourcing is one of the prime accomplishments of a company. Now a days,
a logistics service provider outsources concurrently with several companies at the same
time and hence gets the benefits of economic balance, and that benefit can tip the firm to
reduce its cost. Although, Yang et al. (2007) discussed that cost reduction is rarely the main
objective of outsourcing in decision making problems. In contrast, prospects to upgrade
services, improving performance, boosting information safety, and advancing flexibility are
critical success factors (CSFs) of the firm. In the survey article of Abdur Razzaque and Chen
Sheng (1998), it was noticed that several CSFs are the main motives of a firm to select an
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outsourcing collaborator. They include the benefits of competitive opportunity, advancement
of efficiency, enlargement of overall business proportions, and improvement of information
technology competences. Contemporary researchers emphasis on various modules of third
party logistics (3PL) outsourcing: (1) the risks and benefits of 3PL outsourcing (Hsiao et al.
2010), and (2) the evaluationof 3PLproviders and selecting them for sustainable collaboration
(Aguezzoul 2014). The current research work is focused on the second module which deals
with the evaluation and selection of 3PL providers considering the sustainability perspectives
in the decision making procedure.

There are five steps of logistics outsourcing management—identification of its necessity,
finalization of feasible 3PL providers/alternatives, fixation the major dimensions and criteria
for outsourcing partner selection, implementation and execution of the partnership (Wan et al.
2015). Furthermore, 3PL adoption is essentially important to extended life span and returns
in the product cycle, which greatly supports the reduction of environmental hazards and
resolves the problems due to lack of resources (Gonzalez-Torre et al. 2010).More importantly
in developing counties it was asserted that the bureaucrats have been promoting and making
sustainable development guidelines necessary to implement 3PL set-ups in SCM (de Sousa
Jabbour et al. 2014). Such instructions can initiate private and public partnership through
share responsibility to achieve the sustainable business progress. Many researchers (Pamucar
et al. 2019; Yayla et al. 2015; Wu and Barnes 2016; Prakash and Barua 2016a, b; Sharma
and Kumar 2015; Tavana et al. 2016; Wan et al. 2015; Senthil et al. 2014; Roy et al. 2018)
have studied optimal selection of third-party logistics service provider according to different
perspectives. Only a few (Govindan et al. 2017; Mavi et al. 2017) researchers have dealt
with the TBL (social, economic and environmental) goals simultaneously. But, both of these
papers avoided the interacting influences and impacts among these goals and criteria for
selecting suitable 3PL provider for a company. However, according to the systems theory
and real conditions, all the things around us are inter-related, and it is hardly possible to
ignore this fundamental law of nature (Ginevičius 2011).

2.2 Methodologies used in 3PL provider selection

Since this paper dealswith sustainable logistics outsourcingprovider evaluation and selection,
several solution approaches can be used in this particular problem and produce satisfactory
solutions towards tactical decision making. Different optimization tools and approaches have
been applied and suggested by several researchers and practitioners in this field. A compre-
hensive and immediate overlook of the methods and applications domains of 3PL service
management can be found in Table 1. Many scholars have employed several strategies of 3PL
provider selection frameworks for decision analysis in the relevant discipline. Despite the use
of many single decision making methods to investigate the 3PL provider selection problem,
it has been observed hybrid approaches are trending in recent years (Debnath et al. 2017;
Aguezzoul 2014). However, it is previously mentioned that MCDM tools are most frequently
used for 3PL provider selection since they can solve successfully the evaluation problems
that are complex, ill-structured, and possess multiple conflicting objectives/criteria.

2.3 Dimensions and criteria for 3PL provider selection

The substantial objectives (dimension) and criteria (sub-dimension) for 3PL provider selec-
tion with sustainable perspectives for a FMC have been acknowledged in a complete
wide-ranging literature survey and inputs from experts. In total, 22 evaluation criteria of
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Table 1 Methods and application areas

References Methods Case study/applications

Liu and Wang
(2009)

Fuzzy Delphi, fuzzy inference,
fuzzy linear assignment

3PL provider selection for semiconductor
manufacturing

Li et al. (2012) Fuzzy ranking method, synthesis
effect

An air conditioner manufacturer wants to
select a distribution agent

Senthil et al. (2014) AHP, fuzzy TOPSIS Contractor evaluation and selection in
third-party reverse logistics of a plastic
recycling company

Yayla et al. (2015) Fuzzy AHP, fuzzy TOPSIS 3PL transportation provider evaluation for
confectionery company

Sharma and Kumar
(2015)

Quality function deployment
(QFD) and Taguchi loss
function

Third-party logistics service provider
selection for automotive manufacturing
company

Wan et al. (2015) fuzzy preference relation, fuzzy
linear programming

Logistics outsourcing provider selection for
automotive manufacturing company

Sen et al. (2017) Dominance-based DSS,
grey-TOPSIS; TODIM;
PROMETHEE

Outsourcing reverse logistics for a
manufacturing company

Wu and Barnes
(2016)

Fuzzy artificial immune
optimization model

Partner selection for reverse logistics centers
in a Chinese electronic equipment and
instruments Manufacturing company

Prakash and Barua
(2016a)

Fuzzy AHP, fuzzy VIKOR Third party reverse logistics partner
selection for an Indian electronics industry

Prakash and Barua
(2016b)

Fuzzy AHP, fuzzy TOPSIS Third-party reverse logistics partner
selection for an Indian electronics industry

Tavana et al. (2016) Fuzzy AHP, SWOT analysis,
fuzzy preference programming

Outsourcing reverse logistics for a
manufacturer of composite pipes

Haldar et al. (2017) DEA, TOPSIS, linear
programming

Indian cement company for their logistics
providers

Ecer (2017) Fuzzy AHP, EDAS A marble company wants to select a
distribution agent

Oliveira Neto et al.
(2017)

AHP Selection of logistic service providers for the
transportation of refrigerated goods

Keshavarz
Ghorabaee et al.
(2017)

Type-2 fuzzy sets, CRITIC,
WASPAS

A home appliance manufacturer wants select
a distribution agent from some 3PL
providers

Wang et al. (2017) Data envelopment analysis, grey
forecasting model

Evaluation of green logistics providers
(GLPs) in the USA

Jung (2017) Fuzzy AHP Korean branch of a global e-commerce
company Considering Social Sustainability

Singh et al. (2018) Fuzzy AHP, fuzzy TOPSIS Third party logistics (3PL) selection for cold
chain management of a health food
manufacturing company

Yazdani et al. (2017) QFD, TOPSIS, decision support
system (DSS)

Agricultural partners and investors in the
selection of third party logistic providers

Mavi et al. (2017) Fuzzy SWARA and fuzzy
MOORA

Sustainable third-party reverse logistic
providers in the plastic industry

Govindan et al.
(2017)

Fuzzy AHP, fuzzy TOPSIS,
linear programming

Sustainable forward and reverse logistic
providers selection for manufacturing
enterprises of small and medium
household electronic products

123



674 Annals of Operations Research (2020) 293:669–714

Table 2 Dimensions and criteria

Dimension Criteria
name

Criteria description Sources

Economic EC1 Cost of services Sen et al. (2017), Kannan et al.
(2017), Mavi et al. (2017)

EC2 Reputation and market position Sen et al. (2017), Kannan et al.
(2017), Mavi et al. (2017)

EC3 Delivery reliability Sen et al. (2017), Kannan et al.
(2017), Mavi et al. (2017)

EC4 Technological expertise Sen et al. (2017), Kannan et al.
(2017), Mavi et al. (2017)

EC5 Geographical location Sen et al. (2017), Kannan et al.
(2017), Mavi et al. (2017)

Environmental EN1 Resource consumption Mavi et al. (2017), Yayla et al.
(2015), Li et al. (2012)

EN2 Compliance with International
Organisation for Standardization
(ISO) 14,000

Mavi et al. (2017), Yayla et al.
(2015), Li et al. (2012)

EN3 Green distribution strategies and
efficient transportation network

Mavi et al. (2017), Yayla et al.
(2015), Li et al. (2012)

EN4 Environmental protection policies Mavi et al. (2017), Yayla et al.
(2015), Li et al. (2012)

EN5 Emission, effluents and waste
generation

Mavi et al. (2017), Yayla et al.
(2015), Li et al. (2012)

Social SO1 Health and safety practices Kannan et al. (2017), Liu and
Wang (2009), Jung (2017)

SO2 Staff training Kannan et al. (2017), Liu and
Wang (2009), Jung (2017)

SO3 Equity labour sources Kannan et al. (2017), Liu and
Wang (2009), Jung (2017)

SO4 Local community influence Kannan et al. (2017), Liu and
Wang (2009), Jung (2017)

SO5 Compliance with International
Labour Organization (ILO) code

Kannan et al. (2017), Liu and
Wang (2009), Jung (2017)

main three objectives (economic, environmental, and social) of sustainability were identified
through a detailed literature search. Finally, 15 criteria (Refer to Table 2) for 3PL provider
valuation were authorized with the help of expert’s approval and characterized into three
main dimensions of sustainable SCM.

2.4 Research gap and highlights

Apparently the above discussion shows a literature gap to consider the TBL framework
for evaluating 3PL providers by incorporating the mutual influence and inter-dependencies
among these criteria and dimensions. Many authors used analytic hierarchy process (AHP)
method to measure the criteria weights in MCDM problems. But, for simplicity, AHP model
assumes criteria are independent (i.e., no correlation between criteria). This leads to ignore
the fact that fundamental law of nature and the systems theorywhich says all the things around
us are inter-related in real conditions. This is a serious limitation of AHP method. Hence,
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researchers developed ANP (analytic network process) as a generalization of AHP. Also, the
computational requirement of ANP is tremendous even for a small problem. Thus, the above
discussion shows the fact that criteriaweights for 3PLprovider evaluation problems are gener-
ally calculated utilizingAHPorANPmodelswhich adopt pairwise comparisonmatrices from
experts’ opinion. Determination of the criteria weights considering their inter-dependencies
is one of the vital pivotal stages in the 3PL provider evaluation process. However, experts
fail to opine on the relative criteria weights accurately if the number of criteria is too large.

On the other hand, 3PL provider evaluation is made based the service qualities which
are recorded linguistically, i.e., expressed in some natural language as opposed to precise
numerical measurements. Table 1 shows that type-1 fuzzy sets theory and interval valued
fuzzy sets are widely used to tackle this kind of uncertainty in 3PL provider evaluation
and selection problems. In spite of the successful implementation of fuzzy approaches, many
authors (Kang et al. 2016;Qazi et al. 2016; Bozanic et al. 2018) cited the disadvantage of them
to define the borders of the sets and the footprint of uncertainty. Formore practical approaches,
one can consult with learning approach based on the examples. Usually, referential activities
arewell known to theDM, and he is able to order them and express in thisway his preferences.
Simply, he shows us how he does his job. The rough set theory (RST) which was suggested
by (Pawlak 1991) and extended by (Greco et al. 1997, 2001) as Dominance-Based Rough Set
Approach (DRSA) allow us to solve multi criteria choice and ranking problems. After that
rough approximation of preference relation by multi attribute dominance for deterministic,
stochastic and fuzzy decision problems was suggested by (Zaras 2004). This approach does
not require knowledge ofweights or thresholds to give the solution of the problems considered
by the authors. It makes possible to find the reduced subsets of the criteriawhich give the same
order of alternatives as the original set of criteria. However, algorithms based on RST/DRSA
can address only a part of the problem, say, criteria weighting. MCDM problems need tools
that not only can it be used in the determination of criteria weights, but also can it be adopted
in the alternative ranking (Zhu et al. 2015).

To overcome the limitations of fuzzy as well as rough approaches, Pamučar et al. (2018)
proposed interval valued fuzzy-rough number (IVFRN) which offers the advantages of fuzzy
and rough numbers simultaneously. Traditional fuzzy set theory as well as probability theory
define the degree of uncertainty based on assumptions whereas IVFRN measures the uncer-
tainty by means of approximation. Thus, the IVFRN based approaches use solely the internal
knowledge, i.e., operative data, and there is no need to rely on prior data. In other words,
one can implement IVFRN in decision making problems without additional parameters (e.g.
robust membership function, data distribution, etc.) and decision can be made directly from
the structure of the given data.

Hence, it is apparent that many researchers have applied several MCDM techniques for
assessing, moderating and selecting 3PL provider, but most of them are either very complex
or require large number computations. Some seek additional help of linear programming to
insert in the proposed models to produce effective results, which leads to suffer from time
complexity. Further, for such MCDM problems with large number of criteria and smaller
number of alternatives, these approaches may sometimes give poor results under uncertainty
and vagueness. To overcome such difficulties, this research work aims to develop a novel
methodology based on IVFRN including factor relationship (FARE) and multi–attributive
border approximation area comparison (MABAC) methods (Refer to Fig. 1). The anticipated
framework (IVFRN based FARE-MABACmodel) will allow decision makers to incorporate
inter-relationships and dependencies among criteria while calculating the criteria weights
under subjective and vague data. It also reduces experts’ assessment tasks allowing a large
number of decision makers to take part in the evaluation process. Finally, improved IVFRN-
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Fig. 1 Flow diagram of the research framework

MABAC model evaluates the feasible 3PL provider alternatives and helps to decide and
justify the best alternative for the case company (Fig. 2).

3 Preliminaries

In this section, we briefly discuss about the basic definitions related to this research work.
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Fig. 2 Interval valued fuzzy-rough number ¯̄Z (Pamučar et al. 2018)

3.1 Interval valued fuzzy-rough numbers (IVFRNs)

Wewill define fuzzy set Z̃ as a set of ordered pairs Z̃ = {(x, μZ (x)))|x ∈ Z , 0 ≤ μZ (x) ≤ 1}
which is described by means of a triangular membership function. Then, we can represent
fuzzy number Z̃ as Z̃ = (l, t, r), where l and r respectively represent the left and right limits
of the interval of fuzzy number Z̃ , and t represents the modal value.

We assume that universe U contains all the objects and let E be an arbitrary object
from U . We assume there is a set of k classes which represent the preferences of the DM,
G ∗ = {Z̃1, Z̃2, . . . , Z̃k} with the condition that they belong to a series which satisfies the
condition Z̃1 ≺ Z̃2 ≺ · · · ≺ Z̃k . All objects are defined in the universe and connected with
the preferences of the DM. Each element Z̃s(1 ≤ s ≤ k) represents a fuzzy number that is
defined as Z̃s = (ls, ts, rs). Since element Z̃s from the class of objects G ∗ is represented as
fuzzy number Z̃s = (ls, ts, rs) for each value ls, ts and rs we obtain one class of objects
that is represented in the interval I (ls) = [I (l Ls ),I (lUs )], I (ts) = [I (t Ls ),I (tUs )]
and I (rs) = [I (r Ls ),I (rUs )] where the condition is fulfilled that I (ηL

s ) ≤ I (ηUs ) for
η = l, t, r and 1 ≤ s ≤ k as well as the condition I (ls),I (ts),I (rs) ∈ G ∗. Then
I (ηL

s ) and I (ηUs ) for η = l, t, r respectively represent the lower and upper border of
the intervals of the sth class of objects. If both limits of the classes of objects (upper
and lower limits) respectively are compared so that I (ηL

1 ) < I (ηL
2 ) < · · · < I (ηL

f );

I (ηU1 ) < I (ηU2 ) < · · · < I (ηUh )(η = l, t, r; 1 ≤ f , h ≤ k), then for any of the classes of
objectsI (ηL

s ),I (ηUs ) ∈ G ∗(η = l, t, r; 1 ≤ s ≤ k)we can define the lower approximation
I (ηL

s ) using the following equations:

Apr(I (l Ls )) = ∪{E ∈ U /G ∗(E) ≤ I (l Ls )}; (1 ≤ s ≤ k) (1)

Apr(I (t Ls )) = ∪{E ∈ U /G ∗(E) ≤ I (t Ls )}; (1 ≤ s ≤ k) (2)

Apr(I (r Ls )) = ∪{E ∈ U /G ∗(E) ≤ I (r Ls )}; (1 ≤ s ≤ k) (3)
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And the upper approximation of I (ηUs ) using the following equations

Apr(I (lUs )) = ∪{E ∈ U /G ∗(E) ≥ I (lUs )}; (1 ≤ s ≤ k) (4)

Apr(I (tUs )) = ∪{E ∈ U /G ∗(E) ≥ I (tUs )}; (1 ≤ s ≤ k) (5)

Apr(I (rUs )) = ∪{E ∈ U /G ∗(E) ≥ I (rUs )}; (1 ≤ s ≤ k) (6)

Both classes of objects (object classes I (ηL
s ) and I (ηUs ) (; 1 ≤ s ≤ k) are defined by their

lower limits Lim(I (ηL
s )); η = l, t, r , and upper limits Lim(I (ηUs )); η = l, t, r . The lower

limits are defined by the following equations

Lim(I (l Ls )) = 1

ML(l)

∑
G ∗(E)/E ∈ Apr(I (l Ls )); (1 ≤ s ≤ k) (7)

Lim(I (t Ls )) = 1

ML(t)

∑
G ∗(E)/E ∈ Apr(I (t Ls )); (1 ≤ s ≤ k) (8)

Lim(I (r Ls )) = 1

ML(r)

∑
G ∗(E)/E ∈ Apr(I (r Ls )); (1 ≤ s ≤ k) (9)

where ML(l), ML(t) and ML(r) respectively represent the number of objects included in the
lower approximation of the classes of objects I (l Ls )), I (t Ls )) and I (r Ls )).
The upper limits Lim(I (ηUs )); η = l, t, r are defined by Eqs. (10)–(12)

Lim(I (lUs )) = 1

MU (l)

∑
G ∗(E)/E ∈ Apr(I (lUs )); (1 ≤ s ≤ k) (10)

Lim(I (tUs )) = 1

MU (t)

∑
G ∗(E)/E ∈ Apr(I (tUs )); (1 ≤ s ≤ k) (11)

Lim(I (rUs )) = 1

MU (r)

∑
G ∗(E)/E ∈ Apr(I (rUs )); (1 ≤ s ≤ k) (12)

where MU (l), MU (t) and MU (r) respectively represent the number of objects included in the
upper approximation of the classes of objects I (lUs )), I (tUs )) and I (rUs )).
Both limits of the objects (lower limit and upper limit) Lim(I (ηL

s )) and Lim(I (ηUs ));
η = l, t, r should satisfy the condition that

Lim(I (l Ls )) ≤ Lim(I (lUs )) ≤ Lim(I (t Ls )) ≤ Lim(I (tUs ))

≤ Lim(I (r Ls )) ≤ Lim(I (rUs )) (13)

Thus, an interval valued fuzzy-rough number, ¯̄Z , is defined and denoted in the following
form:

¯̄Z = [ZL
s , ZU

s ] = [(l Ls , lUs ), (t Ls , tUs ), (r Ls , rUs )] (14)

where ηL
s = Lim(I (ηL

s )) and ηUs = Lim(I (ηUs )); (η = l, t, r; 1 ≤ s ≤ k). For more
details regarding IVFRNs please see Pamučar et al. (2018).

4 Multi-criteria model based on IVFRN

IVFRN based approach used in this paper combines fuzzy and rough approach by taking into
account the benefits of both concepts. In the IVFRN approach, the borders are determined
from border approximation areas and the uncertainty that governs them. At the same time,
using the benefits of both the (fuzzy and rough) in IVFRN approaches eliminates the defects

123



Annals of Operations Research (2020) 293:669–714 679

of traditional fuzzy sets and interval-valued fuzzy sets. The boundaries are determined on
the basis of the boundary approximate region and the uncertainty present within (Pamučar
et al. 2017). Whereas in the traditional fuzzy theory and probability theory, the degree of
indeterminacy is defined by the assumption in the IVFR approach and determined on the
basis of the approximation which is the basic concept of the IVFRN. In other words, in
the application of the IVFRN, instead of various additional/external parameters, only the
structure of the given data is used. While IVFRN adopts the advantage of both the fuzzy sets
and rough sets collectively, IRNs is limited to rough sets only. Thus, IVFRNs offers more
flexibility to the decision makers express their opinions in terms of linguistic variables.

The IVFRN based approach has been successfully used in modeling MCDM problems
where determination of criteria weights and evaluation of alternatives are main two phases.
This paper adopts IVFRN approach to determine the criteria weights and inter-influences
among them via modified FAREmodel. The FAREmodel (Ginevičius 2011; Chatterjee et al.
2017) is among the more recent than AHP, ANP, ISM (interpretative structural modelling),
DEMATEL (Decision making trial and evaluation laboratory) methods. The main benefits of
the FARE model are as follows: (1) AHP method (Saaty and Vargas 2012) ignores the inter-
relationships between the criteria. But, the systems theory and the real situations show that all
things in nature are inter-related and everything is based on these relationships (Ginevičius
2011). Therefore, this fact cannot be ignored if we want to describe the research objects more
accurately; (2) the FAREmodel allows to incorporate the potential impact of each dimension
and criterion on the main goal of research work; (3) FARE model uses the direction and
strength of inter-relationship between the criteria and analytically determines the criteria
weights with more accuracy.

After applying the FARE model, in the second phase of the MCDMmodel for evaluating
the alternatives is an original modification of the improvedMABACmethod based on IVFRN
(Pamučar et al. 2018). The next section gives a detailed algorithm for the application of the
IVFRN-FARE and improved IVFRN-MABAC method.

4.1 FAREmethod using IVFRN

Ginevičius (2011) proposed FARE model for calculating criteria weights in MCDM frame-
work. In this work, the FARE model is modified with IVFRN for making decisions under
subjectivity and uncertainty. The step-wise description of IVFRN-FARE model for comput-
ing the criteria weights as well as incorporating the inter-relationships between the criteria
are described as follows:

Step 1: Determination of potential impact of the attributes
Initially, the potential impact of each criterion according to eth expert is found out
using TFNs:

P̃e
j = S̃ej (n − 1); e = 1, 2, . . . , k (15)

wheren being the number of criteria, P̃e is the potential of the system’s criteria impact,
S̃e is the maximum TFN value of the evaluation scale used, as given in Table 3, and
k is number of experts involved in the decision making process. Applying Eqs. (1)–
(14) discussed in the Sect. 3, one can easily find the aggregated potential impact of
each criterion in terms of IVFRNs as follows:

¯̄Pj = ¯̄S j (n − 1); (16)

Step 2: Ranking criteria and assessment of their inter-relationship
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Table 3 Scale of quantitative evaluation of interrelationship between the system’s attributes

Type of the effect
produced

Rating of the effect produced by
interrelationship (in points)

Corresponding negative
ratings

Almost none 1̃x = (0, 1, 2) −1̃ = (− 2, − 1, 0)

Very weak 2̃ = (1, 2, 3) −2̃ = (− 3, − 2, − 1)

Weak 3̃ = (2, 3, 4) −3̃ = (− 4,− 3,− 2)

Average 4̃ = (3, 4, 5) −4̃ = (− 5,− 4,− 3)

Higher than average 5̃ = (4, 5, 6) −5̃ = (− 6, − 5,− 4)

Strong 6̃ = (5, 6, 7) −6̃ = (− 7, − 6,− 5)

Very strong 7̃ = (6, 7, 8) −7̃ = (− 8, − 7,− 6)

Almost absolute 8̃ = (7, 8, 9) −8̃ = (− 9, − 8,− 7)

Absolute 9̃ = (8, 9, 10) −9̃ = (− 10, − 9,− 8)

Table 4 Measurement scale for
pair wise comparison

Verbal judgment or preference Numerical rating

Equally preferred 1̃ = (0, 1, 2)

Equally to moderately preferred 2̃ = (1, 2, 3)

Moderately preferred 3̃ = (2, 3, 4)

Moderately to strongly preferred 4̃ = (3, 4, 5)

Strongly preferred 5̃ = (4, 5, 6)

Strongly to very strongly preferred 6̃ = (5, 6, 7)

Very strongly preferred 7̃ = (6, 7, 8)

Very strongly to extremely preferred 8̃ = (7, 8, 9)

Extremely preferred 9̃ = (8, 9, 10)

Criteria are now ranked based on their importance and relationship among the criteria
is assessed using Table 4. Any criterion with a lower rank has less significant impact
on other criteria having higher ranks and consequently it ought to transmit a larger
part of its potential impact to others.

Step 3: Determination of impact of the attributes on the main attribute
The impact of the criterion ¯̄a on the main criterion is computed and then, this impact
is transformed as follows:

¯̄a1 j = ¯̄a − ¯̄a1 j (17)

where, ¯̄a j is the impact of j th criterion on the first main criterion and ¯̄a j is the part
of j th attribute’s potential impact transmitted to the main criterion.

Step 4: Determination of total impact
The total impact and consistency of any criterion is calculated using Eq. (18). The
subset considered is reliable, consistent and steady if the total impact of its criteria
with a positive sign is equal to the total impact with a negative sign, i.e. their sum is
always equal to zero.
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Table 5 Fuzzy scale for
evaluating the alternatives

Linguistic terms Triangular fuzzy numbers

Very poor (VP) (1, 1, 1)

Poor (P) (2/3, 1, 3/2)

Medium (M) (3/2, 2, 5/2)

Good (G) (5/2, 3, 7/2)

Very good (VG) (7/2, 4, 9/2)

¯̄Pj =
n∑

j=1

¯̄ai j ; j �= i (18)

The total impact can also be estimated using Eq. (19). The total impact or dependence
of a criterion exemplifies its dominance over other. Therefore, the most significant
criterion in the matrix presented should be the first criterion with maximum total
dominance.

¯̄Pj = ¯̄P1 − n ¯̄a1 j ; j �= i (19)

where ¯̄Pj is the total impact (dependence) of the j th criterion and n is the total
number of criteria.

Step 5: Computation of attribute weights:
Lastly, the criteria weights are derived using following equations:

¯̄w j =
¯̄P f
j

¯̄PS
=

¯̄P1 − n ¯̄a1 j + ¯̄S(n − 1)

n ¯̄S(n − 1)
(20)

where ¯̄PS is the total potential of a set of criteria, calculated using Eq. (20) and ¯̄P f
j is

the actual total impact of the j th criterion of the system, calculated using Eq. (21):

¯̄PS = n ¯̄PS = n ¯̄S(n − 1) (21)
¯̄P f
j = P1 − n ¯̄ai j + ¯̄S(n − 1) = ¯̄Pj + ¯̄P (22)

where ¯̄Pj is the total impact produced by the j th criterion of the system signifying

its total dependence on the other criteria and ¯̄P is the potential impact of the criteria.

4.2 The improvedMABACmethod using IVFRN

The MABAC method is a more recent MCDM method compared to TOPSIS (Technique
for Order of Preference by Similarity to Ideal Solution), VIKOR (VIseKriterijumska Opti-
mizacija I Kompromisno Resenje), and COPRAS (Complex Proportional Assessment of
alternatives) models. The next section presents the algorithm for the improved IVFRN-
MABAC method.

Step 1: Establish the primary assessment matrix (X ).
As the first step the evaluation ofm alternatives is carried out according to n criteria.
Evaluation of the alternatives is carried out based on a predefined fuzzy scale (Refer
to Table 5) represented with triangular fuzzy numbers x̃ = (xl , xt , xr ). Based on
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the response matrices Xe = [x̃ ei j ]m×n(1 ≤ e ≤ k), we obtain three matrices of

aggregated sequences of the experts X∗l , X∗t and X∗r .

X∗l =

⎛

⎜⎜⎜⎜⎝

x1l11, x
2l
11, . . . , x

kl
11 x1l12, x

2l
12, . . . , x

kl
12 · · · x1l1n, x

2l
1n, . . . , x

kl
1n

x1l21, x
2l
21, . . . , x

kl
21 x1l22, x

2l
22, . . . , x

kl
22 · · · x1l2n, x

2l
2n, . . . , x

kl
2n

· · · · · · · · · · · ·
x1lm1, x

2l
m1, . . . , x

kl
m1 x1lm2, x

2l
m2, . . . , x

kl
m2 · · · x1lmn, x

2l
m2, . . . , x

kl
mn

⎞

⎟⎟⎟⎟⎠

(23)

X∗t =

⎛

⎜⎜⎜⎜⎝

x1t11, x
2t
11, . . . , x

kt
11 x1t12, x

2t
12, . . . , x

kt
12 · · · x1t1n, x

2t
1n, . . . , x

kt
1n

x1t21, x
2t
21, . . . , x

kt
21 x1t22, x

2t
22, . . . , x

kt
22 · · · x1t2n, x

2t
2n, . . . , x

kt
2n

· · · · · · · · · · · ·
x1tm1, x

2t
m1, . . . , x

kt
m1 x1tm2, x

2t
m2, . . . , x

kt
m2 · · · x1tmn, x

2t
m2, . . . , x

kt
mn

⎞

⎟⎟⎟⎟⎠

(24)

X∗r =

⎛

⎜⎜⎜⎜⎝

x1r11, x
2r
11, . . . , x

kr
11 x1r12, x

2r
12, . . . , x

kr
12 · · · x1r1n, x

2r
1n, . . . , x

kr
1n

x1r21, x
2r
21, . . . , x

kr
21 x1r22, x

2r
22, . . . , x

kr
22 · · · x1r2n, x

2r
2n, . . . , x

kr
2n

· · · · · · · · · · · ·
x1rm1, x

2r
m1, . . . , x

kr
m1 x1rm2, x

2r
m2, . . . , x

kr
m2 · · · x1rmn, x

2r
m2, . . . , x

kr
mn

⎞

⎟⎟⎟⎟⎠

(25)

where xli j = {x1li j , x2li j , . . . , xkli j }, xti j = {x1ti j , x2ti j , . . . , xkti j } and xri j = {x1ri j , x2ri j , . . . ,

xkri j } represent sequences of triangular fuzzy number x̃i j by means of which the
relative significance of criterion i is described in relation to alternative j . Using
Eqs. (1)–(14) each sequence xeli j , x

et
i j and xeri j is transformed into rough sequence

RN (xeli j ), RN (xeti j ) and RN (xeri j ). Thus we obtain matrices X1l , X2l , . . . , Xkl ; X1t ,

X2t , . . . , Xkt ; X1r , X2r , . . . , Xkr for each rough sequence RN (xeli j ), RN (xeti j ) and
RN (xeri j ) respectively. Thus for each group of rough matrices we obtain rough
sequences

RN (xli j ) =
{ [

Lim(x1li j ), Lim(x1li j )
]
,
[
Lim(x2li j ), Lim(x2li j )

]
, . . . ,

×
[
Lim(xkli j ), Lim(xkli j )

] }

RN (xti j ) =
{ [

Lim(x1ti j ), Lim(x1ti j )
]
,
[
Lim(x2ti j ), Lim(x2ti j )

]
, . . . ,

×
[
Lim(xkti j ), Lim(xkti j )

] }

RN (xri j ) =
{ [

Lim(x1ri j ), Lim(x1ri j )
]
,
[
Lim(x2ri j ), Lim(x2ri j )

]
, . . . ,

×
[
Lim(xkri j ), Lim(xkri j )

] }

Using Eqs. (26)–(28) we obtain averaged rough sequences

RN (x̄ li j ) = RN
(
x1li j , x

2l
i j , . . . , x

kl
i j

)
=

⎧
⎪⎪⎨

⎪⎪⎩

xlLi j = 1
k

k∑
e=1

Lim(xeli j )

xlUi j = 1
k

k∑
e=1

Lim(xeli j )
(26)
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RN (x̄ ti j ) = RN
(
x1ti j , x

2t
i j , . . . , x

kt
i j

)
=

⎧
⎪⎪⎨

⎪⎪⎩

xtLi j = 1
k

k∑
e=1

Lim(xeti j )

xtUi j = 1
k

k∑
e=1

Lim(xeti j )
(27)

RN (x̄ri j ) = RN
(
x1ri j , x2ri j , . . . , xkri j

)
=

⎧
⎪⎪⎨

⎪⎪⎩

xr Li j = 1
k

k∑
e=1

Lim(xeri j )

xrUi j = 1
k

k∑
e=1

Lim(xeri j )
(28)

where RN (x̄ li j ), RN (x̄ ti j ) and RN (x̄ri j ) represent rough sequences of the interval

valued fuzzy-rough number ¯̄xi j =
[
RN (x̄ li j ), RN (x̄ ti j ), RN (x̄ri j )

]
=
[(

xlLi j , xlUi j

)
,

(
xtLi j , xtUi j

)
,
(
xr Li j , xrUi j

)]
.

Thus we obtain the interval valued fuzzy-rough vectors Ai = ( ¯̄xi1, ¯̄xi2, . . . , ¯̄xin
)

represents the performance of the i th alternative against the j th criterion(i =
1, 2, . . . ,m; j = 1, 2, . . . , n).

X =

⎛

⎜⎜⎜⎜⎝

¯̄x11 ¯̄x12 · · · ¯̄x1n
¯̄x21 ¯̄x22 · · · ¯̄x2n
· · · · · · · · · · · ·
¯̄xm1 ¯̄xm2 · · · ¯̄xmn

⎞

⎟⎟⎟⎟⎠
(29)

wherem is the cardinality of the set of alternatives, n is the cardinality of criteria set.
Step 2: Normalize the primary decision matrix (X ) using Eqs. (30)–(32). The normalized

decision matrix (Y ) is shown in Eq. (42). This step makes the elements of X com-
mensurable.

Y =

⎛

⎜⎜⎜⎜⎝

¯̄y11 ¯̄y12 · · · ¯̄y1n
¯̄y21 ¯̄y22 · · · ¯̄y2n
· · · · · · · · · · · ·
¯̄ym1 ¯̄ym2 · · · ¯̄ymn

⎞

⎟⎟⎟⎟⎠
(30)

Elements ¯̄yi j of the normalized matrix (Y ) are calculated according to Eqs. (31) and
(32):
(a) For benefit type criteria

¯̄yi j =
{[(

xlLi j − x Lj−
xUj+ − x Lj−

,
xlUi j − x Lj−
xUj+ − x Lj−

)
,

(
xtLi j − x Lj−
xUj+ − x Lj−

,
xtUi j − x Lj−
xUj+ − x Lj−

)
,

×
(
xr Li j − x Lj−
xUj+ − x Lj−

,
xrUi j − x Lj−
xUj+ − x Lj−

)]}
(31)

(b) For cost type criteria

¯̄yi j =
{[(

xrUi j − xUj+
x Lj− − xUj+

,
xr Li j − xUj+
x Lj− − xUj+

)
,

(
xtUi j − xUj+
x Lj− − xUj+

,
xtLi j − xUj+
x Lj− − xUj+

)
,

×
(
xlUi j − xUj+
x Lj− − xUj+

,
xlLi j − xUj+
x Lj− − xUj+

)]}
(32)
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where xUj+ and x Lj− are defined as xUj+ = max
1≤i≤m

{
xrUi j

}
and x Lj− = min

1≤i≤m

{
xlLi j

}

Step 3: Calculate the weighted decision matrix V = [ ¯̄vi j
]
m×n from Y . The components of

V can be computed according to Eq. (33) as follows.

¯̄vi j = ¯̄w j × ( ¯̄yi j + 1
)

(33)

and the weighted IVFRN based decision matrix becomes

V =

⎛

⎜⎜⎜⎜⎝

¯̄v11 ¯̄v12 · · · ¯̄v1n
¯̄v21 ¯̄v22 · · · ¯̄v2n
· · · · · · · · · · · ·
¯̄vm1 ¯̄vm2 · · · ¯̄vmn

⎞

⎟⎟⎟⎟⎠
(34)

where ¯̄yi j symbolize components of Y , ¯̄w j represents the weight coefficients of the
criteria.

Step 4: Determining the border approximation area matrix (G).
The border approximation area matrix (BAA) is determined according to Eq. (35)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

¯̄g j =
[
(glLj , glUj ), (gtLj , gtUj ), (grLj , grUj )

]
=
(

m∏
i=1

¯̄vi j
)1/m

where

(glLj , glUj ) =
({

m∏
i=1

¯̄vl Li j
}1/m

,

{
m∏
i=1

¯̄vlUi j
}1/m)

;

(gtLj , gtUj ) =
({

m∏
i=1

¯̄vt Li j
}1/m

,

{
m∏
i=1

¯̄vtUi j
}1/m)

;

(grLj , grUj ) =
({

m∏
i=1

¯̄vr Li j
}1/m

,

{
m∏
i=1

¯̄vrUi j
}1/m)

(35)

where ¯̄vi j represent elements of weighted matrix (V ), M represents the total number
of alternatives.
After calculating the values of ¯̄g j the border approximation area matrix G in Eq. (36)
is formed, format 1×n (n represents the total number of criteria bywhich alternatives
are selected).

G = [ ¯̄g1, ¯̄g2, . . . , ¯̄gn
]
1×n (36)

Step 5: Calculating the elements of the matrix for the distance of the alternatives from the
border approximation area (Q).
The distance of the alternatives from theBAA is determined as the difference between
the elements from weighted matrix (V ) and the values of the border approximation
area (G)

Q =

⎛

⎜⎜⎜⎜⎝

¯̄v11 − ¯̄g1 ¯̄v12 − ¯̄g2 · · · ¯̄v1n − ¯̄gn
¯̄v21 − ¯̄g1 ¯̄v22 − ¯̄g2 · · · ¯̄v2n − ¯̄gn

· · · · · · · · · · · ·
¯̄vm1 − ¯̄g1 ¯̄vm2 − ¯̄g2 · · · ¯̄vmn − ¯̄gn

⎞

⎟⎟⎟⎟⎠
=

⎛

⎜⎜⎜⎝

¯̄q11 ¯̄q12 · · · ¯̄q1n
¯̄q21 ¯̄q22 · · · ¯̄q2n
· · · · · · · · · · · ·
¯̄qm1 ¯̄qm2 · · · ¯̄qmn

⎞

⎟⎟⎟⎠ (37)
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where ¯̄g j represents theBAAfor criterionC j , ¯̄vi j represents the elements ofweighted
decision matrix (V ). Further, n represents the number of criteria, m represents the
number of alternatives.
The values of the criteria functions for the alternatives are obtained as the sum of the
distance of the alternatives from the border approximation areas ¯̄qi j . By summing
the elements of the matrix (37) by rows we obtain the final values of the criteria
functions of the alternatives

S(Ai ) =
n∑

j=1

¯̄qi j

=
⎡

⎣

⎛

⎝
n∑

j=1

qlLi j ,

n∑

j=1

qlUi j

⎞

⎠ ,

⎛

⎝
n∑

j=1

qtLi j ,

n∑

j=1

qtUi j

⎞

⎠ ,

⎛

⎝
n∑

j=1

qrLi j ,

n∑

j=1

qrUi j

⎞

⎠

⎤

⎦ (38)

where n represents the number of criteria, m represents the number of alternatives.
The alternatives are ranked based on the value obtained for S(Ai ). The highest
possible value of S(Ai ) is desirable. The alternatives are compared using Eq. (38).

Step 6: Defining the dominance index
(
AD,1−i

)
of the best-ranked alternative and final rank

of alternatives.
The dominance index of the best-ranked alternative defines its advantage in relation
to the other alternatives, and determined here by applying Eq. (39).

AD,1−i =
∣∣∣∣
|Qi | + |Q1|

|Qm |
∣∣∣∣ i = 1, 2, . . . ,m. (39)

where Q1 denotes the criterion function of the best-ranked alternative, Qm denotes
the criterion function of the last ranked alternative, Qi denotes the criterion function
of the alternative which is compared to the best-ranked alternative, and m denotes
the number of alternatives. More details ranking order using dominance index can
be found in Chatterjee et al. (2018).

5 Case illustration

To illuminate IVFRN-FARE-MABAC approach recommended in this paper, a real case study
of food SCM has been discussed.

5.1 Outline of case enterprise

Well-founded ABC Bakery Ltd (Name Altered) is a bakery food manufacturing enterprise
located on the outer edge ofDurgapur–Asansol division of Burdwan district in West Bengal,
India. The enterprise is in full service of bakery products specializing inwedding, anniversary,
and birthday cakes, for over forty years. This food stuff is parceled in several carton volumes
of plastic baggage, grooved paper containers, packets, and tin vessels. The enterprise has
over-all capital overheads of roughly INR 40 Lakhs and control about 20–25% of the bakery
food bazaar in West Bengal.

The FMC uses fresh ingredients/raw materials like real butter, low-fat fresh cream, and
milk, flour, sugar, Swiss, and Belgian Chocolates as primary raw materials for bakery prod-
ucts. Raw material suppliers consist of 10 free-lancers, 300 enlightened dairy farmers, 12
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distinct sub-divisions, and five wholesale merchants. They collect milk from thousands of
milk producers and flour, sugar, and chocolates from the wholesale merchants. The rawmate-
rial collection centers are distributed across numerous small cities and villages within 100km
distance from the Plant. Since perishable food product (milk) has a limited life span and other
raw materials are nonperishable, so their proper collection, inspection, and transportation is
a burdensome procedure including a complex transport system. The case company utilizes
merely the premium and newest materials in its foodstuffs, with the persistence of quality
control at every phase of manufacturing, packing, and on time distribution. It is also concrete
about the reliability and consistency in raw material quality. However, transportation costs
of raw materials are endured by the company. It is necessary to make procurement of all
types of raw materials timely and efficiently followed inspection and transportation of them.
Hence, ABC Bakery Ltd has decided to outsource its raw material procurement activities to
a 3PL provider for managing this complex transport network efficiently and successfully.

5.2 Data collection and implementation of IVFRN-FARE-MABACmethod

The FMC has formed a board of four decision makers (DMs)/experts to identify a well-
organized and dependable 3PL providerwithwhom the FMCcan have an active collaboration
in the long-run of business partnership. All DMs/experts have more than 15years of work
experience in the area of food SCM. From the literature survey, a data set of 25 essential
criteria are sortedwith the help of these experiencedDMs andfinally, 15 criteria are accounted
for the case FMC which aims to satisfy the main three dimensions/objectives (economic,
environmental, and social) of sustainability while selecting a suitable 3PL provider (Refer to
Table 2). The board of experts then assessed the relative importance (see Table 4) and inter-
relationship impacts (see Table 3) of the enlisted criteria in the decisionmaking process using
the concepts of linguistic variables and the corresponding TFNs. On calling the tenders for
logistics providers, the case FMC found six 3PL provider companies as feasible collaborator
having specialized in foodSCM.These six companieswere named asA1,A2,A3,A4,A5, and
A6. Next, the feasible alternatives 3PL provider 1 (A1), 3PL provider 2 (A2), 3PL provider
3 (A3), 3PL provider 4 (A4), 3PL provider 5 (A5), 3PL provider 6 (A6)) are evaluated based
on their service performances using TFNs as depicted in Table 5.

To show the utilization of IVFRN approach for manipulating the uncertainty in data, we
first explain one simple numerical illustration. Assume that the Table 6 represents the four
DMs’ pairwise comparison of potential impact (Z EN

SO = {3̃, 4̃, 5̃, 5̃}) between the social (SO)
and environmental (EN) dimensions. According to the Eqs. (1)–(14), the upper and lower
approximation of the IVFRNs can be very simply determined. Note that SO dimension is
compared with EN by four DMs who were invited to evaluate the potential impacts between
the criteria and dimensions and they use triangular fuzzy numbers (TFN) for this evaluation
problem. Now, a TFN can be represented as P̃ = (l, t, r) with t being the modal value
of membership function, whereas l and r represent the left and right boundaries of the
TFN, respectively. Table 6 reveals the fact that the DMs do not possess the same opinions
while evaluating the potential impact between SO and EN factors. Following the procedure
of IVFRN rating calculation discussed by Pamučar et al. (2018), we compute the relative
potential impact Z EN

SO . A comparison of experts’ opinions can be represented by crisp, fuzzy,
and IVFRN, as shown in Table 7.
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Table 6 Expert evaluation of potential impacts using TFNs between SO and EN dimensions

Dimensions Environmental (EN)

DM1 DM2 DM3 DM4

Social (SO) 3̃ = (2, 3, 4) 4̃ = (3, 4, 5) 5̃ = (4, 5, 6) 5̃ = (4, 5, 6)

Table 7 Expert evaluation of potential impacts using IVFRNs between SO and EN dimensions

Presentation of
potential impact

Experts

DM1 DM2 DM3 DM4

Crisp value 3 4 5 5

Fuzzy value (2, 3, 4) (3, 4, 5) (4, 5, 6) (4, 5, 6)

IVFRN value [(2, 3), (3, 4), (4, 5)] [(2, 3), (3, 4), (4, 5)] [(3, 4), (4, 5), (5, 6)] [(3, 4), (4, 5), (5, 6)]

Table 8 Expert evaluation of SO, EN and EC dimensions

SO EN EC

DM1 DM2 DM3 DM4 DM1 DM2 DM3 DM4 DM1 DM2 DM3 DM4

SO 0 0 0 0 3̃ 4̃ 5̃ 5̃ 3̃ 3̃ 4̃ 4̃

EN −3̃ −4̃ −5̃ −5̃ 0 0 0 0 2̃ 3̃ 2̃ 2̃

EC −3̃ −3̃ −4̃ −4̃ −2̃ −3̃ −2̃ −2̃ 0 0 0 0

5.3 Implementation of IVFRN-FAREmodel

In this section, we discuss the systematic procedure to calculate the criteria weights according
to the proposed IVFRN-FARE method (refer to Sect. 4.1).

Firstly, we collect the pairwise comparison matrices (Tables 8, 9, 10 and 11) of main
three criteria (EC, EN and SO) and among their sub-criteria. Next, the collected experts, data
are aggregated using IVFRN method described in Eqs. (1)–(14). The aggregated pairwise
comparison matrix of main three dimension is presented in Table 12. On contrast, Table 13
represents the aggregated pairwise comparison matrices of sub-criteria within each main
dimension.

In order to calculate the criteria weight, we first have to find the total impact ( ¯̄Pj ) of
each criterion on the system according to Eq. (18). The initial total impacts (dependence) of
evaluation dimensions ({EC, EN, SO}) and criteria ({EC1, EC2, . . ., EC5; EN1, EN2, . . .,
EN5; SO1, SO2, . . ., SO5}) are presented in Table 14. Next, the actual total impact of each
dimension and criterion are calculated through Eq. (22) and are presented in Table 15. Finally,
using the Eqs. (20)–(22) we compute the local weights of each dimension and criterion. After
calculating the local weights, the global weights of the evaluation criteria are calculated as
follows. Global weight of a criterion= weight of its dimension x local weight of the criterion
within its dimension. The local and global weights are shown in Table 16.

Now, in Table 16, the local priority orders indicate that “Cost of services” (EC1) is the
most important economic criterion, while “Resource consumption” (EN1) is most preferred
environmental concern in 3PL provider evaluation and selection for the case FMC. More-
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Table 9 Table expert evaluation on pairwise comparison of economic criteria

EC1 EC2 EC3

DM1 DM2 DM3 DM4 DM1 DM2 DM3 DM4 DM1 DM2 DM3 DM4

EC1 0 0 0 0 3̃ 2̃ 1̃ 2̃ 2̃ 3̃ 3̃ 4̃

EC2 −3̃ −2̃ −1̃ −2̃ 0 0 0 0 1̃ 2̃ 1̃ 2̃

EC3 −2̃ −3̃ −3̃ −4̃ −1̃ −2̃ −1̃ −2̃ 0 0 0 0

EC4 −7̃ −6̃ −6̃ −7̃ −5̃ −4̃ −4̃ −5̃ −4̃ −4̃ −3̃ −3̃

EC5 −8̃ −8̃ −9̃ −9̃ −6̃ −7̃ −7̃ −6̃ −5̃ −5̃ −3̃ −4̃

EC4 EC5

DM1 DM2 DM3 DM4 DM1 DM2 DM3 DM4

EC1 7̃ 6̃ 6̃ 7̃ 8̃ 8̃ 9̃ 9̃

EC2 5̃ 4̃ 4̃ 5̃ 6̃ 7̃ 7̃ 6̃

EC3 4̃ 4̃ 3̃ 3̃ 5̃ 5̃ 3̃ 4̃

EC4 0 0 0 0 2̃ 1̃ 2̃ 1̃

EC5 −2̃ −1̃ −2̃ −1̃ 0 0 0 0

Table 10 Expert evaluation on pairwise comparison of environmental criteria

EN1 EN2 EN3

DM1 DM2 DM3 DM4 DM1 DM2 DM3 DM4 DM1 DM2 DM3 DM4

EN1 0 0 0 0 2̃ 2̃ 3̃ 3̃ 4̃ 3̃ 4̃ 3̃

EN2 −2̃ −2̃ −3̃ −3̃ 0 0 0 0 1̃ 1̃ 1̃ 2̃

EN3 −4̃ −3̃ −4̃ −3̃ −1̃ −1̃ −1̃ −2̃ 0 0 0 0

EN4 −6̃ −7̃ −6̃ −7̃ −5̃ −4̃ −5̃ −5̃ −3̃ −4̃ −3̃ −3̃

EN5 −7̃ −8̃ −7̃ −7̃ −6̃ −7̃ −6̃ −5̃ −3̃ −5̃ −3̃ −2̃

EN4 EN5

DM1 DM2 DM3 DM4 DM1 DM2 DM3 DM4

EN1 6̃ 7̃ 6̃ 7̃ 7̃ 8̃ 7̃ 7̃

EN2 5̃ 4̃ 5̃ 5̃ 6̃ 7̃ 6̃ 5̃

EN3 3̃ 4̃ 3̃ 3̃ 3̃ 5̃ 3̃ 4̃

EN4 0 0 0 0 2̃ 2̃ 3̃ 3̃

EN5 −2̃ −3̃ −3̃ −1̃ 0 0 0 0

over, Table 16 shows the local and global priorities of all the evaluation criteria in this case
study. Based on the experts’ decisions, it is interesting to note that among these 15 criteria
“Health and safety practices” (SO1) is ranked as the most important valuation criterion for
3PL provider selection problem. These weights are subsequently used for MABAC-based
analysis.
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Table 11 Expert evaluation on pairwise comparison of social criteria

SO1 SO2 SO3

DM1 DM2 DM3 DM4 DM1 DM2 DM3 DM4 DM1 DM2 DM3 DM4

SO1 0 0 0 0 3̃ 3̃ 2̃ 2̃ 3̃ 4̃ 3̃ 4̃

SO2 −3̃ −3̃ −2̃ −2̃ 0 0 0 0 3̃ 2̃ 2̃ 2̃

SO3 −3̃ −4̃ −3̃ −4̃ −3̃ −2̃ −2̃ −2̃ 0 0 0 0

SO4 −6̃ −7̃ −7̃ −7̃ −4̃ −3̃ −4̃ −3̃ −3̃ −4̃ −5̃ −5̃

SO5 −8̃ −8̃ −7̃ −7̃ −5̃ −7̃ −6̃ −6̃ −3̃ −3̃ −4̃ −4̃

SO4 SO5

DM1 DM2 DM3 DM4 DM1 DM2 DM3 DM4

SO1 6̃ 7̃ 7̃ 7̃ 8̃ 8̃ 7̃ 7̃

SO2 4̃ 3̃ 4̃ 3̃ 5̃ 7̃ 6̃ 6̃

SO3 3̃ 4̃ 5̃ 5̃ 3̃ 3̃ 3̃ 4̃

SO4 0 0 0 0 2̃ 3̃ 2̃ 2̃

SO5 −2̃ −3̃ −2̃ −2̃ 0 0 0 0

5.4 Implementation of improvedMABACmodel with IVFRNs

For evaluating 3PL providers and selecting the best 3PL provider for the case FMC are
accomplishedwith improved IVFRN-MABACmethod (see fromSect. 4.2). Table 17 contains
the performance evaluation data of six logistics providerswhich are evaluated by experts using
the fuzzy variables described in Table 5. We follow the step-by-step calculation mechanism
is discussed in Sect. 4.2 and phase 3 in Fig. 1.
Step 1: Firstly, the IVFRN-MABAC method includes the aggregation of the DM’s individ-
ual judgments via IVFRN arithmetic operations (Pamučar et al. 2018). In this method, the
individual decision matrices are aggregated according to Eqs. (23)–(28) and finally Eq. (29)
shows the average decision matrix containing IVFRNs. Let us discuss the calculation proce-
dure briefly. Consider the evaluation of 3PL provider 1 (we call it, A1) against criteria EC1
(Cost of services). Four experts have assessed the performance of A1 with respect to EC1
and the {VG,G,G, VG}. The linguistic variables are transformed into their corresponding
triangular fuzzy numbers (TFNs) as {(3.5, 4, 4.5), (2.5, 3, 3.5), (2.5, 3, 3.5), (3.5, 4, 4.5)}.
Thus, fromEqs. (23)–(25), we divide the relative performance of A1with respect to EC1 into
three components: xl11 = {3.5, 2.5, 2.5, 3.5}; xt11 = {4, 3, 3, 4}; xr11 = {4.5, 3.5, 3.5, 4.5}.
Then, the rough sequences are computed as follows:

RN (xl11) = {[3, 3.5], [2.5, 3], [2.5, 3], [3, 3.5]}
RN (xt11) = {[3.5, 4], [3, 3.5], [3, 3.5], [3.5, 4]}
RN (xr11) = {[4, 4.5], [3.5, 4], [3.5, 4], [4, 4.5]}

Next, using IVFRN method as described by Eqs. (26)–(28) we get the aggregated IVFRN
based performance, ¯̄x11 = [(2.75, 3.25), (3.25, 3.75), (3.75, 4.25)]. The rest matrix entries
of Eq. (29) are computed in the similar manner. Table 18 represents the aggregated IVFRN
based decision matrix.
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Table 14 The total impact (dependence) of the j th dimensions and criteria

Dimension Criteria The total impact (Pj )

EC [(−11.075,−6.925), (−6.075,−1.925), (−1.075,3.075)]

EC1 [(14.67,17.33), (18.67,21.33), (22.67,25.33)]

EC2 [(−2.405,4.405), (6.595,13.405), (15.595,22.405)]

EC3 [(−7.405,−0.595), (1.595,8.405), (10.595,17.405)]

EC4 [(−24.08,−18.92), (−15.08,−9.92), (−6.08,−0.92)]

EC5 [(−34.08,−28.92), (−25.08,−19.92), (−16.08,−10.92)]

EN [(−8.075,−3.925), (−3.075,1.075), (1.925,6.075)]

EN1 [(14.813,16.688), (18.813,20.688), (22.813,24.688)]

EN2 [(−3.938,0.438), (5.063,9.438), (14.063,18.438)]

EN3 [(−8.938,−4.563), (0.063,4.438), (9.063,13.438)]

EN4 [(−23.938,−19.563), (−14.938,−10.563), (−5.938,−1.563)]

EN5 [(−27.375,−23.625), (−18.375,−14.625), (−9.375,−5.625)]

SO [(2.17,3.83), (4.17,5.83), (6.17,7.83)]

SO1 [(15.313,17.188), (19.313,21.188), (23.313,25.188)]

SO2 [(−3.438,0.938), (5.563,9.938), (14.563,18.938)]

SO3 [(−8.438,−4.063), (0.563,4.938), (9.563,13.938)]

SO4 [(−24.375,−20.625), (−15.375,−11.625), (−6.375,−2.625)]

SO5 [(−28.438,−24.063), (−19.438,−15.063), (−10.438,−6.063)]

Step 2: The data in the IVFRN based decision matrix obtained in the previous step are
normalized according to Eqs. (30)–(32) and make them commensurable. In order to calculate
of the normalized performances, we first determine

x L1− = min{2.75, 3.063, 2.25, 2.085, 2.563, 2.75} = 2.085

and

xU1+ = max{4.25, 4.438, 4.23, 3.915, 3.983, 4.25} = 4.438

Thus, we have

¯̄y11 =
[(

2.75 − 2.085

4.438 − 2.085
,
3.25 − 2.085

4.438 − 2.085

)
,

(
3.25 − 2.085

4.438 − 2.085
,
3.75 − 2.085

4.438 − 2.085

)
,

×
(

3.75 − 2.085

(4.438 − 2.085
,
4.25 − 2.085

4.438 − 2.085

)]

i.e.

¯̄y11 ≈ (0.283, 0.495), (0.495, 0.708), (0.708, 0.92)]
Similarly, we compute normalize the rest data and get the normalized decision matrix (see
Table 19)
Step 3: Theweighted normalized decisionmatrix is computed according to Eqs. (33)–(34). In
this step, the criteria weights obtained by using IVFRN-FARE model are multiplied with the
normalized performances of the 3PL providers. Table 20 represents the weighted normalized
performances of 3PL providers.
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Step 4:According toEq. (35),we compute the border approximation area (BAA)vectorwhich
is used as criteria reference points to obtain optimal solution (see Table 21). According to
Eq. (35),

glL1 =
(

6∏
j=1

¯̄vl Li1
)1/6

= (0.032 ∗ 0.035 ∗ 0.027 ∗ 0.025 ∗ 0.03 ∗ 0.032)1/6 = 0.03

glU1 =
(

6∏
j=1

¯̄vlUi1
)1/6

= (0.074 ∗ 0.078 ∗ 0.063 ∗ 0.06 ∗ 0.067 ∗ 0.074)1/6 = 0.069

gtL1 = 0.083, gtU1 = 0.18, grL1 = 0.083, and grU1 = 0.18.
Hence, ¯̄g1 = [(0.03, 0.069), (0.083, 0.18), (0.218, 0.45)]. In the same way, BAA of all
criteria are calculated and presented in Table 21.
Step 5–6: The distances (closeness and remoteness) of the alternative logistic providers from
the BAA is computed according to Eq. (37). The distance matrix (Q) is formed by the
subtraction of the elements of the BAAmatrix (G) from each element in the weighted matrix
(V ). Now, we obtain the values of criteria functions by taking the sum of each row of distance
matrix (Q). According to Eq. (38), let us compute the initial value of the criterion function,
S(A1).

S(A1) =
15∑

j=1

¯̄q1 j = [(0.032, 0.074), (0.088, 0.184), (0.221, 0.459)]

+ [(0.021, 0.051), (0.064, 0.14), (0.176, 0.378)]
+ · · · + [(0.019, 0.038), (0.058, 0.104), (0.149, 0.27)]

= [(− 4.746,− 1.893), (− 0.998, 0.95), (1.823, 4.634)]

In a similar manner, we compute the initial value of the criterion function of other alternatives
too. Alternative with highest criteria function value will get top rank. Based on the initial
value of the criterion functions alternative 3PL providers are initially ranked (see Table 22).
Step 7: It is necessary for an alternative to have the biggest possible value of the criteria
function, and therefore the primarily top-ranked 3PL provider is the one with the largest
criteria function value (Si ). Here, A3 has been top ranked initially. In order to define the final
rank of the alternative logistics providers, onemust find the dominance index (Chatterjee et al.
2018) of the top-ranked 3PL provider in relation to other logistics providers. In our problem,
the dominance threshold (DT) is calculated as (6− 1)/36 = 0.139. Using Eq. (39) represent
the formula to compute the dominance index of each alternatives. Second last column (i.e.,
AD,1−i ) of Table 22 shows the DI of each alternatives. Now, we observe that the DI of
A3(3PL provider 3) in relation to A6 (which was initially the second-ranked alternative) is
smaller than the DT (0.139). So, we accomplish that 3PL provider 3 does not have sufficient
gain in relation to 3PL provider 6, and thus 3PL provider 6 will be assigned the corrected
rank “1∗”. Similar conclusions can be drawn for all other alternative candidates.

The reasons behind top ranking of 3PL provider 6 (A6) may be its low cost of services,
delivery reliability, on automation of processes, environmental protection policies, carbon
tax savings, health and safety practices, modern technical flexibility, etc. But, the logistic
providers need to be proactive and live up to the changes in 3PL provider evaluation char-
acteristics. Since these attributes can be altered due to market volatility caused by several
factors like reducing lead time, improving transparency, Govt. law and policies, goods and
service tax implementation, demonetization, digitalization.
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Table 21 IVFRN border
approximation area (BAA) matrix

Criteria Border approximation area

EC1 [(0.03,0.069), (0.083,0.18), (0.218,0.45)]

EC2 [(0.02,0.049), (0.062,0.141), (0.176,0.379)]

EC3 [(0.018,0.046), (0.058,0.14), (0.173,0.378)]

EC4 [(0.009,0.024), (0.034,0.081), (0.11,0.24)]

EC5 [(0.003,0.013), (0.021,0.055), (0.077,0.18)]

EN1 [(0.043,0.081), (0.102,0.185), (0.236,0.431)]

EN2 [(0.026,0.056), (0.075,0.156), (0.208,0.413)]

EN3 [(0.025,0.052), (0.071,0.142), (0.193,0.382)]

EN4 [(0.012,0.029), (0.044,0.092), (0.132,0.266)]

EN5 [(0.01,0.025), (0.039,0.083), (0.124,0.248)]

SO1 [(0.079,0.118), (0.143,0.222), (0.279,0.453)]

SO2 [(0.052,0.086), (0.112,0.19), (0.251,0.433)]

SO3 [(0.047,0.079), (0.103,0.179), (0.236,0.409)]

SO4 [(0.022,0.038), (0.057,0.096), (0.137,0.242)]

SO5 [(0.017,0.035), (0.053,0.098), (0.14,0.255)]

Table 22 MABAC criteria functions and corresponding ranks

Alternative Criteria function (Si ) Initial
rank

AD,1−i Final
rank

A1 [(−4.746,−1.893), (−0.998,0.95), (1.823,4.634)] 5 0.396 5

A2 [(−4.724,−1.854), (−0.934,1.035), (1.959,4.847)] 4 0.268 4

A3 [(−4.73,−1.858), (−0.936,1.074), (2.013,4.974)] 1 0.000 1

A4 [(−4.786,−1.969), (−1.069,0.841), (1.741,4.468)] 6 0.307 6

A5 [(−4.729,−1.868), (−0.95,1.041), (1.969,4.885)] 3 0.244 3

A6 [(−4.716,−1.845), (−0.929,1.061), (1.978,4.899)] 2 0.116 1∗

6 Discussion of results

The result discussion section consists of a sensitivity analysis of the proposed IVFRN-FARE-
MABAC model through fifteen scenarios and a comparative analysis of the results received
from different MCDM methods.

6.1 The sensitivity analysis of the IVFRN-FARE-MABACmodel

Roy (1988) recommended the application of imposing the idea of robustness in the obtained
solutions as well as the conclusions. Robustness is the property of being strong and healthy
in constitution. In the same line robustness can be defined as “the ability of a system to resist
change without adapting its initial stable configuration”. Similarly, a decision is known as
robust if it is true for all (or almost all) of the situations. Hites (2002) presented one more
concept where a robust decision means a good solution and at the same time it should not be
too risky. In this study, we perform a sensitivity analysis to investigate the effect of altering the
criteria weights derived from experts’ judgments on the selection procedure of 3PL providers.

123



Annals of Operations Research (2020) 293:669–714 705

Ta
bl
e
23

Se
ns
iti
vi
ty

an
al
ys
is
sc
en
ar
io
s

Sc
en
ar
io

S i
/
A
D

,1
−i

A
lte
rn
at
iv
es

R
an
ki
ng

or
de
r

A
1

A
2

A
3

A
4

A
5

A
6

S1
S i

−
0.
01

67
0.
04

45
0.
04

82
−
0.
08

42
0.
02

47
0.
04

54
A
3



A
6

>
A
2

>
A
5

>
A
1

>
A
4

A
D

,1
−i

0.
37

46
0.
04

38
0.
00

00
0.
42

72
0.
27

96
0.
03

33

S2
S i

−
0.
02

03
0.
01

65
0.
07

69
−
0.
05

03
0.
02

35
0.
02

09
A
3

>
A
5

>
A
6

>
A
2

>
A
1

>
A
4

A
D

,1
−i

1.
12

31
1.
20

05
0.
00

00
0.
52

74
1.
06

13
1.
11

16

S3
S i

−
0.
02

89
0.
04

87
0.
05

46
−
0.
07

65
0.
01

53
0.
05

06
A
3



A
6

>
A
2

>
A
5

>
A
1

>
A
4

A
D

,1
−i

0.
33

58
0.
07

72
0.
00

00
0.
28

63
0.
51

40
0.
05

13

S4
S i

−
0.
04

23
0.
02

26
0.
06

05
−
0.
06

09
0.
03

04
0.
05

64
A
3



A
6

>
A
5

>
A
2

>
A
1

>
A
4

A
D

,1
−i

0.
29

82
0.
62

23
0.
00

00
0.
67

00
0.
49

34
0.
06

72

S5
S i

−
0.
02

08
0.
02

64
0.
04

66
−
0.
06

28
0.
04

30
0.
03

06
A
3



A
5

>
A
6

>
A
2

>
A
1

>
A
4

A
D

,1
−i

0.
41

08
0.
32

07
0.
00

00
0.
25

88
0.
05

70
0.
25

49

S6
S i

0.
01

83
0.
03

66
0.
05

57
−
0.
08

95
−
0.
01

38
0.
06

68
A
6



A
3

>
A
2

>
A
1

>
A
5

>
A
4

A
D

,1
−i

0.
54

18
0.
33

66
0.
12

37
0.
25

42
0.
59

19
0.
00

00

S7
S i

−
0.
03

97
0.
01

15
0.
05

23
−
0.
07

50
0.
04

96
0.
06

72
A
6



A
3

>
A
5

>
A
2

>
A
1

>
A
4

A
D

,1
−i

0.
36

65
0.
74

27
0.
19

88
0.
10

40
0.
23

43
0.
00

00

S8
S i

−
0.
04

97
0.
05

06
0.
06

21
−
0.
09

89
0.
04

48
0.
06

15
A
3



A
6



A
2

>
A
5

>
A
1

>
A
4

A
D

,1
−i

0.
12

58
0.
11

63
0.
00

00
0.
37

20
0.
17

51
0.
00

66

S9
S i

−
0.
03

14
0.
02

21
0.
06

58
−
0.
06

93
0.
04

33
0.
03

30
A
3

>
A
5

>
A
6

>
A
2

>
A
1

>
A
4

A
D

,1
−i

0.
49

65
0.
63

04
0.
00

00
0.
50

00
0.
32

54
0.
47

38

123



706 Annals of Operations Research (2020) 293:669–714

Ta
bl
e
23

co
nt
in
ue
d

Sc
en
ar
io

S i
/
A
D

,1
−i

A
lte
rn
at
iv
es

R
an
ki
ng

or
de
r

A
1

A
2

A
3

A
4

A
5

A
6

S1
0

S i
−
0.
01

92
0.
02

60
0.
02

92
−
0.
05

92
0.
04

00
0.
04

76
A
6



A
5

>
A
3

>
A
2

>
A
1

>
A
4

A
D

,1
−i

0.
47

97
0.
36

40
0.
31

07
0.
19

66
0.
12

76
0.
00

00

S1
1

S i
0.
02

68
0.
04

36
0.
01

17
−
0.
12

15
0.
07

57
0.
04

37
A
5

>
A
6

>
A
2

>
A
1

>
A
3

>
A
4

A
D

,1
−i

0.
40

21
0.
26

39
0.
52

65
0.
37

70
0.
00

00
0.
26

31

S1
2

S i
−
0.
03

53
0.
03

52
0.
05

43
−
0.
10

44
0.
04

23
0.
07

55
A
6

>
A
3

>
A
5

>
A
2

>
A
1

>
A
4

A
D

,1
−i

0.
38

50
0.
38

65
0.
20

38
0.
27

63
0.
31

82
0.
00

00

S1
3

S i
−
0.
04

84
0.
04

50
0.
07

65
−
0.
07

68
0.
01

83
0.
05

18
A
3

>
A
6

>
A
2

>
A
5

>
A
1

>
A
4

A
D

,1
−i

0.
36

62
0.
41

08
0.
00

00
0.
35

00
0.
75

87
0.
32

24

S1
4

S i
−
0.
03

24
0.
04

10
0.
08

20
−
0.
09

08
0.
05

37
0.
01

97
A
3

>
A
5

>
A
2

>
A
6

>
A
1

>
A
4

A
D

,1
−i

0.
54

64
0.
45

25
0.
00

00
0.
69

61
0.
31

22
0.
68

69

S1
5

S i
−
0.
01

44
0.
03

68
0.
05

14
−
0.
07

40
0.
04

55
0.
01

91
A
3



A
5

>
A
2

>
A
6

>
A
1

>
A
4

A
D

,1
−i

0.
49

95
0.
19

71
0.
00

00
0.
30

53
0.
07

90
0.
43

65

123



Annals of Operations Research (2020) 293:669–714 707

Fig. 3 Sensitivity analysis of the alternative ranking through applied scenarios

This analysis consists of 15 different scenarios (S1 to S15). First scenario (S1) reveals that
the weight of “Cost of services (EC1)” is raised by 55%, and all other criteria weights are
reduced by 45%. In S2, the weight of “Reputation and market position (EC2)” is raised by
55%, while the weights of all other criteria are reduced by 45%. Similar arguments can be
made for rest of the scenarios. The detail ranking orders of 15 situations are listed in Table 23
and shown in Fig. 3.

The initially best-ranked alternative is A3, as shown in Table 22. The ranking results in
Table 23 indicate that alternative A3 and A6 are the best ranked, with good advantage, for the
weight sets S1–S10 and S12–S15. Only in S11 the first ranked alternative is A5, but A6 is the
second ranked. In fourteen out of fifteen scenarios, A3 or A6 are the first ranked alternatives.

In S1, S3, S4, S6, S7 and S8, the first ranked alternatives (A3 and A6) has no advantage to
be a single solution since the dominance index AD,3− j of the best-ranked alternative (A3) in
relation to A6 is smaller than ID = 0.139. We cannot say that the alternative A3 has enough
advantage over A6 and therefore a rank “1∗” is assigned to A6. These results are confirming
the ranks shown in Table 22. Also in other scenarios, the first ranked alternative is either A3
or A6.

In S2, S9, S13 and S14, alternative A3 is the first ranked and have enough domination
over the second ranked alternative. This shows us that alternative A3 is better than other
alternatives for some criteria like EC2, EC3, SO3 and SO4. In S12 alternative A6 is the first
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Table 24 Spearman’s correlation
coefficients through fifteen
scenarios

Scenario SCC Scenario SCC Scenario SCC

S1 1.000 S6 0.800 S11 0.371

S2 0.943 S7 0.943 S12 0.943

S3 0.914 S8 0.914 S13 0.943

S4 0.971 S9 0.943 S14 0.829

S5 0.943 S10 0.943 S15 0.829

ranked and have enough domination over the second ranked alternative and we can conclude
that A6 is better for SO2 than other alternatives.

Fluctuation of the weight priorities of criteria set under different situations caused those
variations in the ranking order of six logistics providers. However, we witness no drastic
change in the alternative ranking order in such circumstances. Spearman’s correlation coef-
ficients (SCCs) are calculated for every scenario and presented in Table 24. A significantly
high correlation of the ranks is noted in all scenarios except in S11. Such high correlation
between the ranks indicates the trustworthiness of the final rank obtained by our proposed
model.

6.2 A comparative analysis of the alternative rankingmethods

In order to make ultimate decisions under with conflicting criteria/objectives, DMs requires
a set of compromised (Pareto) solutions from which then can find optimal solution. The
groundwork for compromised solution was established by Zeleny (1982). A compromised
solution is a feasible solution, which is the nearest to the ideal one, and a compromise
stands for a settlement accepted by joint concerns. The VIKORmethod was presented as one
appropriate MCDM tool for attaining the compromised solution (Opricovic 1998). On the
other hand, theMABACmethod fixes a solution after assessing the shortest distance from the
ideal solution and the farthest distance from the negative-ideal solution (Pamučar and Ćirović,
2015). The COPRAS and CODAS methods define the ideal and anti-ideal alternative and
measure the observed alternative in relation to the defined extreme points.

Since the MABAC model (like COPRAS, CODAS and VIKOR models) is based on
an aggregating function representing closeness to the ideal solution, the results is shown
through the application of these four models and their extensions using IVFRN, fuzzy and
rough numbers. The comparative rankings obtained by MABAC, COPRAS, CODAS and
VIKOR methods are showed in Table 25. The results indicate that the alternatives {A3, A6}
are good solutions. Alternatives A3 andA6 are top ranked by all proposedmodels in Table 25.
The alternatives ranked highest by IVFRN, fuzzy and rough MABAC approach are A3 and
A6, of which alternative A3 is closer to the ideal according to the IVFRN MABAC and
A6 is closer to the ideal according to the F-MABAC and R-MABAC approach. But, in
all three approaches (IVFRN MABAC, F-MABAC and R-MABAC), neither A3 nor A6
have a sufficient advantage to be first ranked alternative. The ranking results by CODAS,
COPRAS and VIKOR are similar to ranking order according to MABAC. The initially best-
ranked alternative is A3 in all approaches except F-CODAS and R-VIKOR where A6 is first
ranked. Itmay be concluded that two alternatives {A3, A6} are recognized asmost appropriate
solutions.

This result stands merely for the specified set of alternatives. Including (or excluding) an
alternativemight disturb the original ranking order produced byMABAC,CODAS,COPRAS
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Table 25 Sensitivity analysis scenarios

Method Alternatives

A1 A2 A3 A4 A5 A6

IVFRN MABAC (Pamučar et al. 2017) 5 4 1 6 3 1*

R-MABAC (add literature) 5 3 1* 6 4 1

F-MABAC (add literature) 5 4 1* 6 3 1

IVFRN CODAS (proposed) 5 4 1 6 3 2

R-CODAS (proposed) 5 4 1 6 3 2

F-CODAS (proposed) 5 4 2 6 3 1

IVFRN COPRAS (proposed) 5 4 1 6 3 2

R-COPRAS (proposed) 5 4 1 6 3 2

F-COPRAS (proposed) 4 5 1 6 3 2

IVFRN VIKOR (proposed) 5 4 1 6 3 2

R-VIKOR (add literature) 5 3 2 6 4 1

F-VIKOR (add literature) 5 4 1 6 3 2

Fig. 4 Spearman’s rank-correlation coefficient

and VIKOR and bring fresh ranking orders. One may avoid such phenomena if he/she fixes
the best and the worst values. But, in that case is assumed the DM can describe a fixed ideal
solution. This study does not consider the trade-off involved by normalization in obtaining the
aggregating function in IVFRNMABACmethod and this topic remains for further research.

Finally, the stability of the IVFRN–MABAC ranking result is checked by comparing
them with the results obtained by using presented MCDM methods and their rough, fuzzy
and IVFRN extensions. Once again the Spearman’s correlation coefficient (SCC) has been
used to find the relations between the rankings obtained by using the proposed approach and
other methods. The results are presented on Fig. 4.

For establishing the linkage among the outcomes attained using twelve dissimilarmethods,
the concept of SCC is again utilized here (see Table 25). From this comparative analysis and
the corresponding SCC values, we plot Fig. 4 which depicts the high correlation among these
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methods. Such high correlation signifies the ability of the proposed IVFRN-FARE-MABAC
model to effectively exploit the uncertainties that occur in group decision making.

7 Managerial implications

This study is aimed to assist DMs (managing director of the FMC) to carefully choose the
most suitable 3PL provider for FMC which abides the environmental criteria and traditional
criteria. The enhanced MCDM approach, an alternative solution to traditional ones, enables
managers to select appropriate 3PL provider(s) and is successful in reducing the disparities
in the green practices of several enterprises.
This study offers a careful investigation of 3 main dimensions and 15 sub-criteria for eval-
uating the 3PL providers and the managing director of the FMC can understand the whole
process with added benefits. The first advantage of this research is the inclusive literature
survey of evaluating dimensions and criteria. Secondly, a new flexible method that can tackle
complex problems like setting criteria weights, performance evaluation of 3PL providers,
and final selection of the alternative most likely to achieve the desired outcome with the
best effect on the organization. This flexible technique deliberates sensitivity analyses at
numerous stages and thus the manager can find more robust and appropriate solutions.

From the outcomes of this researchwork,managers can find a great difference in analytical
strength if he/she compares our proposed method to the other traditional methods for a given
problem. In spite of the existence conflicting opinions and lack of quantitative data the present
study empowers the DMs to evaluate the alternate solutions and make fruitful decisions.
This particular research is adequate to assist company managers dealing a larger amount of
uncertainties and vagueness in 3PL provider selection procedure. In practical applications,
the proposed model helps to obtain credible outcomes even if the decisive action has to be
taken under uncertain circumstances due to insufficient and imprecise data. Thus, the model
basically assists managers to cope up with their own subjective dilemmas while selecting
criteria weights and logistics providers.

8 Conclusion

Evaluating and selecting 3PL provider for an organization is an MCDM problem. In this
study, fifteen criteria are sorted from the main three dimensions of sustainability perspectives
– economic, environmental, and social factors. These include cost of services, reputation
and market position, technological expertise, geographical location, resource consumption,
compliance with International Organization for Standardization (ISO), green distribution
strategies and efficient transportation network, environmental protection policies, emission,
effluents and waste generation, health and safety practices, staff training, equity labour
sources, local community influence, and compliance with International Labour Organiza-
tion (ILO) code are considered for optimal selection of 3PL provider for a FMC. In food
SCM, the managers of FMC have to make decisions under high uncertainty and several
quantitative and qualitative data. Therefore, IVFRN approach is adopted here since it has
advantages of both the fuzzy sets theory and rough sets theory which are two best tools to
manipulate uncertain data. With this consideration, this paper initially modified the FARE
model with IVFRNs and then an improved version of IVFRN-MABAC method is defined
by incorporating dominance index of alternatives. Finally, a hybrid evaluation framework
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named as IVFRN-FARE-MABAC is proposed for selecting the optimal 3PL provider for the
case FMC. First, the IVFRN-FARE model is used to determine the relative local and global
weights of themain dimensions and criteria accounted for 3PL provider selection in the FMC.
Once the weights of valuation criteria are calculated, improved IVFRN-MABAC method is
used to evaluate and select the feasible alternatives based on their ranking under hybrid
uncertain environment, i.e., IVFRN set-up. The proposed framework incorporates both the
fuzziness and roughness linked with real life decisions, thus improves the trustworthiness
and reliability of the process.

This study tells that logistic providers A3 (3PL provider 3) and A6 (3PL provider 6) are
found to be closer to the ideal solution. Initial rank showsA3 is the optimal choice whereas on
plugging dominance index in evaluation process A6 outranks A3. Furthermore, sensitivity
analysis shows robustness in the solution and the case FMC can select either A3 or A6
as a collaboration partner for its logistics services under sustainability perspectives. Result
analysis shows themajor reasons behind the top ranking of A3 andA6 is its prominence on its
lowcost of services, delivery reliability, on automation of processes, environmental protection
policies, carbon tax savings, health and safety practices, modern technical flexibility, etc.
These imply that 3PL provider must concentrate on improving its processes continuously
in food SCM by incorporating advanced technologies and other inventive resources to meet
volatile and complicatedmarket demands. The outcomes of this studymay not be generalized
since the objectives/dimension and criteria and their relative priorities might change from
company to company. To generalize these findings, one may carry out empirical study as a
future research. Despite the possible different final results the projected research framework
can be also implemented in several other firms from automotive services, IT service sectors,
banking and hotel industry for 3PL provider selection.

The advantages of IVFRN-FARE-MABACmodel over presentedMCDMmethods derives
from the edges of FARE andMABACmodels, which are its integral elements: (1) The simple
concept and application of a familiar approach based on relative judgments of the criteria,
that allows decision-makers to easily determine the weight coefficients of the criteria through
their comparative comparisons; (2) Stablemathematical apparatus that allows easy adaptation
to different decision problems depending on the hierarchical structure of the problem itself;
(3) Also, unlike the fuzzy MCDMmodels (Fuzzy MABAC, Fuzzy CODAS, Fuzzy VIKOR,
Fuzzy COPRAS) presented in this analysis, whose application needs to include the partial
membership function having no sharp boundary of the sets, the IVFRN-FARE-MABAC
method utilizes border area sets to express uncertainty. While fuzzy MCDM approaches
aimed to tackle the degree of uncertainty on assumptions, IVFRN-FARE-MABAC method
exhibits uncertainty on an approximation, which is the basic concept of rough sets. Finally,
unlike the fuzzy and roughMCDMmodels, the IVFRN-FARE-MABACmodel needs merely
the internal information, which is nothing but the operational data and is exempted from
depending on the prerequisite assumption. This is how the notion of an efficient MCDM
method must utilize internal numerical information and tackle the inherent subjective uncer-
tainty that occurs in the DMs’ preferences. Hence, the projected IVFRN-FARE-MABAC
model can successfully tackle uncertainties in the assessment procedure of attributes, and
further objectively replicate the DMs’ perceptions.
The IVFRN-FARE-MABACmethod permits the actual treatment of qualitative data, subjec-
tivity in experts’ opinions, and helps to make decisions in the presence of partial information
or very little amount of data. Thus, DMs find it easier to convey their decisions while con-
sidering vagueness and insufficient information on specific phenomena. Although on the
other hand, the IVFRN-FARE-MABAC model is based on a complex mathematical tool
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and, as such, its application in practice can cause an aversion to the manager. Therefore, the
limitations of the model come from its hybrid components.

Acknowledgements This study was supported by the Department of Science and Technology (DST), Gov-
ernment of India, for providing Jagannath Roy financial assistance for his Ph.D. research work under INSPIRE
Fellowship program with the research Grant No. DST/INSPIRE Fellowship/2013/544.

Compliance with ethical standards

Conflict of interest The authors declare no conflict of interest.

References

Abdur Razzaque, M., & Chen Sheng, C. (1998). Outsourcing of logistics functions: A literature survey.
International Journal of Physical Distribution & Logistics Management, 28(2), 89–107.

Aguezzoul, A. (2014). Third-party logistics selection problem: A literature review on criteria and methods.
Omega, 49, 69–78.
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Pamučar, D., Mihajlović, M., Obradović, R., & Atanasković, P. (2017). Novel approach to group multi-criteria
decision making based on interval rough numbers: Hybrid DEMATEL-ANP-MAIRCA model. Expert
Systems with Applications, 88, 58–80.
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