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Abstract Predicting whether a borrower will default on a loan is of significant concern to
platforms and investors in online peer-to-peer (P2P) lending. Because the data types online
platforms use are complex and involve unstructured information such as text,which is difficult
to quantify and analyze, loan default prediction faces new challenges in P2P. To this end,
we propose a default prediction method for P2P lending combined with soft information
related to textual description.We introduce a topicmodel to extract valuable features from the
descriptive text concerning loans and construct four default predictionmodels to demonstrate
the performance of these features for default prediction. Moreover, a two-stage method is
designed to select an effective feature set containing both soft and hard information. An
empirical analysis using real-word data from a major P2P lending platform in China shows
that the proposed method can improve loan default prediction performance compared with
existing methods based only on hard information.

Keywords P2P lending · Default prediction · Soft information · Topic model

1 Introduction

P2P (Peer-to-Peer) lending, the practice of lendingmoney to individuals or businesses through
online services that match lenders with borrowers, is emerging as a novel mode of Internet
finance. Because the peer-to-peer lending companies offering these services generally oper-
ate online, they operate with lower overhead and can provide less expensive services than
traditional financial institutions such as banks. Given its feasibility and convenience, P2P
lending has experienced rapid development in recent years, in terms of both the number of
P2P platforms and the volume of transactions. However, P2P lending also faces challenges,
such as information asymmetry. Considering the characteristics of the online platform, the
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P2P model has greater risk when extending credit than do traditional lending modes (Pope
and Sydnor 2011). It is particularly important to use an effective method to predict the default
probability of each loan and evaluate the borrower’s credit risk more carefully.

For borrowers, P2P lending offers lower access thresholds than traditional bank lending.
In P2P lending, the borrowers are mostly small and medium business owners, entrepreneurs,
and some low-income earners: some are borrowers who have been rejected by banks because
they have no collateral or guarantee. The characteristics of these customer groups limit
for the traditional personal credit evaluation methods. Malekipirbazari and Aksakalli (2015)
suggested that even borrowerswith high credit ratings according to their financial information
may also have a high probability of default. Some important features, such as guarantees,
may lose their ability to determine bad borrowers in P2P lending. To compensate for these
limitations, P2P platforms must attempt to discover other factors that influence loan defaults
in rich user data such as soft information (Angilella and Mazzù 2015).

In economic activities, if sufficient objective quantitative information (i.e., hard informa-
tion) concerning the parties to the transaction is not available or the information is unreliable,
subjective and qualitative information (e.g., text information) can be used to support deci-
sion making (Michels 2012). Specifically, in the P2P market, soft information associated
with borrowers’ repayment ability and repayment willingness may contain valuable factors
related to loans that could mitigate the hazards from a lack of hard information on default
prediction (Cornée 2017). Soft information is often communicated in text (e.g., descriptive
loan text) and could be derived from it (Liberti and Petersen 2017). The descriptive text
of a loan application, which is generated during the transaction process and uploaded by
the users themselves, contains a detailed description about the loan made during the loan
application and may include the borrower’s background, loan purpose, loan type and so on.
Consequently, such text can be a good information source for credit risk evaluation (Wang
et al. 2016).

In this paper, we propose a default prediction method that considers soft information
extracted from descriptive P2P lending text. Employing the descriptive text of a loan applica-
tion as an example, we use a text analysis method and latent Dirichlet allocation (LDA)model
to extract soft features (i.e., credit-related topics) from the description text to complement
the applicant’s hard information. Considering the complexity and diversity of the data (i.e.,
hard and soft information) collected by P2P platforms, a two-stage feature selection method,
using a variety of metrics, is designed to select the appropriate feature set before modeling.
We also evaluate our proposed method using a large real-world dataset from a major P2P
institution in China. We build four default prediction models, including logistic regression,
Naïve Bayes, support vector machines and random forest, and use a full factorial design (i.e.,
hard information only, soft information only and a combination of hard and soft information)
to evaluate the models’ discrimination performances.

The remainder of this paper is organized as follows. In Sect. 2, we present a review of the
literature on credit evaluation in P2P lending. Section 3 provides a description of the data
used for analysis. The procedure to extract soft features is introduced in Sect. 4. Section 5
is divided into two parts, the first part describes the feature selection method for both soft
and hard information, and the second part describes the prediction modeling method. An
empirical analysis is presented in Sect. 6. Finally, we conclude the paper and discuss future
research directions in Sect. 7.
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2 Literature review

Credit in P2P lending is typical individual consumer credit. The scoring model generally
involves the probability of default (PD), the exposure at default (EAD), and the loss given
default (LGD). PDmodels are especially well researched and continue to attract considerable
interest (Lessmann et al. 2015). At present, most of the research on P2P credit evaluation
regards it as a classification problem: a loan is classified as either credit worthy or credit
worthless according to the PD. Evaluation methods are divided into two categories: statis-
tical analysis methods and machine learning methods. Statistical analysis methods such as
discriminant analysis and logistic regression have become the standard method for default
forecasting (Crook et al. 2007). Emekter et al. (2015) used the logistic model in combination
with FICO points and credit levels available to the platform to predict the default proba-
bility for P2P borrowers. However, the statistical analysis method imposes strict statistical
assumptions on the evaluation data (Kruppa et al. 2012). In practical applications, most credit
features meet these conditions only with difficulty. Therefore, machine learning and artificial
intelligence models have gradually been applied, obtaining a good prediction effect. These
models include neural network (Hájek 2011), random forest (Malekipirbazari and Aksakalli
2015), support vector machine (Harris 2013; Yao et al. 2015) and so on.

In recent years, ensemble models have become a new hotspot in credit evaluation mod-
els (Kruppa et al. 2013). An ensemble model consists of several base classifiers arranged
according to some ensemble strategy. Finlay (2011) designed ensemble models with three
different structures to evaluate the consumer’s credit risk. The results showed that not all the
ensemblemodels are superior to a single classifiermodel, but the bagging and boostingmodel
achieved better classification results. Similarly, Wang et al. (2012) proposed two ensemble
credit scoring models using decision trees based on the ensemble strategies of bagging and
random subspace and achieved a relatively higher classification accuracy than other standard
models. These methods can reduce the effects of noise and redundant features in the data. In
general, the non-statistical analysis models based on machine learning are more robust than
the statistical models, and ensemble classification models are typically more advantageous
for credit evaluation problems.

Data for the individual credit model stemmainly from application forms, customer demo-
graphics, and transactional data from the customer’s history (Thomas 2010). It is critical to
choose appropriate features for credit modeling. In P2P lending, credit evaluation applies
to an individual; therefore, its characteristics are related to individual credit aspects such as
repayment ability and repaymentwillingness (Shao et al. 2012). Financial and asset status can
effectively reflect repayment ability (Paul 2014), while features such as gender, age, marital
status, and educational level can effectively reflect a user’s repayment willingness (Abdou
and Pointon 2011). Several existing studies have used features based on financial factors
such as income levels, assets and liabilities to predict P2P borrowers’ credit (Emekter et al.
2015; Guo et al. 2015); but P2P lending platforms have difficulty obtaining sufficient borrow
financial data. Many other features can also reflect credit status directly or indirectly. The
credit bureau Zestfinance collected a large amount of data from the Internet and from third
parties and extracted abundant credit features that can reflect users’ credit in Internet finance.
Michels (2012) reported that subjective and qualitative information may offer additional
judgment criteria when the available objective information is insufficient. Soft information
is such a form of subjective information. It is generally non-standardized or personalized
and difficult to quantify, test and summarize (Liberti and Petersen 2017). In contrast, the
relative information is called hard information. In the financial scene, hard information and
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soft information are not clearly delineated. Some studies define financial information as hard
information and non-financial information as soft information (Angilella and Mazzù 2015).

There have been some studies on the relationship between soft information and borrower
behavior (Puro et al. 2010). Lin et al. (2013) analyzed the role of social relations in assess-
ing credit risk and found that strong social network relationships were important factors in
determining the success of borrowing and in reducing the risk of default. Gao and Lin (2016)
found that the readability of the loan application text and its inclusion of positive emotions
and fraud clues were related to the probability of default in P2P borrowing. Iyer et al. 2015
further analyzed the default prediction performance of descriptive text characteristics, such as
whether the user voluntarily stated the loan purpose, to predict the probability of default and
demonstrated that soft information has some influence on P2P lending behavior. Dorfleitner
et al. (2016) examined the relationships between soft features (such as text length, spelling
errors, and the presence of positive emotion-evoking keywords) and the funding and default
rate of P2P lending. Although the results of this study show that textual soft features had
little predictive value for default probabilities, the mention of keywords related to business
and education were significantly related to the probability of default. This indicates that—
although the impact of linguistic text features on default is not significant—the content of
text may be able to provide more valuable information for default prediction.

3 Data analysis

The data used in our analysis were collected from a major P2P lending platform (Eloan) of
China. Farmers, individual businesses and small micro-owners are the main services targets,
and the platform itself is not a participant but an information provider. After a borrower
uploads their personal identification information and loan application information, the plat-
formwill carry out an examination including information validation and fraud detection (i.e.,
check whether the information is valid and the borrower is a fraudster). After the examina-
tion (i.e., information validation and fraud detection) is complete, the platform will provide
a rating of the borrower for investors and an interest rate suggested by platform for the loan
application, then the loan information is published. Subsequently, lenders choose whether to
invest in accordance with the corresponding information. When a loan is funded successfully
and the borrower has confirmed receipt of the money, the loan enters the repayment period.

The datawere collected for the period between January 2014 and January 2016 and contain
approximately 132K borrower records. To obtain the repayment status for each sample, we
chose records for which the loan was funded successfully and the repayment period had
ended. The number of such records was approximately 40K. A loan default was defined as
one for which the repayment period had expired but overdue funds remained; in that case,
the borrower has defaulted. According to the overdue records in the dataset, we divided the
loans whose repayment period had ended into 2 categories. If the overdue amount was 0,
the loan was considered non-default; otherwise, it was considered as a default. Accordingly,
there were 39,538 loan records in the sample for the evaluation, of which 32,738 were good
(non-default) loans and 6800 were default loans.

The lending platform (Eloan) contains a total of 27 features, of which 9 are personal
information features, 11 are financial status features, and 6 are loan information features. The
personal information is the borrower’s demographic information, including the borrower’s
age (Age), gender (Gender), occupation (Occupation), job title (JobTitle), years of work
(WorkYears), education status (Education), marital status (Marriage), province (Province)
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and type of residence (ResidenceType). The financial status responds to the borrower’s ability
to repay and includes features such as the borrower’s income level (Income) and house
ownership (House). The guarantees situation reflects whether the borrower is using a house
as guarantee (GuaranteeHouse), a car (GuaranteeCar), or has a guarantor (Guarantor). The
insurance purchase situation includes business insurance (BInsurance) and Social insurance
(SInsurance). It also contains the borrower’s historical loan information, such as the remaining
repayment period of existing loans (LoanRecord) and the number of failed bids (FailBids).
The borrower’s credit card limit (CreditLimit) and whether there a credit report from a bank
exists (CreditReport) are also important indicators of a borrower’s financial status. In addition,
some loan information features may exist, including the loan amount (Amount), interest rate
(IR), and repayment period (RepaymentPeriod). Depending on the borrowing purpose, loans
can be divided into different classes (LoanType), such as agricultural loans, enterprise loans
and capital turnover. The PaymentMode denotes the borrower’s repaymentmethod, including
average capital, average capital plus interest and repay capital with interest. In addition, there
is a short descriptive text for each loan application (LoanDescription) regarding the loan’s
purpose and/or the applicant’s personal situation.

The loan application’s descriptive text is a subjective description of the loan when the
borrower applied for it. The text content may include information related to the borrower’s
personal background, borrowing purposes, asset status and so on. This descriptive content
can both enhance the transparency of the borrower’s information and reflect the borrower’s
attitude to the loan application. The more detailed the description of the loan description is,
the more useful the information involved is. Thus, such information indirectly reflects a bor-
rower’s willingness to pay back the loan. Because text is a type of unstructured information,
an effective quantification and extraction method is needed to analyze its relationship with
loan defaults and user credit.

The summary statistics of the features used in our analysis are shown in Tables 1 and 2.
Because a loan description is a type of unstructured text, we describe the extraction of several
quantifiable features (i.e., soft information) from it in the next section. These features can
then be used to predict the borrower’s default probability in P2P lending.

4 LDA-based soft features extraction

4.1 Latent Dirichlet allocation model

The LDAmodel (Blei et al. 2003) is a kind of unsupervised theme model, whose main idea is
to regard each document as a mix of the probability distributions of all topics and each topic
as a probability distribution of words. It consists of three layers: document sets, documents,
and words. A graphical representation of the LDA model is shown in Fig. 1.

Here, the Dirichlet prior parameter α reflects the relative strength between latent topics,
while β represents the probability distribution of all latent topics. The parameter θ is the
probability distribution of the target text in the latent topic, andϕ is the probability distribution
of the topic in words. T is the number of topics, and z indicates the number of latent topics
of each document assigned to each word. W denotes the word vectors for the document, N
represents the number of words in a document, and M is the number of documents in the
document set.
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Table 2 Continuous features used in analysis

No. Features Min Max Mean SD

1 Age 20 64 38.174 8.655

2 FailBids 0 8 0.057 0.27

3 Amount 500 20,000,00 55,212.77 28,102.55

4 IR (%) 0.01 25 19.067 1.261

5 RepaymentPeriod 2 24 10.297 2.407

Fig. 1 A graphical
representation of the LDA model
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If j is a latent topic, and wi is the ith word in document d , the probability that wi belongs
to j is computed by:

P (wi ) =
T∑

j=1

P (wi |zi = j) P (zi = j) ,

where P (wi ) is the probability thatwi appears in a given document d , which is an observable
known variable for each document. P(wi |zi = j) is the probability thatwi belongs to j , that
is, ϕ. P (zi = j) indicates the probability that j is a topic in d . Both of these variables follow
the Dirichlet distribution of parameters αandβ. Similarly, the probability that the document
d contains word w can be computed as follows:

P (w|d) =
T∑

j=1

ϕ j
w · θdj .

The LDA model is used to estimate the parameters of θ and ϕ. Common estimation methods
are the EM algorithm, Gibbs sampling and so on. In this paper, Gibbs sampling (Wei and
Croft 2006) is used to estimate the parameters, and the samples close to the limit distribution
are sampled by constructing a Markov chain, which converges to a certain limit distribution.

4.2 Soft features abstracted from descriptive loan text

In this paper, we used the LDAmodel to extract topics from the descriptive text that accompa-
nies loan applications and generate topic-features. The documents include all the descriptive
text paragraphs related to borrowing. We calculate the probability distribution of the text in
each topic. The topic-features are the quantitative results (i.e., soft information) present in
the descriptive loan text, and the probability is the value of each corresponding feature. In
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Table 3 Topic features abstracted from descriptive loan text

other words, this approach measures the degree of relevance of the descriptive text of the
loan application to each topic.

We used the LDA model implemented by the open source Gibbs-LDA project to train
the topic model using each loan description, in which the important parameter is the number
of topics. To determine whether a parameter was appropriate, we tested extracting different
numbers of topics and evaluated whether the extracted subject contained well-defined and
related words. Finally, we determined that the model generated the best results when the
number of topicswas 15. There are six topicswhosemeanings are obvious: assets, income and
expenses, work, family, business and agriculture. The topics extracted from the descriptive
loan text and the words that have a high occurrence probability for each topic are shown in
Table 3. The second column (i.e., words with high occurrence probability) list the keywords
that have a high probability of appearing in a certain topic. (e.g., the word “Yuan” is highly
likely to appear in the topic “Income”). Note that the high occurrence probability words in
a topic may also appear in other topics, but their occurrence probability is relatively lower
(e.g., the word “Yuan” may also appear in the topic “Asset”).

The number of characters in the text (Length) is another important feature of the loan
description and is a linguistic feature of the text. Combined with the above six topic-features,
we converted the descriptive loan application text to a total of 7 soft features.

5 Default prediction model

In this paper, we constructed default prediction models combined with the soft features
extracted from the descriptive loan text in the P2P platform based on 4 different classifica-
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tion methods. One critical step in any classification effort is to select features that have good
predictive power for the response variable, especially considering that large numbers of unre-
lated or redundant features will increase training complexity and decrease model accuracy
(Hajek and Michalak 2013). Therefore, we designed a feature selection method for hard and
soft information to ensure the effectiveness of the prediction model.

5.1 Two-stage feature selection method

When selecting methods for default prediction, the Pearson coefficient, statistical tests (one-
way analysis of variance), and stepwise procedures have been used previously in various
combinations (Hajek andMichalak 2013).However, thesemethods simply filter features indi-
vidually, ignoring any feature redundancy or various types of feature combinations. Because
each selection method has its own metrics, there are no obvious advantages or disadvan-
tages between them. Therefore, we combined a variety of criteria to obtain a comprehensive
measure of features; this combination also reduces the rate at which feature subsets change.
By combining criteria, it is possible to obtain a better result and improve the stability of the
credit evaluation results than when using a single method.

We designed a two-stage selection method that involves sequence procedure first and
wrapper procedure second. First, we use three metrics to sequence all features according to
their importance and obtain 3 sorted results. Then, we integrate them by voting to obtain a
comprehensive ranking. Second, to ensure the utility of the combined features, a wrapper
performs feature subset selection based on the AUC of the classification model. The detailed
procedure is shown in Fig. 2.

(1) Comprehensive ranking
An information metric is a nonparametric and nonlinear method that can quantify the

uncertainty associated with features used for classification while simultaneously providing
both numeric and nominal features. In previous studies, statistical values such as the chi-
square test and Pearson correlation coefficient have been used to measure feature importance
and determine the statistical correlations among them. However, the data distribution of soft
information is uncertain, and large nonlinear relations exist; therefore, it is difficult tomeasure
the relations of soft features to loan default accurately based solely on statistical correlations.
Here, we combine statistical correlation metrics with information metrics and select three
types of criteria, the chi-square test, information gain and information gain ratio, and use
these to sequence features according to their importance. We then conduct a vote on the three
ranking results to obtain the final comprehensive ranking results.

(2) Wrapper selection
To eliminate the redundant features in subsets and ensure the utility of combining hard

and soft information, a wrapper is added to the feature set after sequencing. First, all features
in the set serve as input features to the model. The overall utility of each set is evaluated
based on the model accuracy. Then, by combining the ranking results from (1), we use a
sequential backward selection (SBS) method to successively eliminate the features that have
the lowest rank, which generates a new subset that is input into the model to obtain a new
accuracy. The preceding steps are repeated and the classification accuracy of all the feature
subsets is compared. Finally, we select the feature set with the highest accuracy to serve as
the final feature set for the default prediction model.
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chi-square test

Feature set M

information gain ratio

Feature ranking

Wrapper selection

Sequenced feature set 
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N

Feature subset 
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Voting

The number of features in 
set >1

Fig. 2 Flow of two-stage selection method

5.2 Default prediction models

Default prediction is generally regarded as a classification problem that determines whether a
borrower will default. The existing modeling methods can be divided into statistical analysis
methods and machine learning methods. The traditional statistical analysis model generally
has strict statistical assumptions or data distribution requirements; in the actual modeling
process, most of the features meet these conditions only with difficulty. However, machine
learning methods can ameliorate this deficiency. In this paper, we used Logistic Regression,
Naïve Bayes, Support Vector Machine and Random Forest models to build default prediction
models. Then, we compared their classification performances through empirical analysis.

(1) Logistic regression
The logistic regression (LR) model (Landwehr et al. 2005) is a generalized linear model

that can solve classification problems. The model uses the maximum likelihood estimation
method to establish a linear regression classification model to classify binary or multiple
valued variables. Assuming that the dependent variable, y, is a binary variable (0, 1), x is the
independent variable, and y follows the following probability distribution, then the formula is:

P (yi = 1|xi ) = P [εi ≤ (α + βxi )] = 1

1 + eα+βxi
,

where β is a vector of n × 1, corresponding to different explanatory independent variables
of the coefficient vector.
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In the default prediction model, borrower default is a categorical variable, and the
borrower’s personal information, financial information and other features are explanatory
variables. The model conducts a regression analysis for each explanatory variable and deter-
mines the borrower’s default status according to the resulting probability. The default forecast
model is shown below:

yi = ln

(
pi

1 − pi

)
= β0 + β1x1 + β2x2 + · · · · · · + βnxn,

pi (yi = 1|X) = 1

1 + exp[−(β0 + β1x1 + β2x2 + · · · · · · + βnxn)] .

(2) Naïve Bayes
The Naïve Bayes (NB) classification model (Friedman et al. 1997) is based on Bayesian

theory and assumes that the features are conditionally independent. Based on training sam-
ples, the prior probabilities of each class and the conditional probability of each feature
are obtained. Then, the Bayesian formula is used to calculate the probability of the sam-
ple belonging to each class, and finally, the sample category is determined according to the
probabilities. If sample X has a total of v categories, Cv , composed of an attribute vector
A = {a1, a2, . . . . . . , am}, the probability that sample xi belongs to class ci is:

P (Ci |X) > p
(
C j |X

)
1 ≤ j ≤ v, i �= j,

P (Ci |X) = P(X |Ci )P (Ci )

P (X)
,

P (X |Ci ) =
n∏

k=1

P (Xk |Ci ) = P(x1|Ci ) × P(x2|Ci ) × · · · × P(xn |Ci ).

(3) Support vector machine
The support vector machine (SVM) (Cortes and Vapnik 1995) is a machine learning

method based on statistical learning theory that has unique advantages for solving small
sample, nonlinear and high-dimensional spatial pattern recognition problems. The basic idea
is to map the input space to a high-dimensional feature controlled through a non-linear
mapping, ϕ, using the principles of structural risk minimization and classification interval
maximization to determine the optimal hyperplane for classification, f (x) = wTφ (x) + b,
in this high-dimensional space, where w and b are the weight and thresholds of the hyper-
plane, respectively. The classification problem can be expressed as the following constrained
quadratic programming problem:

max

⎛

⎝
n∑

i=1

αl + 1

2

n∑

l,r=1

yl yrαlαr K (xl xr )

⎞

⎠ ,

s.t. 0 ≤ αL ≤ C, l = 1 − n,

n∑

l=1

ylαl = 0,

where C governs the relative cost of each objective in the optimization process and α is a
Lagrange multiplier associated with instance l.

(4) Random forest
The random forest (RF) model (Breiman 2001) is a combination of the CART (classifi-

cation and regression tree) and bagging methods. It uses bootstrap sampling to take samples
from the original sample collection and builds a decision tree for each sample. Finally, it
combines all the trees and takes their voting results as the final classification. The RF method
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has high accuracy, tolerates outliers and noise well, and is not easy to overfit. Some model
parameters are important during training, including the number of split attributes, m, and
the forest size, k. When M variables exist in the sample, usually m ≈ √

M or m ≈ log2 M.
Considering the imbalance of default data, splitting is done with respect to the Gini Index,
which is described below.

For a tuple D with N classes, the Gini index can be calculated as follows:

Gini (D) = 1 −
N∑

i=1

p2i ,

where pi is the probability that the tuple in D belongs to class i. If Gini(D) = 0, all the tuples
in D belong to the same class. When D is divided into D1 and D2, the Gini index of the split
is

Ginisplit (D) = |D1|
|D| Gini (D1) + |D2|

|D| Gini (D2) ,

where |D| indicates the number of tuples in D.

6 Empirical analysis

6.1 Experiment design

We evaluated the performance of soft features extracted from descriptive text on the complete
dataset, including the extracted soft features described in Sect. 4.2 and the hard features from
the dataset (i.e., Tables 1, 2).

Beforemodeling,wefirst used the proposed feature selectionmethod described in Sect. 5.1
to find the optimal feature subset for each classifier; then, we evaluated the discrimination
performance of each soft feature using fivefold cross-validation (CV). It has been shown
that k-fold cross-validation can generally provide a good trade-off between model overfitting
and underfitting (Huang et al. 2007). During fivefold cross validation, the original dataset
is randomly partitioned into five subsets of equal size. Of the 5 subsets, a single subset is
retained as test data, while the remaining 4 subsamples are used as training data. This cross-
validation process is then repeated 5 times. To assess the performance of the classifiers,
we took the average performance over the 5 CV folds of the following two metrics: (1)
overall classification accuracy rate (ACC) on the test slice in the fold, and (2) the area under
the receiver operating characteristic curve (AUC). In addition, we validated the statistical
significance of all the soft features using the logistic regression model to determine the
impact of the soft features extracted from the descriptive loan text.

6.2 Feature selection results

Our proposed two-stage method was performed to select features before modeling. We use
three types of criteria to sequence features and obtain the final comprehensive ranking results
by vote as shown in Table 4. The sorting results show that there are both some differences
and some commonalities between the three sorted results. The province, family topic-feature,
repayment period, and repayment method are most important in the three metrics, while the
importance of guarantor, gender, age, job title and marital status is lower when using these
three metrics. An analysis of the statistical information of these features indicates that this
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Table 4 Sequence and wrapper results of features

Rank Chi-square IG GR Comprehensive rank

1 Province Province PaymentMode Province

2 T4-family T4-family GuaranteeCar T4-family

3 RepaymentPeriod RepaymentPeriod GuaranteeHouse RepaymentPeriod

4 T3-Work PaymentMode Province PaymentMode

5 T1-Asset T3-Work CreditReport T3-Work

6 T2-Income T1-Asset RepaymentPeriod T5-Business

7 T6-Agriculture T2-Income T4-family T1-Asset

8 T5-Business T5-Business SInsurance T2-Income

9 PaymentMode T6-Agriculture T5-Business T6-Agriculture

10 Text-Length Text-Length BInsurance SInsurance

11 Amount Amount FailBids Text-Length

12 CreditLimit SInsurance IR Amount

13 SInsurance CreditLimit T3-Work IR

14 ResidenceType ResidenceType T6-Agriculture CreditLimit

15 WorkYears IR T1-Asset ResidenceType

16 IR WorkYears T2-Income BInsurance

17 Occupation Occupation Amount WorkYears

18 Income Income Text-Length Occupation

19 House House CreditLimit FailBids

20 LoanRecord LoanType Occupation GuaranteeCar

21 BInsurance LoanRecord ResidenceType House

22 Education Education WorkYears CreditReport

23 LoanType BInsurance House Income

24 FailBids FailBids LoanType GuaranteeHouse

25 JobTitle JobTitle Education LoanType

26 Marriage Marriage Income LoanRecord

27 Age Age LoanRecord Education

28 Gender Gender Marriage Marriage

29 CreditReport CreditReport Guarantor JobTitle

30 GuaranteeCar GuaranteeCar JobTitle Age

31 GuaranteeHouse GuaranteeHouse Gender Gender

32 Guarantor Guarantor Age Guarantor

result may occur because P2P loans are a network-based platform whose user groups are
mainly young and middle-aged people: for example, there are no obvious age differences
between borrowers. In addition, P2P borrowers mainly have low incomes, most of whom
cannot provide guarantees; consequently, these features do not currently aid in identifying
P2P loan defaults.

It is apparent that the soft features extracted from the loan description text play a relatively
important role among all features. The topic-features of family, work and business gain
high rankings among all features, much better than most of the hard features. Based on
the sorting results, we used the previously described wrapper to select the most effective
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Fig. 3 The influence of the number of features on classification performance

feature subsets for different classifiers. Because the number of features is a hyper-parameter,
we constructed a validation set to search for the optimal number of features. In the hyper-
parameter optimization process, a new training set and validation setwere first generated from
the original training set in the fivefold cross validation using a bootstrapping method. After
sampling with replacement, a bootstrap sample with the same sample size was obtained
to train different classifiers, while the unselected (out-of-bag) samples eventually formed
a validation set. The classification performance in terms of AUC resulting from different
numbers of features are shown in Fig. 3.

The optimal number of features corresponding to each model is different. For the logistic
regression model, the optimal number of features is 26; for NB it is 27; for SVM it is 21; and
for RF it is 23. The figure shows that the performance of model does not necessarily improve
as the number of features increases. When an invalid feature is included, model classification
performance can even decline.

6.3 Discrimination performance of soft features

According to the feature selecting result, we selected 23 features, including 16 hard fea-
tures and 7 soft features, to evaluate the effectiveness (i.e., discrimination performance) of
soft information extracted from the descriptive text. We compared 3 types of feature sets,
including hard feature, soft features, and their combination using the logistic regression,
Naïve Bayes, SVM and RF models. The four models were trained and evaluated via fivefold
cross validation, and the splitting of folds was kept identical across models. The results of
discrimination performance in terms of accuracy and AUC are shown in Table 5.

The four models built with both hard and soft features exhibited the optimal classification
performance, and the soft features contributed to improvement in discrimination performance
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Table 5 Discrimination performance of four prediction models

Feature set Logistic Naïve Bayes SVM RF

ACC AUC ACC AUC ACC AUC ACC AUC

Hard features 0.834 0.780 0.727 0.754 0.842 0.754 0.857 0.817

Soft features 0.837 0.685 0.809 0.672 0.840 0.669 0.844 0.737

Hard + Soft features 0.852 0.797 0.776 0.759 0.854 0.800 0.860 0.840

Table 6 Discrimination performance of each soft feature

Set Features Logistic Naïve Bayes SVM RF

ACC AUC ACC AUC ACC AUC ACC AUC

1 Hard 0.834 0.780 0.727 0.754 0.842 0.754 0.857 0.817

2 Set 1 + T1 0.836 0.782 0.728 0.754 0.845 0.762 0.858 0.819

3 Set 2 + T2 0.835 0.782 0.736 0.749 0.846 0.765 0.857 0.820

4 Set 3 + T3 0.837 0.784 0.757 0.750 0.848 0.765 0.857 0.822

5 Set 4 + T4 0.848 0.792 0.782 0.757 0.851 0.782 0.858 0.827

6 Set 5 + T5 0.850 0.792 0.779 0.758 0.852 0.787 0.859 0.833

7 Set 6 + T6 0.850 0.794 0.775 0.756 0.852 0.791 0.859 0.837

8 Set 7 + LEN 0.852 0.797 0.776 0.759 0.854 0.800 0.860 0.840

for all four models. Specifically, the RF method achieved the best performance; the accuracy
and AUC of the RFmodel based entirely on hard features were 0.857 and 0.817, respectively,
but after adding the soft features extracted from the descriptive text, its prediction accuracy
and AUC increased to 0.860 and 0.840, respectively. The SVM model obtained the second
highest accuracy andAUC (i.e., 0.854 and 0.800 respectively) when soft features were added.
Moreover, modeling using soft features alone achieved approximately a 0.691 (i.e., mean of
the AUC of four models) level of AUC. The results show that soft features have a definite
classification relationship with loan default.

We further evaluated the discrimination performance of each soft feature by adding the
soft features one by one to the hard feature subset and also adopted accuracy and AUC as
the assessment metrics. The results of discrimination performance are shown in Table 6.
After adding the soft features, the accuracy and AUC values of all four classifiers showed an
upward trend. The increase in the AUC value demonstrates that soft features have a certain
level of discriminating power for default or non-default loan classification.

6.4 Statistical significance of soft features

To further determine the effect of the extracted soft features on loan default classification,
we constructed a regression model to verify their statistical significance using complete
dataset without splitting (N = 39,538). The default status is the dependent variable, where
1 denotes default and 0 denotes non-default. The independent variables include both text
feature variables and control variables. The text feature variables are the topics extracted from
the loan description text, including Asset, Income, Work, Family, Agriculture, and Length.
The control variables are the remaining features (i.e., 16 hard features) in the optimal subset
obtained from Sect. 6.2.We remained the control variables unchanged and added a single soft
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feature or all the soft features together, resulting in 8 logit models (i.e. M1–M8). Confirming
the inexistence of endogeneity concerns, a binary logistic regression model is constructed as
follows:

Logit (Def ault1) = α0 + α1Asset + α2 I ncome + α3Work + α4Family

+α5Business + α6Agriculture + α7Length

+βiControlV ariables + ε

The logistic regression results of soft features are shown in Table 7, reflecting the effects
of the topic-features on P2P loan defaults. The Z-statistics, indicating the significance of
coefficients, are shown in parentheses. The coefficients of all the soft features except T1-asset
are significant at the 1% level (p < 0.01 and |z| > 1.96) inM8.And the T1-asset is significant
at the 5% level in M1. Among all the soft features, the T1-asset, T5-business, T6-agriculture
and text-length features are negatively correlated with loan default; the other features are
positively correlated.This indicates thatwhenmore asset, business and agriculture description
information is included in the loan description or when the description text is lengthy, the
borrower is less likely to default. In contrast, the more extensive the borrower’s description of
family, work, and income-related issues in the loan text, the more likely it is that the borrower
will default. The results also show that the soft features extracted from descriptive loan text
have certain relationships with P2P loan default status and can serve as additional input data
for default prediction.

7 Conclusions

Loan default has become an important factor restricting the development of P2P lending.
Because of the unique characteristics of the customer group in P2P lending, the features that
are effective in traditional lending, such as those used for bank loans, tend to be less useful
for determining the borrowers most likely to default in P2P lending. To solve this problem,
this paper presented a default prediction method that combines traditional features with soft
features extracted from descriptive loan text to improve prediction accuracy with respect
to loan default prediction. First, we employed the LDA model to extract the credit-related
topics from the descriptive loan text as the soft features to construct prediction models.
Second, to accommodate the differences in soft and hard information, we designed a two-
stage feature selection method to generate effective feature subsets for modeling. Finally,
we built loan default prediction models using four classification methods and conducted an
empirical analysis with real data from a P2P lending-broker platform in China. The results
demonstrate that soft information extracted from the descriptive loan text in the P2P platform
can help identify borrowers who may default on loans. These features can be integrated into
a default prediction model to improve discrimination performance and decrease the risk of
defaults to benefit investors and P2P platforms. The soft features have a significant ability in
discriminating loan defaults.

Considering the diversity of soft information in an online environment, this paper still has
some deficiencies: we analyzed the topic features and statistical linguistic feature (i.e., text
length) extracted from descriptive loan text for loan default prediction; however, a vast variety
of unstructured data (e.g., descriptive text) may also contain other valuable information
for default prediction, such as other linguistic features (e.g., Part-of-Speech features and
sentiment features) and social relationship information. How to extract additional valuable
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factors that influence loan defaults from the abundant unstructured data requires further
research.
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