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Abstract In this paper, we study risk-averse models for multicriteria optimization problems
under uncertainty. We use a weighted sum-based scalarization and take a robust approach
by considering a set of scalarization vectors to address the ambiguity and inconsistency in
the relative weights of each criterion. We model the risk aversion of the decision makers via
the concept of multivariate conditional value-at-risk (CVaR). First, we introduce a model
that optimizes the worst-case multivariate CVaR and show that its optimal solution lies on
a particular type of stochastic efficient frontier. To solve this model, we develop a finitely
convergent delayed cut generation algorithm for finite probability spaces. We also show
that the proposed model can be reformulated as a compact linear program under certain
assumptions. In addition, for the cut generation problem, which is in general a mixed-integer
program, we give a stronger formulation than the existing ones for the equiprobable case.
Next, we observe that similar polyhedral enhancements are also useful for a related class of
multivariate CVaR-constrained optimization problems that has attracted attention recently. In
our computational study, we use a budget allocation application to benchmark our proposed
maximin type risk-averse model against its risk-neutral counterpart and a related multivariate
CVaR-constrained model. Finally, we illustrate the effectiveness of the proposed solution
methods for both classes of models.
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1 Introduction

For many decision making problems under uncertainty, it may be essential to consider mul-
tiple possibly conflicting stochastic performance criteria. Stochastic multicriteria decision
making problems arise in a wide range of areas, including financial portfolio optimiza-
tion, humanitarian relief network design, production scheduling, public debt management,
and homeland security budget allocation (see, e.g., Balibek and Koksalan 2010; Hu et al.
2011; Koksalan and Sakar 2016; Noyan 2012; Noyan et al. 2016). In such problems, we
can represent the stochastic outcomes of interest by a random vector, each dimension of
which corresponds to a particular decision criterion. Then, comparing the potential decisions
requires specifying preference relations among random vectors. It is also crucial to compare
the random outcomes based on the decision makers’ risk preferences. These concerns call
for optimization models that incorporate multivariate risk-averse preference relations into
constraints and/or objectives. The class of models, which incorporates the multivariate risk
preferences into the constraints using benchmarking relations, has received some attention
in the recent literature. Alternatively, in this study, we introduce a new class of models with
an objective of optimizing a multivariate risk measure.

First, we review the existing literature on risk-averse multicriteria optimization models
that feature benchmarking preference relations. In this line of research initiated by Dentcheva
and Ruszczyniski (2009), two types of benchmarking relations are modeled as constraints:
multivariate risk-averse relations based on second-order stochastic dominance (SSD) and
conditional value-at-risk (CVaR). These models assume that a benchmark random outcome
vector is available and extend univariate (scalar-based) preference rules to the multivariate
(vector-based) case by using linear scalarization functions. The linear scalarization corre-
sponds to the weighted-sum approach, which is widely used in multicriteria decision making
(Steuer 1986; Ehrgott 2005); the scalarization coefficients are interpreted as the weights
representing the relative (subjective) importance of each decision criterion.

In many decision making situations, especially those involving multiple decision makers,
it can be difficult to determine a single weight vector. There are many alternative methods to
elicit relative weights of each criterion, including multiattribute weighting, swing weighting
and the analytic hierarchy process (for a review, see von Winterfeldt and Edwards 1986;
Saaty 2000). However, the relative weights of even a single expert could be very different
depending on which elicitation approach is used as shown in Schoemaker and Waid (1982)
and Borcherding et al. (1991). The problem of choosing a single weight vector is further
exacerbated if multiple experts are involved. To address these ambiguity and inconsistency
issues, a so-called robust approach considers a collection of weight vectors within a pre-
scribed scalarization set instead of a single weight vector. Various scalarization sets are
considered in the literature such as the set of all non-negative coefficients, arbitrary polyhe-
dral and arbitrary convex sets (see, e.g.,Dentcheva and Ruszczyriski 2009; Homem-de-Mello
and Mehrotra 2009; Hu et al. 2012, respectively).

While the majority of existing studies focuses on enforcing multivariate SSD relations
(see, e.g., Dentcheva and Ruszczyriski 2009; Homem-de-Mello and Mehrotra 2009; Hu et al.
2012; Dentcheva and Wolthagen 2013), this modeling approach can be overly conservative
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in practice and leads to very demanding constraints that sometimes cannot be satisfied. For
example, due to this infeasibility issue, Hu et al. (2011) solve such an optimization problem
with relaxed SSD constraints. As an alternative, Noyan and Rudolf (2013) propose to use a
multivariate preference relation based on CVaR; their approach is motivated by the fact that
the univariate SSD relation is equivalent to a continuum of CVaR inequalities (Dentcheva and
Ruszezyniski 2006). The authors consider polyhedral scalarization sets and show that their
CVaR-based methodology can be extended to optimization problems featuring benchmarking
constraints based on a wider class of coherent risk measures. In our study, we follow the line of
research of Noyan and Rudolf (2013), which provides sufficient flexibility to obtain feasible
problem formulations and capture a wide range of risk preferences, including risk-neutral
and worst-case approaches.

Optimization models under both types of multivariate preference relations (SSD and
CVaR) are challenging, since they require introducing infinitely many univariate risk con-
straints associated with all possible weight vectors in the scalarization set. For polyhedral
scalarization sets, Homem-de-Mello and Mehrotra (2009) and Noyan and Rudolf (2013)
show that enforcing the corresponding univariate risk constraint for a finite (exponential)
subset of weight vectors is sufficient to model the multivariate SSD and CVaR relations,
respectively. These finite representation results allow them to develop finitely convergent
delayed cut generation algorithms, where each cut is obtained by solving a mixed-integer
programming (MIP) problem. Since solving these MIP formulations is the main computa-
tional bottleneck, Kiiciikyavuz and Noyan (2016) develop computationally effective solution
methods for the cut generation problems arising in both types of optimization models.

As outlined earlier, the existing literature on risk-averse multicriteria optimization prob-
lems mainly focuses on multivariate risk-constrained models, where a benchmark random
vector is available and the goal is to find a solution with a multivariate outcome vector that
is preferable to the benchmark (with respect to the multivariate SSD or CVaR relation). In
this paper, we propose a novel model which does not require a given benchmark and aims
to optimize the risk associated with the decision-based random vector of outcomes. In this
sense, the problem we consider can be seen as a risk-averse stochastic multiobjective opti-
mization. There are, in general, two types of approaches to solve stochastic multiobjective
problems: (1) to eliminate the stochastic nature of the problem by replacing each random
objective function with one of its summary statistics; (2) to eliminate the multiobjective struc-
ture of the problem by aggregating the multiple objectives and obtaining a single random
objective function. For recent surveys on these two types of approaches we refer to Gutjahr
and Pichler (2016) and Ben Abdelaziz (2012). The first (non-aggregation based) approach
results in a traditional deterministic multiobjective problem and requires the identification
of multiple (typically exponential) non-dominated solutions in the efficient frontier. Ulti-
mately, however, the decision makers need to specify the weights for each criterion to choose
among the non-dominated solutions. In the second (aggregation-based) approach, one can
consider a weighted sum of the multiple objectives and solve the resulting stochastic problem
to obtain a solution. However, the weights to be used in either approach can be ambiguous
and inconsistent due to the presence of conflicting criteria and lack of consensus among
multiple experts. Alternatively, in the second approach of aggregating multiple objectives
into one, one can use an aggregated (but non-scalarized) single objective using stochastic
goal programming. This approach considers random and/or deterministic goals (benchmark
values) for the different objectives and constructs a single objective based on a function of
the deviations from the goals. However, a benchmark goal may not be immediately available
in all practical applications. For problems where the relative importance of the criteria is
ambiguous and a benchmark performance vector is not available, we propose to focus on the
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worst-case CVaR with respect to the prescribed scalarization set and employ a recent notion
of CVaR robustness in the context of stochastic multicriteria optimization.

In a related line of work, to address the ambiguity and inconsistency in the weights used
to scalarize the multiple criteria in the objective function of a deterministic optimization
problem, Ogryczak (2010) and Hu and Mehrotra (2012) consider minimax type robustness
with respect to a given weight set. Note that such existing robust weighted-sum models
assume that either the problem parameters are deterministic or the decision makers are risk-
neutral. For an overview on minimax robustness for multiobjective optimization problems
we refer to Ehrgott et al. (2014). However, some multicriteria decision-making problems of
recent interest, such as disaster preparedness (Hu and Mehrotra 2012) and homeland security
(Hu et al. 2011), involve uncertain events with small probabilities but dire consequences.
Therefore, it is crucial to incorporate risk aversion into multicriteria optimization models,
which is the main focus of our study. Note that the risk-averse model we propose in this paper
features the risk-neutral version as a special case.

In the recent literature, another type of CVaR robustness appears in the univariate case
stemming from the distributional robustness. Zhu and Fukushima (2009) and Wozabal (2014)
consider optimizing the worst-case CVaR and a wider class of convex risk measures (of a
scalar-based random variable), respectively. However, this line of work assumes that there is
ambiguity in the underlying probability distribution and express the worst-case with respect
to a specified set of distributions. In contrast, we assume that the underlying probability dis-
tribution is known but there is ambiguity in the scalarization vector (i.e., relative importance
of multiple criteria) within a polyhedral set; this leads to a worst-case multivariate CVaR
measure. For robust optimization in general, the interested reader may refer to Ben-Tal et al.
(2009) and Bertsimas et al. (2011).

1.1 Our contributions

We incorporate risk aversion into multicriteria optimization models using the concept of
multivariate CVaR. We propose a maximin type model optimizing the worst-case CVaR over
a scalarization set. While the worst-case multivariate CVaR measure was recently introduced
in the finance literature to assess the risk of given portfolio vectors (see, e.g., Riischendorf
2013), to the best of our knowledge, there is no model or method to assist decision makers
in choosing a portfolio vector that optimizes this risk measure. In this paper, we fill this
gap, and give an optimization model that maximizes the worst-case multivariate CVaR. To
demonstrate the adequacy of the proposed model, we show that the risk measure of interest
is coherent in an appropriate multivariate sense, and an optimal solution of the model is not
dominated in an appropriate stochastic sense. These two properties are highly desirable in
risk-averse optimization and multicriteria optimization, respectively.

Unlike the risk-neutral version with a polyhedral weight set, in the risk-averse case, the
inner optimization problem involves a concave minimization. Hence, the problem in gen-
eral can no longer be solved as a compact linear program (as in Hu and Mehrotra 2012).
Therefore, we propose a delayed cut generation-based solution algorithm and show that
the cut generation problem can be modeled as a bilinear program that contains the mul-
tiplication of the scalarization variables and some binary variables used for representing
CVaR. We demonstrate that the assumptions on the scalarization set allow us to employ the
reformulation-linearization technique (RLT) (Sherali and Adams 1994; Sherali et al. 1998)
to strengthen the resulting MIP formulations of the cut generation problem. We observe that
the cut generation subproblems in the proposed algorithm have similar structure with those
encountered in solving the related multivariate CVaR-constrained optimization model. The
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cut generation problem for this related model has been identified as the major bottleneck
in earlier work and progress has been made in strengthening the corresponding formula-
tions under the general probability case. Recognizing the importance of reducing the cut
generation solution times, we utilize the RLT technique to obtain further stronger and com-
putationally more efficient cut generation formulations for optimization under multivariate
CVaR constraints, especially for the equal probability case. Note that the equiprobable case
is of particular importance for the Monte Carlo sampling-based stochastic optimization mod-
els. While similar bilinear formulations and their weak linearizations exist in the literature
for the CVaR-constrained optimization model, our work is a first in observing that these for-
mulations are amenable to significant strengthening using the RLT reformulations and other
polyhedral developments we provide. This observation in turn speeds up the overall solution
time considerably as we show in our extensive computational study.

1.2 Outline

The rest of the paper is organized as follows. In Sect. 2, we introduce the new worst-case CVaR
optimization model and provide some analytical results to highlight the appropriateness of
the proposed modeling approach. This section also presents a cut generation algorithm and
effective mathematical programming formulations of the original optimization problem and
the corresponding cut generation problems for some special cases. We describe how to apply
some of these algorithmic features to the multivariate CVaR-constrained models in Sect. 3.
Section 4 gives a hybrid model that includes both the multivariate CVaR-based constraints
and objective. We give a unified methodology that solves the hybrid model, integrating the
algorithmic developments in Sects. 2 and 3. Section 5 is dedicated to the computational study,
while Sect. 6 contains concluding remarks.

2 Worst-case CVaR optimization model

In our study, we consider a multicriteria decision making problem where d random per-
formance measures of interest associated with the decision vector z are represented by the
random outcome vector G(z) = (G((z), ..., G4(z)). All random variables in this paper
are assumed to be defined on some finite probability spaces; we simplify our exposition
accordingly. Let (£2,2%,P) be a finite probability space with 2 = {wi, ..., w,} and
P(w;) = pi,i = 1,...,n. In particular, denoting the set of feasible decisions by Z, the
random outcomes are determined according to the outcome mapping G:Z x £2 — R?, and
the random outcome vector G (z):§2 — R? is defined by G(z)(w) = G(z, w) forall w € £2.
For a given elementary event w; the mapping g;:Z — R is defined by g;(z) = G(z, »;).
LetC C Ri be a polyhedron of scalarization vectors, each component of which corresponds
to the relative importance of each criterion. We naturally assume, without loss of generality,
that C is a subset of the unit simplex, Cr,i.e.,C C Cy :={c € ]Ri | Zie[d] ci =1}
Before proceeding to give our definitions and models, we need to make a note of some
conventions used throughout this paper, and recall a basic definition. The set of the first
n positive integers is denoted by [n] = {1, ..., n}, while the positive part of a number
x € R is denoted by [x]+ = max(x, 0). We assume that larger values of random variables
are preferred. We quantify the risk associated with a random variable via a risk measure
(specifically, CVaR) where higher values correspond to less risky random outcomes. In this
context, risk measures are often referred to as acceptability functionals. Our presentation
follows along the lines of Pflug and Romisch (2007) and Noyan and Rudolf (2013). Recall
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that for a univariate random variable X with (not necessarily distinct) realizations xy, .. ., X,
and corresponding probabilities p1, ..., p,, the conditional value-at-risk at confidence level
a € (0, 1] is given by (Rockafellar and Uryasev 2000)

CVaR, (X) = max n—éE([n—X]Jr):ne]R} (1)

1
= max n—&Zpiwi:w[zn—xi, Vie[n], weRL, neR
ieln]

@)

1
= max { xx — o Z pilxk —xily ¢ 3

ie[n]

where the last equality follows from the well known result that the maximum in definition (2)
is attained at the a-quantile, which is known as the value-at-risk (VaR) at confidence level
o (denoted by VaR, (X)) and that VaR, (X) = x; for at least one k € [n]. For risk-averse
decision makers typical choices for the confidence level are small values such as @ = 0.05.
Note that CVaRy (X), as defined in (1), is concave in X. For example, suppose that the random
variable X represents the return of an investment and its realizations are equally likely. In
this context, larger values are preferred, and VaR, (X) provides a lower bound on the return
that is exceeded with a high probability of 1 — o while CVaR, (X) measures the severity of
the return if it is no larger than VaR,(X). When o = k/n for some k € [n], VaR,(X) is
equal to the kth smallest realization and CVaR, (X) is the average of the k smallest (least
favorable) realizations no larger than VaR, (X).

The significance of modeling robustness against the ambiguity and inconsistency in rel-
ative weights motivates us to introduce a new robust optimization model for the stochastic
multicriteria decision making problem of interest. To model the risk aversion of the decision
makers, we use CVaR as the acceptability functional. In particular, we focus on the recently
introduced worst-case multivariate CVaR (Riischendorf 2013) with respect to the specified
scalarization set C, which we review next.

Definition 2.1 (Worst-case multivariate polyhedral CVaR) Let X be a d-dimensional random
vector and C C Cy a set of scalarization vectors. The worst-case multivariate polyhedral
CVaR (WCVaR) at confidence level o € (0, 1] with respect to C is defined as

WCVaR ¢ o (X) = min CVaR, (cTX) . )
ceC

Following a risk-averse approach, we propose to optimize WCVaR ¢ 4 for a given confidence
level @ € (0, 1] and a scalarization set C, and introduce a new class of robust multicriteria
optimization problems of the general form

(W-CVaR) : max min CVaR, <cTG(z)> . 5)
zeZ ceC

We note that the proposed risk-averse (W-CVaR) problem features the risk-neutral ver-

sion, proposed in Hu and Mehrotra (2012), as a special case when o = 1. Another special

case appears in the literature (Ehrgott 2005) for a sufficiently small value of « (corresponding

to the worst-case); it optimizes the worst value of a particular weighted sum over the set of

scenarios. This robust version of the weighted sum scalarization problem is clearly a special
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case of (W-CVaR) if we assume that all scenarios are equally likely, « = 1/n, and there is
a single scalarization vector in the scalarization set C.

It is important to note that the major difficulty of the proposed optimization prob-
lem (W-CVaR), and the related models in the literature, stems from the presence of
the joint acceptability functional CVaR,, (¢"G(2)). One might wonder why an alternative
model that maximizes the scalarization of component-wise acceptability functionals, i.e.,
Mmaxzez MiNeec Y eld] i CVaR,, (G;(z)) is not preferred. After all, this approach would lead
to more tractable reformulations; for example, the alternative model can be formulated as
a linear program when there is no integrality restriction on the decision vector z, Z is a
polyhedral set, and the mapping g; (z) is linear in z for all i € [n]. However, such a model
completely ignores the correlation between the random variables G;(z), i € [d]. The worst
« proportion of scenarios with respect to one criterion would most likely not coincide with
the worst « proportion of scenarios with respect to the other criteria, except for the very
trivial case when G;(z), i € [d], are comonotone random variables. Therefore, using the
aforementioned alternative modeling approach could only be justified to capture the multi-
variate risk in the trivial case when the worst-case scenarios of the multiple random outcomes
coincide, which does not appear to be the typical situation in optimization with conflicting
criteria. In all other cases, it would be a conservative approximation. In this paper, we are
interested in exact models and methods that optimize a multivariate risk measure based on
the joint behavior of the random outcomes of interest.

In the remainder of this section, we first provide some analytical results to highlight the
appropriateness of the proposed model (Sect. 2.1). Then, in Sect. 2.2, we develop methods
to solve this new class of problems.

2.1 Coherence and stochastic Pareto optimality

We first analyze the properties of WCVaR ¢ , as a risk measure and then show that an optimal
solution of (W-CVaR) is Pareto optimal according to a certain stochastic dominance relation.

Desirable properties of risk measures have been axiomatized starting with the work of
Artzner et al. (1999), in which the concept of coherent risk measures for scalar-valued random
variables is introduced. There are several approaches to define the concept of coherency for
the vector-valued random variables (see, e.g., Jouini et al. 2004; Burgert and Riischendorf
2006; Riischendorf 2013; Hamel et al. 2013). For example, Hamel et al. (2013) introduce
set-valued conditional value-at-risk for multivariate random variables; using such set-valued
functionals as risk measures is appropriate for financial market models with transaction
costs (see, e.g., Jouini et al. 2004). Our approach is more aligned with the studies which
consider multivariate risk measures that map a random vector to a scalar value; in particular,
we consider the following definition of coherence in the multivariate case (Ekeland and
Schachermayer 2011).

We say that a functional p: L®(£2, 2%, P; RY) — R mapping a d-dimensional random
vector to areal number is coherent in dimension d (in other words, p is a coherent acceptability
Sfunctional in dimension d, equivalently, that —p is a coherent risk measure in dimension d),
if p has the following properties (for all d-dimensional random vectors V, Vi, Vy):

(i) Normalized p(0) = 0.
(i1)) Monotone Vi <V, = p(Vy) < p(V2).
(iii) Positive homogeneous p(AV) = Ap(V) for all A > 0.
@iv) Superadditive p(Vi + V2) > p(V1) + p(V2).
(v) Translation invariant (equivariant) p(V 4+ Ae) = p(V) + A for all » € R.
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The constant vector e denotes the vector of ones (1, 1, ..., 1). It is easy to see that for
d = 1the definition coincides with the notion of coherence for scalar-valued random variables
(Artzner et al. 1999); we remind the reader that we provide the definition for acceptability
functionals, along the lines of Pflug and Rémisch (2007). In the monotonicity property (ii),
we consider the usual component-wise ordering; i.e., Vi < V, if V{(j) < V;(j) for all
j € ld].

The next result indicates that the proposed risk measure is of particular importance since
it satisfies the desirable properties axiomatized in the above definition of coherence.

Proposition 2.1 Consider a one-dimensional mapping p and a scalarization set C C Cy,
and let pc(X) = rniél p(c"X) for a d-dimensional random vector X. If p is a coherent
ce

acceptability functional (—p is a coherent risk measure), then pc(X) denoting the worst-
case functional in dimension d (with respect to C) is also coherent.

Proof 1t is easy to verify that pc is normalized, monotone, and positive homogeneous.
To show that pc is superadditive, let us consider two d-dimensional random vectors V;
and V,. Then, by the supperadditivity of p and the minimum operator, we have pc (Vi +
V3) = mincec p(e’ (Vi 4+ V2)) > mineec(p(e" Vi) + p(e"V2)) > mineec p(e' Vi) +
mineec p(e' Va) = pc(Vi) + pc(Va). The translation invariance of pc follows from the
assumptions that y el i = 1 and p is translation invariant: for any constant A, pc(V +
re) = mineec p(e' (V+Ae)) = mineec p(e' V4 21) = mineec p(e’ V) + A = pc (V) +A.

O

We note that one can also consider a stronger notion of translation invariance in condition
(v) of the above definition of coherence; for example, Burgert and Riischendorf (2006) state it
as follows: p(V+2Xe;) = p(V)+Aforall j € [d] and A € IR, where e; is the standard basis
vector (1 in the jth component, 0 elsewhere). Riischendorf (2013) claims that pc (X) is coher-
ent when p is a coherent acceptability functional, even with the above mentioned stronger
translation invariance property. However, this claim is not correct even for the unit simplex
(C = Cy), as we explain next. Since p(cTV) is concave in ¢, the minimum in the definition
of pc (V) is attained at an extreme point of C, i.e., pc(V) = min{p(V1), p(V2), ..., p(Va)}
if C is a unit simplex. Suppose that p(V;), j € [d], are not all equal, which implies
that there exists an index j* € [d] such that pc(V) < p(Vjx). Then, for any A > 0, by
the monotonicity of p, we have p(V + Ae;+x) = min{min;can(j+) p(V;), p(Vjx + A1)} =
min jepan () (V) = pc(V) < p(Vjx) < p(Vj+ + 1) = p(Vj+) + A. This provides an
example where pc(V + Ae;) # pc(V) +Aforall j € [d] and A € R.

We next discuss the Pareto efficiency/optimality of the solutions of (W-CVaR). For
deterministic multiobjective optimization problems, the concept of Pareto optimality is well-
known and it defines a dominance relation to compare the solutions with respect to the
multiple criteria. It is natural to consider the “non-dominated” solutions as potentially good
solutions. Here, we recall two widely-used Pareto optimality concepts:

e A point z* € Z is called Pareto optimal if there exists no point z € Z such that

Gj(z) > Gj(z") forall j € [d] and Gj(z) > G(z") for at least one index j € [d].

6)
e A point z* € Z is called weakly Pareto optimal if there exists no point z € Z such that
Gj(z) > Gj(z*) forall j € [d]. 7

In contrast to the deterministic case, in a stochastic context there is no single widely-
adopted concept of Pareto optimality. The challenge stems from the stochasticity of the
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criteria; G1(z), ..., G4(z) are in general random variables for any decision vector z € Z,
and one should specify how to compare solutions in terms of these random objective criteria.
To this end, in this paper, we use the stochastic dominance rules and introduce stochastic
dominance-based Pareto optimality concepts below for stochastic multiobjective optimiza-
tion problems. For k € Ng = {0, 1, ...}, let us denote the kth degree stochastic dominance
(kSD) relation by > ); we refer the reader to Appendix A for a brief review of these relations
(see, also, Ogryczak and Ruszczyniski 2001).

Definition 2.2 (Stochastic dominance-based Pareto optimality) A point z* € Z is called
kSD-based Pareto optimal for some k € Ny if there exists no point z € Z such that

Gj(z) = Gj(z*) forall j € [d] and G(z) > Gj(z*) for at least one index j € [d].
3)

Definition 2.3 (Stochastic dominance-based weak Pareto optimality) A point z* € Z is
called weakly kSD-based Pareto optimal for some k € Ny if there exists no pointz € Z such
that

Gj(Z) > (k) Gj(z*) for allj € [d] (9)

These stochastic Pareto optimality concepts are based on comparing the random variables
G j(z) and G ;(z*) [in relations (6) and (7)] using a univariate stochastic dominance rule for
each criterion j € [d]. Such a component-wise dominance relation provides a natural and an
intuitive approach for extending the concept of traditional Pareto optimality to the stochastic
case. A closely related but slightly different notion of efficiency based on the realizations
under each scenario is presented in Ben Abdelaziz (2012). Alternatively, one can consider
a multivariate stochastic dominance relation as in Ben Abdelaziz et al. (1995). However,
multivariate stochastic dominance relations are very restrictive (see, e.g., Miiller and Stoyan
2002) and finding a non-dominated solution according to such a multivariate relation may not
even be possible. For other generalizations of the Pareto efficiency concept to multiobjective
stochastic problems we refer to Ben Abdelaziz (2012).

‘We next focus on the zeroth-order stochastic dominance (ZSD) rule (also known as state-
wise dominance) defined in Appendix A, and present a close analogue of Theorem 2.2 in
Hu and Mehrotra (2012), which provides some managerial insights about our new model
(W-CVaR).

Proposition 2.2 Let C € Cy and z* be an optimal solution of (W-CVaR).

(i) z* is a weakly ZSD-based Pareto optimal solution of (W-CVaR).
(ii) If for every ¢ € C we have cj > O for all j € [d], then z* is a ZSD-based Pareto
optimal solution of (W-CVaR).
(iii) Ifz* is a unique optimal solution of (W-CVaR), then it is a ZSD-based Pareto optimal
solution of (W-CVaR).

Proof Let us assume for contradiction that z* is not a weakly ZSD-based Pareto optimal
solution of (W-CVaR). Then there exists Z € Z such that G;(Z, w;) > G;(z*, w;) for all
i € [n]and j € [d]. By the non-negativity of ¢ € C and the observation that ¢y > 0 for at least
one index k € [d] for every ¢ € C, we have Zje[d] c;Gj(Z, w) > Zje[d] c;G(z*, wj)
for all i € [n] and ¢ € C. Then, by the monotonicity of CVaR it is easy to see that
CVaR, (¢"G(2)) > CVaR, (e G(z")) holds for any @ € (0,1] and ¢ € C. Therefore,
the following inequalities hold and result in a contradiction:
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max min CVaRg (cTG(z)) > min CVaRg (cTG(i))
zeZ ceC ceC

> min CVaRy (cTG(z*)) =max min CVaRy (CTG(Z)) .
ceC zeZ ceC

This completes the proof of part (i). The proofs of parts (ii) and (iii) follow from similar

arguments. m}

We would like to emphasize that the (W-CVaR) model keeps the stochastic nature of the
weighted-sum, and is novel in terms of incorporating the risk associated with the inherent
randomness. Therefore, it calls for the development of stochastic Pareto efficiency concepts
discussed above. In contrast, in some of the existing stochastic multiobjective optimization
models, summary statistics such as expected value, CVaR or variance are used as the multiple
criteria (see, for example, Koksalan and Sakar 2016 for a stochastic portfolio optimization
problem with three criteria: expected return, CVaR and a liquidity measure). Using these
summary statistics, the resulting problem becomes a deterministic multicriteria optimiza-
tion problem for which the well-defined deterministic Pareto optimality concepts can be
applied. One method of obtaining Pareto optimal solutions is to scalarize these multiple
criteria using a single weight vector in the scalarization set C. By heuristically searching
over C using the weighted Tchebycheff program, multiple solutions in the deterministic
efficient frontier are generated, and then an interactive method is employed for the decision
makers to choose among these solutions. To illustrate this approach, consider a modifica-
tion of the portfolio optimization problem in Koksalan and Sakar (2016), where G(z) is
the uncertain return of the portfolio and G;(z) is a random liquidity measure. Suppose that
two criteria are considered: CVaR, (G (z)) and CVaR,(G7(z)). Thus, for a fixed ¢ € C,
the objective is to maximize the scalarization of the component-wise acceptability func-
tionals, leading to the following problem: max,cz{ci CVaRy(G1(z)) + ¢» CVaR, (G2 (2))}.
In contrast, in our model, we search over ¢ € C, such that the worst-case multivariate
CVaR is maximized while considering the joint behavior of the random outcomes of interest:
maxzez Mingec{CVaRy (c1G1(z) + c2G3(z))}. First, note that the term in the minimization
in the (W-CVaR) model is different from the objective of the interactive approach, because
the order of CVaR and scalarization operations cannot be changed. Only for the special case
that the decision makers are risk-neutral (i.e., « = 1), the order of CVaR (expectation) and
scalarization operations can be changed. The stochastic multiobjective modeling approaches
based on component-wise risk measures (or acceptability functionals), such as the one pro-
posed by Koksalan and Sakar (2016), have the advantage of providing a set of non-dominated
solutions to choose from. In cases when there is a conflict or ambiguity in the decision mak-
ers’ preferences and the joint behavior of the random performance measures is of particular
interest, our model can be used to directly determine a single solution which optimizes the
worst-case CVaR performance of the scalarized random outcomes with respect to all the
possible choices of the preference weights; this set of possible preference weights of the
multiple criteria is closely related to the well-known uncertainty set in robust optimization
(see, e.g., Ben-Tal et al. 2009). The resulting single solution could be seen as a worst-case
compromise decision that could be used as a benchmark or an additional input to support the
decision making process.

2.2 Solution methods

In this section, we give reformulations and solution methods for (W-CVaR). We also provide
improved formulations for the important special case when each scenario has an equal prob-
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ability. Before proceeding to describe the solution methods we first show that (W-CVaR) is
a convex program under certain conditions.

Proposition 2.3 If Z is a convex set and G j(z) is concave in z € Z for all j € [d], then
(W-CVaR) is a convex program.

Proof 1t is sufficient to prove that the mapping z — mig CVaRy (¢ G(z)) is concave. Recall
ce

that by our assumptions c; is non-negative and G ;(z) is concave inz € Z for all j € [d]
and ¢ € C. Since any non-negative combination of concave functions is also concave, the
mapping z > ¢ G(z) is concave for any ¢ € C. Then, by the monotonicity and concavity
of CVaR, the mapping z — CVaR, (¢TG(2)) is concave, and the claim follows from the
superadditivity of the minimum operator. O

2.2.1 General probability case

We first observe that, for the concave outcome mappings G j, j € [d], the inner optimization
problem in (5) is a concave minimization over a convex set, which implies that an optimal
solution of the inner problem occurs at an extreme point of C. Let ¢!, ..., ¢N be the extreme
points of C. Then, using the definition of CVaR given in (2), we can formulate (5) as follows:

max ¥ (10a)
1
sLY <ne—— Y piwe, Vi e[N] (10b)
o i€[n]
we > ne — @9 g (@), Vee[Nlien] (10¢)
zeZ, weRV™ peRY, yeR. (10d)

Note that if the mapping g; (z) is linear in z for all i € [n], Z is a polyhedral set, and z is
a continuous decision vector, then the formulation (10) is a linear program. Under certain
assumptions on the scalarization set, the number of extreme points of C may be polynomial
(we will discuss these cases in Sect. 2.2.2), and hence the resulting formulation (10) is
compact. However, in general, the number of extreme points, N, is exponential. Therefore,
we propose a delayed cut generation algorithm to solve (10). We start with an initial subset of
scalarization vectors ¢!, ..., ¢~ and solve an intermediate relaxed master problem (RMP),
which is obtained by replacing N with L in (10). Solving the RMP provides us with a
candidate solution denoted by (z*, ¥*, w*, n*). At each iteration, we solve a cut generation
problem:

(CutGen — Robust):  min CVaR (cTG(z*)> .
ceC

If the optimal objective function value of the cut generation problem is not smaller than v *,
then the current solution (z*, ¥*, w*, #*) is optimal. Otherwise, the optimal solution ¢’ at
iteration ¢ gives a violated inequality of the form ¥ < CVaR ((¢! YTG(z)). We augment the
RMP by setting L < L + 1, and ¢&+1 « ¢,

Observe that in the multivariate CVaR-constrained problems studied in Noyan and Rudolf
(2013) and Kiiciikyavuz and Noyan (2016), given a random benchmark vector Y, the cut
generation problems are given by mineec CVaR(cT G(z*))—CVaR(cTY) (we will revisit this
cut generation problem in Sect. 3). Due to the similar structure, we can use the formulations
and enhancements given in Noyan and Rudolf (2013) and Kii¢iikyavuz and Noyan (2016) to
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formulate the cut generation problem (CutGen — Robust) as a mixed-integer program. Let
X = G(z*) with the realizations xy, ..., X, (i.e., X; = g;(z), i € [n]). The representation of
CVaR in (3) leads to the following formulation of (CutGen — Robust):

min @ (11a)
1
st pu>elxg— — Z Di [chk — CTX,'] , Vkeln] (11b)
a +
i€[n]
ceC, nel. (11c)

The shortfall terms [¢ " x; —¢ " x; ] ininequalities (11b) present acomputational challenge.
Introducing additional variables and constraints, we can linearize these terms using big-M
type of constraints, and obtain an equivalent MIP formulation similar to the one proposed
by Noyan and Rudolf (2013) for the cut generation problems arising in optimization under
multivariate polyhedral CVaR constraints. However, the big-M type constraints may lead
to weak LP relaxation bounds and computational difficulties. In order to deal with these
difficulties, Kiiciikyavuz and Noyan (2016) propose an improved model based on a new
representation of VaR,, which we describe next. Let

M;; = max {max [chk — ch,-} , O} and My; = max {max [ch,- — chk} , O} .
ceC ceC
Also let M;, = maxie[n) Mix and M,; = maxye[,) My; fori € [n], and Mj = max{c;
¢ € C} for j € [d]. Then, the following inequalities hold for any ¢ € C:

z<e'x; + BiMiy, Vieln] (12a)

zzc¢'xi— (1= )M, Vi€ [n] (12b)

=) &x, (12¢)

i€[n]

Ej < Mju;, Vielnl,jeldl (12d)

D Ei=cj Vield (2

i€[n]

> piBi = a. (12f)

i€[n]

D o piBi— ) pini <a—e, (12g)

i€[n] i€[n]

dui=1, (12h)

i€[n]

ui < Bi, Viel[n] (12i)

B,uci{0,1)", &§cR, zeR, (12))
if and only if z = VaRy(c'X). Here € is a sufficiently small positive constant to

ensure that the constraint (12g) is equivalent to the strict inequality » ;. piBi —
> ie[n) Pii < a. Denoting the finite set of all non-zero probabilities of events by K =
{]P(S): §e22 P(S) > 0} it is easy to see that € can be taken as any number that satisfies
0 < € < min{a —x:x € CU{O}, k¥ < }. For example, for the equiprobable case and
o = k/n for some k € [n], welet0 < € < % The logical variable u; = 1 only if the i-th

@ Springer



Ann Oper Res (2017) 259:259-294 271

scenario corresponds to VaR (¢TX), the logical variable B; = 1 only if ¢'x; < VaR,(c'X),
and the variable &;; = c; only when u; = 1 foralli € [n] and j € [d].

Based on the representation of VaR (¢' X) given in (12), we propose an alternative for-
mulation for (CutGen — Robust):

min 7 — Z pivi (13a)
ze [n]

s.t. (12a)—(12i), (13b)
v -8 =z—c¢'x, Yieln] (13¢)

vi < M Bi, Vie[n] (13d)

8 < My (1 —By), Vie|n] (13e)
B,uc{0,1)", £cR™, zeR, (13f)
ceC, v,8eR]. (13g)

In this formulation, it is guaranteed that v; = [z — chi]+ and §; = [¢'x; — z]4 fori € [n].

2.2.2 Equal probability case

To keep our exposition simple, we consider confidence levels of the form o = k/n for some
k € [n], and refer to Noyan and Rudolf (2013) for an extended MIP formulation with an
arbitrary confidence level. In this case, an alternative formulation of (CutGen — Robust),
adapted from Noyan and Rudolf (2013), is given by the bilinear program

Z Z xUCJ,Bz

lE[n] jeld]

st. Y Bi=k,

i€[n]

B <[0,1]", ceC.

Note that we can relax the integrality of § in this formulation, which follows from the obser-
vation that in the special case of equal probabilities and & = k/n, CVaR (¢ " X) corresponds
to the weighted sum of the smallest k out of n realizations (¢ 'x;, i € [n]). Using McCormick
envelopes (McCormick 1976), we can linearize the bilinear terms ¢ 8; in the objective func-
tion. Introducing the additional variables y;; = c;B;,foralli € [n]and j € [d], an equivalent
MIP formulation is stated as:

min Z Z XijVij (14a)

zen jeld

sty < cj, Vielnl, jeld] (14b)
vij = cj—M;(1—B), Vieln], jeldl (14¢)
vij < M;p;. Vielnl, jeld (14d)
Z Bi =k, (14e)
i€[n]
Bef0,1)", yeR™, cecC. (14f)
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For i € [n], if B; = 1, then constraint (14b) together with (14c) enforces that y;; = c;, for
all j € [d]. Fori € [n],if B; = 0, then constraint (14d) enforces y;; to be 0.

Let P :={(y,B.¢) € RiXd x {0,1}" x C |y = BT, Zie[n] Bi = k}. Then we have
mineec CVaRy, (cTX) = ming, g.c)ep Zie[n] Zje[d] xjvij- Note that the structure of P
also appears in pooling problems (c.f., Gupte et al. 2017). The next proposition gives the
convex hull of P for a special choice of C using the reformulation-linearization technique
(RLT) (Sherali and Adams 1994).

Proposition 2.4 (Sherali et al. 1998; Gupte et al. 2017) If C is a unit simplex (i.e., C = Cy),
then the convex hull of P is described by:

conv(P) = {(y,ﬂ,C) e R x[0,1" x C | y;j < cj,i €[nl, jeldl,

Z vij = Bi, i€ln], Z vij = kej, jeld]

jeld] i€ln]

Using the fact that C € Cy and Proposition 2.4, we can strengthen the formulation (14)
as follows:

1

min E Z Z XijVij (15a)
i€ln] jeld]

s.t. yij < ¢j, Vieln], jeld] (15b)
> v =5 Vieln (15¢)

Jjeld]
> yij = ke, Vj€ld] (15d)

i€[n]
(140)—(144d), (15¢)
ceC, Be{01)", yeRY (15f)

Note also that if C is the unit simplex (C = C ), then the integrality restrictions on 8 can be
relaxed in (15) and the cut generation problem is an LP. However, recall that if C is the unit
simplex, then the extreme points of C are polynomial, given by ¢¢ = e, for £ € [d]. Hence,
in this case, the overall problem formulation (10) itself is a compact LP when the mapping
g;(z) is linear in z for all i € [n], and Z is a polyhedral set without integrality restrictions,
even under general probabilities.

Furthermore, using the additional information on the structure of the scalarization polytope
C and the RLT technique, we can obtain stronger formulations. Suppose that C = {c €
]Ri |Bc > b}, for a given r x d matrix B andb = (by, ..., b,). Let By be the £th row of B.
Then, we can strengthen the formulation (14) as follows:

1

min % Z Z XijVij (163.)
i€[n] jeld]
s.t. Y Byjyij — bupi < Bee — by, Vieln] €elr] (16b)
jeld]
> Byvij—bepi =0, Vieln] £elr] (16¢)
Jjé€ld] jeld]
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D (Y Bujvij — bei) = k(Bee — by), Veelr] (16d)
i€[n] jeld]
ceC, Be{0 1), yeRY (16e)

It is known that if C = {c € IR‘JIr |Be > b} is a d-simplex, then conv(P) = {(y, B,¢) €
]RT‘I x [0, 17" x C |(16b)—(16d)} (Gupte et al. 2017). Therefore, the LP relaxation of (16)
is integral in this case.

Remark 2.1 Note thatif M j = lforall j € [d](asisthe case when C is the unitsimplex), then
constraints (14c)—(14d) are implied b~y (15¢)—(15d), and can be dropped from the formulation.
However, for the situations where M; < 1 for some j € [d], the constraints (14c)—(14d),

obtained by applying the RLT technique to the constraints ¢; < M i, J € [d], can be useful
to reduce the solution time.

Remark 2.2 1Tt is also possible to obtain stronger formulations of (12) by applying the RLT
technique for the general probability case. In particular, the RLT procedure based on the
constraint ) ;.1 ¢; = 1 provides the following valid inequality

> &i=u, an

Jeld]

which can be added to the formulation (12).

Next we consider an important special case of C that applies to multicriteria optimization
when certain criteria are deemed more important than others. In particular, we study the case
where C contains ordered preference constraints that take the form

C=13ceR{| Y ¢j=lcj=cjp1, Vjeld—1]¢. (18)
jeld)

If the set C has the ordered preference structure (18), then we are able to obtain the convex
hull of P, which is stated in the following result.

Proposition 2.5 If C is given by (18), then the convex hull of P is described by:
com(P) ={ (v, B,©) € R x [0, 11" x C | (15¢), (15), %; = ¥ije1,
Yij — Yij+1 < c¢j —cjy1.i €[nl, jeld—1]}.
Proof First, we show that the extreme points of C are given by

¢'=(1,0,0,...,0

11
ézz(— 0,...,0)
2

75!
111
A3
=|z 3z 3,0
¢ <3 33 )
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Let¢ = (¢y, ¢2, - .., Cq) be a feasible point of C, by definition, we have ¢; > ¢y > --- >
Cq. First, we show that ¢; < }, for all j € [d]. Suppose that there exists j € [d] such that

cj > }, then we have Z{zl ¢; = jc¢j > lsince ¢; > cj, foralli € [j — 1]; this results
in a contradiction. Hence, for any feasible point, we have ¢; < %, for all j € [d]. Next, let
Aj = j(¢j —cCjy1), forall j € [d], where 54+1 = 0. Note that0 < A; < I, forall j € [d],
and Zj?:] Aj =1.Wehave ¢ = Z‘;zl Aj€&/, which indicates that any feasible point ¢ can
be represented as a convex combination of the points &/, for all j € [d]. As a result, C is a
(d — 1)-simplex, and the proposition follows similarly from Gupte et al. (2017). m]

2.3 Finite convergence

In this section, we study the convergence of the proposed cut generation algorithm.

Proposition 2.6 The delayed cut generation algorithm described in Sect. 2.2 to solve
(W-CVaR) is finitely convergent.

Proof We show that given a solution to RMP we can find an optimal solution to the cut gen-
eration subproblem, which is an extreme point of C. As a result, the proposed cut generation
algorithm is finitely convergent, because there are finitely many extreme points of C. For the
general probability case, we can obtain such a vertex optimal solution by using the following
method: suppose that we solve one of the MIP formulations of (CutGen — Robust) and
obtain an optimal solution ¢*. Let v be a permutation describing a non-decreasing ordering
of the realizations of the random vector ¢* ' X, i.e., c*Txn(l) <... < c*Tx,,(n), and define

K*=min{k €nl: Y priy=ap and K*={x(l),...,7(k* = D}
i€lk]

Then, we can obtain the desired vertex solution € by finding a vertex optimal solution of the
following linear program:

1

Icrélg a |:Z PicTX,' =+ ((X — Z pl> CTXﬂ(k*)j| .
ieK* ieK*

This LP relies on the subset-based representation of CVaR (Theorem 1, Noyan and Rudolf

2013). The feasible set is the polytope C, so there exists a vertex optimal solution €. It is easy

to show that ¢ is also an optimal solution of (CutGen — Robust). O

Furthermore, when equal probability is assumed, by solving the alternative cut generation
formulation (16) using a branch-and-bound (B&B) method, we are guaranteed to obtain a
desired vertex optimal solution ¢ without solving an additional LP. To see this, note that once
the LP relaxation at a B&B node results in an integral 8, the only remaining constraints
enforce ¢ € C.

3 Multivariate CVaR-constrained optimization model
In this section, we consider a related class of multicriteria decision making problems, where

the decision vector z is selected from a feasible set Z and associated random outcomes
are determined by the outcome mapping G : Z x 2 — R?. We consider an arbitrary
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objective function f : Z + R and assume that a d-dimensional benchmark random vector
Y is available. We aim to find the best decision vector z for which the random outcome
vector G(z) is preferable to the benchmark Y with respect to the multivariate polyhedral
CVaR preference relation. Such multivariate CVaR-constrained optimization problems are
introduced in Noyan and Rudolf (2013). Given a polyhedron of scalarization vectors C € Cy
and a confidence level a € (0, 1], the problem is of the general form:

max f(z) (19a)
s.t. CVaR, (cTG(z)> > CVaR, (cTY) , VeeC (19b)
ze Z. (19¢)

The benchmark random vector can be defined on a different probability space, but in practical
applications it often takes the form Y = G(z), where z is a benchmark decision.

Observe that (19b) contains infinitely many inequalities. Noyan and Rudolf (2013) show
that these inequalities can be replaced with those for a finite subset of scalarization vectors
corresponding to the vertices of a higher dimensional polyhedron. The authors propose a
delayed cut generation algorithm, which involves the solution of a relaxed master problem
(RMP-B) to obtain a candidate solution z € Z, and the following cut generation subproblem:

(CutGen — Benchmark) : min CVaR, (cTX) — CVaR, (cTY) , (20)
ce

where X = G(Z). If the optimal objective function value of (CutGen — Benchmark) is non-
negative, then Z is optimal, otherwise we obtain a solution ¢* € C such that the corresponding
CVaR inequality in (19b) is violated. We augment RMP-B by adding this violated CVaR
constraint and resolve it. According to Noyan and Rudolf (2013), the main bottleneck of
this delayed cut generation algorithm is solving the cut-generation problem (20), since it is
generally nonconvex. Therefore, the main focus of this section is the cut generation problem.
Throughout the rest of this paper, we assume that Y is a random vector with (not necessarily
distinct) realizations y1, . .., ¥, and corresponding probabilities ¢y, .. ., ¢ . As before, we
let g;(z) = x; = (xi1, ..., xiq) foralli € [n].

To solve (20), we first need to represent CVaR, (¢TX) and CVaR,(c'Y) appropri-
ately. Using the LP representation (2) for CVaR, (¢TY), we can reformulate (CutGen—
Benchmark) as

1
min CVaR, (¢"X) =1+~ 3 gruy
o
I€[m]
st.w; >n—cly, Vi€ [m] (21a)
weRY, neR, ceC. (21b)
The minimization of the concave term CVaR, (¢! X) causes computational difficulties. For

this cut generation problem, Kiiciikyavuz and Noyan (2016) introduce a MIP formulation
based on the VaR representation of CVaR (see (12)), which is given by

min Z—éZPivi_ﬂ‘l‘éziﬂwl (22a)
i€[n] le[m]

s.t. (13b)—(13e), (21a), (22b)

B,ue{0,1)", §cRY™, zneR, (22¢)

ceC, v,8eR:, weR" (22d)
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The authors demonstrate that this formulation, which we refer to as (MIP — CVaR), along
with computational enhancements, outperforms existing models for (CutGen — Benchmark)
under general probabilities. In this section, we consider the special case of equal probabilities,
and propose strengthened MIP formulations for the cut generation problems using the RLT
technique.

As in Sect. 2.2.2, to keep our exposition simple, we consider confidence levels of the
form o = k/n and assume that all the outcomes of X are equally likely. For this special
case, similar to the development in Sect. 2.2.2, Noyan and Rudolf (2013) give the equivalent
formulation below:

.1 1

min - Z y;rxi —-n+ o Z qiwy (23a)
ie[n] le[m]

s.t. (14b)—(l4e), (21a), (23b)

Bel0, 1}, yeRY ceC, weR” neR. (23c)

As before, M j = max{c; : ¢ € C}. Suppose that the vertices of the polytope C is known
and givenaas {€y, ..., €y }. Then, we can simply set M; = em[e}e/(] C¢;. Furthermore, we can use
X IS

the RLT-based strengthening for (14b)—(14e) and obtain the following MIP formulation:

1 1
(MIP — Special) : min z Z yixi—n+— Z qrwy (24a)
ien] @ tetm
st. (15b)—(15e), (21a), (24b)
Bel0, 1}, peRY ceC, weR" pneR.
(24¢)

In addition, we can use the RLT technique to further strengthen this formulation using any
additional constraints in C as in (16); we provide some numerical results on the performance
of such strengthened versions in the computational study (Sect. 5.2).

From Proposition 2.4, we can obtain the minimum of CVaR, (¢’ X) by solving a linear
program when C is ad-simplex. However, even for the special case of unit simplex, constraints
(15b)—(15d) are not sufficient to describe the convex hull of the set of feasible solutions to
(24), due to the additional constraints (21a)—(21b) representing CVaR,, (eTY). To show this
and develop potentially stronger MIP formulations, we derive a class of valid inequalities
that describes facets of the convex hull of feasible solutions to (24c¢). Let

S :={ (y,¢e,B.n,w) € IR’J’FXd X IRflF x {0, 1} x Rx RY |y = BeT, Z cj=1,
Jjeld]

Y Bi=keyzn-—w, Vie [m]}.

i€[n]

Proposition 3.1 Foranyi € [n], s € [m], and t € [m]\{s}, the inequality

¢y, — Z (vsj — i) vij = n — wy — wy, (25)
Jjeld]

is valid for S. In addition, inequality (25) defines a facet of conv(S) ifand only if s € [m], t €
[m]\{s} are such that ys; <y,;j and ys; > y;; for some i, j € [d].
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Proof Suppose that g; = 0, then y;; = 0 for all j € [d]. Hence, inequality (25) reduces to

T
C ¥Ys=n—Ws — Wy,

which is valid since w, > 0. Otherwise, suppose that 8; = 1, then y;; = ¢; forall j € [d],
and inequality (25) reduces to

-
C Y =nN— W — Wy,

which is valid, because wy > 0, for all s € [m]. We provide the facet proof in Appendix B
(see Proposition B.2). O

Note that applying the RLT procedure directly to the additional constraints
'y =n—w, Vieml, (26)

in the set S, would lead to additional bilinear terms nf; and w; 8; that will need to be linearized
by introducing additional variables and big-M constraints. The proposed inequalities (25) can
also be obtained by an indirect application of the RLT procedure as follows. Given i € [n],
s € [m], and ¢t € [m]\{s}, multiply constraint (26) for / = s with (1 — f;), constraint (26)
for [ = t with B;, constraint 0 > —w, with §; and constraint 0 > —w; with (1 — §;), and
sum the resulting inequalities up to obtain inequality (25) (the undesirable nonlinear terms
cancel out with this selection of multipliers). It is interesting to note that such an application
of RLT yields facet-defining inequalities as claimed in Proposition 3.1.

Alternative VaR-based formulations. Here, without loss of generality, we assume that all
the realizations of ¢ " X are non-negative (or equivalently, x; is non-negative for all i € [n]).
Then, it is easy to show that (CutGen — Benchmark) can be formulated as follows:

min %Z@i—rﬁ-&Zqzwz

i€[n] le[m]
st >c¢'x; — (1 — Bj)M;, Vieln] (27a)
Y Bi=k (27b)
i€[n]
(21a), (27¢)
ceC, Bef0, 1}, 6cR], weRY, nel (27d)

In this formulation, M; is the largest possible value of 6; (e.g., M; = macx ¢"x;). This new
ce

formulation again follows from the observation that in the special case of equal probabilities
and @ = k/n, CVaR, (¢ "X) corresponds to the weighted sum of the smallest  realizations
of ¢"X. In this special case, VaR, €©™X) corresponds to the kth smallest realization, and the
model guarantees that§; = ¢'x;ifeTx; < VaR,(c"X), and §; = 0 otherwise. However, this
MIP formulation is weak due to the big-M constraints (27a). Hence, we can take advantage
of the new representation of VaR given in (12) to develop a stronger MIP formulation:
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(MIP_VaR_Special) : min % > oi-n+ é > qw (28a)
ieln] I€[m]
st. z<e'x; + BiMis, Vien]

(28b)
0 > ¢'x; — (1 — )M, Vien]

(28¢)
2> 6, Vieln]

(28d)
2= &', (28e)

i€[n]
> & =cj. Vjeldl
i€[n]

(28f)
> &=, Vie|[n]
jeld)

(28g)
> Bi=k (28h)
i€[n]

(12d), (12h)—(12i), (21a), (28i)
ceC, Buef0, 1}, weRY, nzeR, (28)
EeR, 6eRL. (28K)

In this formulation, the variable z = VaRg (¢ ' X) is representedby Y & Z-Txi = > u ieTx;,
1en 1€|n

and it is guaranteed that &;; = c;u; foralli € [n] and j € [d]. T[h(]ese bilinear[ tzerms are

linearized by using the McCormick envelopes and their RLT strengthening based on only the

information that C is a subset of the unit simplex. Additional constraints on the scalarization

set C can be used to further strengthen the above formulation. Notice that different from (12),

this formulation includes the RLT strengthening equality (17) [or (28g)].

Finally, we note that (MIP_VaR_Special) can also be applied to solve (CutGen—
Robust) by dropping the variables and constraints associated with CVaR (¢ ' Y); leading to
enhanced versions of (13) for the equal probability case. We test its computational perfor-
mance in Sect. 5.2.

4 Hybrid model

In this section, we present a hybrid model that includes both the multivariate CVaR constraints
and the robust objective based on the worst-case CVaR. We show that the algorithms in Sects. 2
and 3 can be integrated into a unified methodology to solve the hybrid model of the form

c . T
(Hybrid) : rzneazx {:rélg CVaR,, (c X)
st. CVaR, (cTG(z)> > CVaR, (cTY) . VYeeC. (29
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For a given subset of scalarization vectors C = €l ... ,EZ} C C a relaxed master
problem (RMP-H) is given by
max min CVaR, (ch) (30a)
VAVA ceC
N\ T AT -
s.t. CVaRy <<c ) G(z)) > CVaR, ((c ) Y) , veell. (30b)

We can represent the constraints (30b) by linear inequalities, leading to the following
equivalent reformulation of RMP-H:

max min CVaR, (cTX>

ceC
. 1 5 T -
Sy =~ Z pithri > CVaRy ((c’) Y) , Vrell]
i€[n]
Wyi > 7y — (ér)T gi(z), Vre [i] i €n)

weRV", fjeRk, zez.
As discussed in Sect. 2.2, we can handle the maximin type objective function of interest
using a finitely convergent delayed cut generation algorithm. In this spirit, suppose now that

C = {é] ..., ek } C C is a given subset of scalarization vectors used to calculate the worst-
case CVaR. In line with the formulation given in (10), RMP-H takes the following form:

max (3la)
1 -
st Ay —— Y piiby = CVaRg ((é’)TY), Vre [L] (31b)
o
i€[n]
i = i — (&) &), vrell].iem  Glo
1
v<me—— ) piwe, Veelll ielml  (3ld)
ie[n]
Al T
wi = e — (&) z@, Veelllielnl  Glo
weRL™ weRL*™ jeRL, yeR zez GI1f)

Given a solution to the RMP-H (31), two types of cut generation problems are solved to
identify if the current solution is optimal or if there is a scalarization vector ¢ € C for which
at least one of the following constraints is violated: (10b) and (29). As discussed in Sect. 2.2,
for minimizing the worst-case CVaR, it is sufficient to consider the extreme points of C. On
the other hand, for the multivariate CVaR relation, it is sufficient to consider the finitely many
¢ vectors obtained as the projections of the vertices of the higher dimensional polyhedron
P(C,Y) given by (Noyan and Rudolf 2013)

P(C,Y) = {(c, nwW) eCxRxR%w >n—cly, le [m]]. (32)

Thus, generating the violated constraints associated with those particular vertex scalarization
vectors at each iteration guarantees the finite convergence of the delayed cut generation
algorithm of (Hybrid). In other words, the provable finite convergence depends on finding a
solution to the cut generation problems (CutGen — Robust) and (CutGen — Benchmark),
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which is an extreme point of C and the projection of a vertex of P(C,Y), respectively.
In Sect. 2.3, we discuss how to obtain a vertex optimal solution of (CutGen — Robust)
from an optimal solution obtained by solving one of its MIP formulations [such as (13)].
For obtaining the desired vertex optimal solution of (CutGen — Benchmark), we refer to
Noyan and Rudolf (2013).

Remark 4.1 The finitely convergent delayed cut generation algorithms for (W-CVaR) and
(Hybrid) are also valid even if we relax the assumption that G ;(z) is concaveinz € Z for all
J € [d]. Under the more general setting, the claim that it is sufficient to consider the extreme
points of C for minimizing the worst-case CVaR follows from the finite representation of the
multivariate CVaR relation [see (32)] with Y = 0. In this special case, it is easy to see that
the projections of the vertices of the polyhedron P(C,Y) in (32) coincide with the vertices
of the set C, as desired.

5 Computational study

In the first part of our computational study, we investigate the value of the proposed
(W-CVaR) model with respect a robust risk-neutral model and a multivariate CVaR-
constrained model. We also report on the performance of the cut generation algorithm for
the (W-CVaR) model. In the second part, we demonstrate the computational effectiveness
of the MIP formulations developed (in Sect. 3) for the cut generation problem arising in
multivariate CVaR-constrained optimization models.

5.1 Worst-case multivariate CVaR optimization

We explore the effectiveness of the proposed (W-CVaR) model by applying it to a home-
land security budget allocation (HSBA) problem (Hu et al. 2011). This problem studies the
allocation of a fixed budget to ten urban areas, which are classified in three groups: (1)
higher risk: New York; (2) medium risk: Chicago, San Francisco Bay Area, Washington
DC-MD-VA-WYV, and Los Angeles-Long Beach; (3) lower risk: Philadelphia PA-NJ, Boston
MA-NH, Houston, Newark, and Seattle-Bellevue-Everett. The risk share of each area is
measured based on four criteria: (1) property losses, (2) fatalities, (3) air departures and
(4) average daily bridge traffic. To represent the inherent randomness a random risk share
matrix A : 2 — IRiX 10'is considered, where A;j denotes the proportion of losses in urban
area j relative to the total losses for criterion i. The set Z = {z € ]RLO : qum] z; =1}
represents all the feasible allocations and the associated random performance measures of
interest are specified based on a particular type of penalty function for allocations under the
risk share. The negatives of these budget misallocations associated with each criterion are
used to construct the random outcome vector G(z) = (G1(z), ..., G4(z)), as given below,
in order to be consistent with our setup where the larger values of the random variables are
preferred:

Gi(z) = — Z [A,‘j —ZjL_, i €[4].
jel10]

Hu et al. (2011) model this HSBA problem using optimization under multivariate poly-
hedral SSD constraints based on two benchmarks: one based on average government
allocations (Department of Homeland Security’s Urban Areas Security Initiative)—
denoted by G(z%), and one based on the suggestions in the RAND report (Willis et al.
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2005)—denoted by G(z®). On the other hand, Noyan and Rudolf (2013) replace the
SSD constraints with CVaR-based ones, leading to the following optimization model:

max Ic‘rél(rjl E (cTG(z)) (33a)
st. CVaR, (cTG(z)) > CVaR, (cTG(zR)) . VeecC (33b)
CVaR, (cTG(z)) > CVaR, (cTG(zG)) . VeecC (33¢)
zeZ. (33d)

We benchmark our model (W-CVaR), defined in (5), against two relevant existing models:
the first one, which we refer to as (B-CVaR), is obtained from (33) by dropping (33c) (the
government benchmark is ignored for simplicity), and the second one is the risk-neutral
counterpart of our model (Hu and Mehrotra 2012):

. : T
(W-Exp) : r;leazx rcrg(rjl E (c G(z)).

We follow the data generation scheme described in Noyan and Rudolf (2013) and consider
their “base case” scalarization set given by C = Cpae = fc € RY : Y, 41 €i =
1, ¢ = c;‘. - %, j € [4]}, where ¢* = (1/4,1/4,1/4,1/4) and 6 = 0.25. Additionally,
we also consider a second choice of C, which involves the so-called ordered preferences
as follows: C = Co = {¢ € R} © Y, qy¢j = 1. &2 = ¢1 = ¢3 = ca}. This
choice relies on the assumption that the second criterion (based on fatalities) is the most
important one, followed by the first criterion (based on property losses), the third criterion
(based on air departures) and the fourth criterion (based on average daily bridge traffic).
For further details on data generation, we refer to Hu et al. (2011) and Noyan and Rudolf
(2013).

In our benchmarking analysis, we consider the equal probability case, set n = 500 and
obtain the results for three models (W-CVaR), (W-Exp), and (B-CVaR) under each value
of o € {0.05, 0.1, 0.15}. The results on allocation decisions—averaged over ten randomly
generated instances—are reported in Table 1. As seen from these results, for each setting,
(B-CVaR) provides solutions that allocate most of the budget (at least 51%) to the area
with the highest risk (New York). This is primarily due to that fact that New York has a
large (58.61%) allocation in the RAND benchmark. On the other hand, the budget percent-
age allocated to the five urban areas with lower risk cities is less than 20 and 12 for the
scalarization sets Cpase and Corq, respectively. Since the set Corg involves the scalariza-
tion vectors giving more priority to the second criterion (based on fatalities), (B-CVaR)
suggests to allocate even more budget to New York, the most populated area with a sig-
nificantly higher risk share associated with fatalities; for the raw data for fatalities and the
remaining three criterion see Table 1 in Hu et al. (2011). As expected, the allocation deci-
sions obtained by (B-CVaR) with benchmarking constraints are sensitive to the particular
benchmark allocations. On the other hand, the robust risk-neutral model (W-Exp) provides
a more “averaged” solution compared to (B-CVaR) and (W-CVaR) . For both choices of
the scalarization set, (W-Exp) always allocates more budget to the areas with medium risk
compared to the other models. For example, for the instances with Corg and o = 0.05, it
allocates over five percent more budget to such areas than (W-CVaR), and this behavior
is also observed under the other settings. The results of (W-Exp) are consistent with its
“risk-neutral” nature.
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Table 1 Model benchmarking results for the HSBA data with n = 500

Allocations (%) for areas with Allocations (%) for areas with

Higher risk Medium risk Lower risk Higher risk Medium risk Lower risk

Base polytope (CBase) Ordered preferences (Corq)
a=0.05 (W-CvaR) 31.49 36.31 32.20 52.72 28.71 18.57
(B-CvaR) 51.50 29.00 19.50 56.92 31.29 11.79
a=0.10 (W-CvaR) 31.01 36.58 32.41 51.71 30.02 18.27
(B-CvaR) 51.98 30.30 17.72 56.89 31.44 11.67
a=0.15 (W-CvaR) 32.20 34.24 33.56 51.50 30.68 17.82
(B-CvaR) 51.50 31.16 17.34 56.82 31.35 11.83
(W-Exp) 32.15 37.82 30.03 49.18 34.15 16.67
RAND benchmark 58.61 34.31 7.07 58.61 34.31 7.07

Finally, we would like to emphasize that (W-CVaR) allocates more budget to the areas
with lower risk compared to the other models. In particular, for the instances with the scalar-
ization set Cpgse, (W-CVaR) allocates on average close to three percent more budget to
such areas than (W-Exp). These results are consistent with the risk-averse perspective of
(W-CVaR). Moreover, it is much less conservative than (B-CVaR) with respect to its allo-
cation to New York.

In summary, in the presence of multiple criteria with ambiguous weights, we recommend
the use of the risk-neutral model (W-Exp) if the decision makers are interested in the average
performance. This expectation-based decision making approach is justified if the uncertain
environment does not feature extreme events, or by the Law of Large Numbers if the same
decisions are made repeatedly under similar conditions. Otherwise, when it is essential to
hedge against a potentially high level of random variability, we recommend that the deci-
sion makers use (B-CVaR) or (W-CVaR) depending on the availability of a reasonable
benchmark random outcome vector—often based on a benchmark decision. More specifi-
cally, (B-CVaR) should be used in the presence of a benchmark to be outperformed, while
(W-CVaR) is the model of preference if the decision makers do not have an alternative
decision to benchmark against.

We next provide some insights about the solution times of our model (W-CVaR) for
the instances under consideration. All computations in this study are performed on a 64-bit
Windows Server 2012 R2 Datacenter with 2.40GHz Intel Xeon CPU E5-2630 processor
with 32 GB RAM, unless otherwise stated. The vertices of both types of scalarization sets
are known and there are only four of them. Thus, we could easily solve (W-CVaR) using the
compact LP formulation (10). For the HSBA instances with Cpyse, @ = 0.1, and n = 500,
it takes at most 20 s to obtain an optimal solution; even for n = 5000 it takes at most
60 s. We observe that while the cut generation algorithm we propose is only essential for
cases where the number of extreme points of C is exponential, it could also be useful in
cases where the number of extreme points is small. For example, for Cpgge, the compact
LP takes 200 s on average for the three hardest instances with n = 5000 and « = 0.15,
whereas the cut generation algorithm takes on average 20 s, and generates only three extreme
points of Cpase. This difference in solution times can be due to the large number of scenario
dependent constraints and variables introduced in (10b)—(10c) for each extreme point of
C.
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5.2 Multivariate polyhedral CVaR-constrained optimization

In this section, we perform a detailed analysis on comparing the computational performance
of the alternative MIP formulations of (CutGen — Benchmark) under equal probabilities.
Note that for the HSBA instances, Y is already well-defined since the benchmark allocations
are given. To obtain the realizations of the random vector X, we solve the corresponding
RMP-B once, and use its optimal solution to calculate the realizations of the associated
4-dimensional random vector X.

All the optimization problems are modeled with the AMPL mathematical programming
language. All runs were executed on four threads of a Lenovo(R) workstation with two Intel®
Xeon® 2.30 GHz CE5-2630 CPUs and 64 GB memory running on Microsoft Windows Server
8.1 Pro x64 Edition. All reported times are elapsed times, and the time limit is set to 3600 s
unless otherwise stated. CPLEX 12.2 is invoked with its default set of options and parameters.
If optimality is not proven within the time allotted, we record both the best lower bound on
the optimal objective value (retrieved from CPLEX and denoted by LB) and the best available
objective value (denoted by UB). Since the optimal objective function can take any value
including 0, we report the following relative optimality gap: ROG = |LB —UB |/(|LB |).
We report the results averaged over two instances with different benchmarks (based on
Government and RAND benchmarks) for each combination of « and 7. In all the tables in
this section, the “Time” column reports the average solution time and the “B&B Nodes”
column collects the average number of nodes used during the branch-and-cut process.

One can obtain slightly different versions of the presented MIP formulations by applying
the RLT techniques for different types of available information (such as the valid lower and
upper bounds on the scalarization vectors). We next provide the alternative MIP formulations
of (CutGen — Benchmark) for which we report results in Tables 2 and 3.

e (MIP — CVaR) The best available benchmark model proposed by Kiiciikyavuz and
Noyan (2016); it is based on the VaR representation (12) and its formulation is given by
(22). For further computational enhancements, we added the valid inequality (17), and
deleted the set of big-M constraints (12d).

e (MIP_VaR_Special) This new formulation is also based on the VaR representation (12)
but it is valid for the case of equal probabilities. Its formulation is given in (28); (12d) is
deleted as in (MIP — CVaR).

e (MIP — Special) This new model is obtained by using the RLT-based strengthening
for (23). The formulation (24) involves the inequalities obtained by applying the RLT
procedure based on the unit simplex condition and the upper bounding constraints. We
also apply the RLT procedure based on the lower bounding information (c¢; > L;, j €
[d]), which provides the following valid inequalities:

vij =LSBi, Vi elnl, jeldl, (34)
—vij+c¢; =L5(L—=B), Vielnl jeldl. (35)

Unless stated otherwise, (MIP — Special) refers to the formulation obtained by adding
the constraints (34)—(35) to (24).

From Remark 2.1 for the unit simplex case, we drop the redundant constraints (those
obtained from the upper and lower bounding information). In Table 4, “Base Special” refers
to the model obtained from (MIP — Special) by deleting the constraints (14c¢)—(14d) and
(34)—(35); it only involves the most effective constraints (obtained from the unit simplex
condition).
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Table2 Computational performance of the alternative MIPs for (CutGen — CVaR) under equal probabilities

n (MIP — CVaR) (MIP_VaR_Special) (MIP — Special)
Time B&B Time B&B Time B&B
[ROG] Nodes [ROG] Nodes [ROG] Nodes

Base polytope and o = 0.01

1500 705.8 1524.2 447.1 1781.9 3.1 0.1
2000 1225.1 3095.9 1840 [50] 3510.0 6.4 0.0
2500 2313 [50] 5439.5 1846 [50] 2995.9 9.1 0.0
3000 2275 [50.5] 37123 1970 [50] 2658.1 10.1 0.0
5000 11415.8] 4594.0 156.2] 6170.4 347 0.0
Base polytope and o = 0.05
500 109.5 1422.6 109.6 1514.2 0.7 0.0
1000 1667.5 11,976.4 1829 [50] 8823.9 2.9 0.0
1500 1100.3] 14,627.9 2316 [50] 7430.1 9.2 0.5
2000 1451.9] 9696.0 3071 [50] 8230.4 8.5 13
2500 1174] 5998.7 157.2] 6928.7 1837 [50] 2028.8
3000 ° 1008.0 °[21.4] 4073.8 95.6 187
5000 145.5] 2901.7 1771 1332.6 150.2] 1047.9
Unit simplex and « = 0.01
500 96.1 546.5 60.5 441.8 47 73.9
1000 1122.2 4388.1 1130.6 4139.8 72048 [42.6]  26,341.8
1500 1129.6] 6424.9 3245 [50] 7059.8 181.3] 29,985.7
2000 1108.5] 5910.1 1159.7] 5327.7 1215.9] 22,330.7
2500 1106.2] 1704.0 1118.2] 4784.6 1188] 19,352.6
Unit simplex and o = 0.05
300 2114 2796.1 186.3 2833.4 2001 [42.2] 71,1775
500 72425114531  17,459.6 1854.4 15,871.0 1125.1] 54,251.9

T Time limit with integer feasible solution
© Time limit with no integer feasible solution
B&B nodes are reported in hundreds

From Table 2, we can see that (MIP — Special) solves a majority of the test instances in
the shortest amount of time. However, there are some instances (for example, for HSBA data,
unit simplex, « = 0.01, n = 1000, 1500) for which (MIP — Special) only solves one out
of the four instances within the time limit as opposed to (MIP_VaR_Special) which solves
three of the instances within the limit. In addition, both of the new formulations we propose
significantly outperform the existing formulation (MIP — CVaR) for the equal probability
case.

Furthermore, we can apply the computational enhancements proposed in Kii¢likyavuz and
Noyan (2016) to the proposed formulations, namely variable fixing, bounding and a class of
valid inequalities referred to as the ordering inequalities (on the 8 variables). The variable
fixing method recognizes scenarios which are guaranteed to be larger than VaR, and fixes the
corresponding f variables to zero. In particular, for each k € [n], a set Ly := {i € [n]\k :
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maxcec{c' (x; — x¢)} < 0} (resp., Hy = {i € [n]\k : maxcec{c! (xx — X;)} < 0}) is
defined to denote the scenarios that are guaranteed to return lower (resp., higher) scalarized
outcomes than scenario k. Note the correction in the definition of the set Lj (resp., Hi)
compared to that in Kii¢iikyavuz and Noyan (2016), where we exclude scenario i with
maxeec{c! (x; —xx)} = 0 (resp., maxcec{c' (X — x;)} = 0) from the set L (resp., Hg).
In addition, for the existing MIP (23) and (MIP — Special), we introduce upper and lower
bounds on CVaR,, (cTX), for the others which involve the z decision variable (representing
the VaR) we introduce upper and lower bounds on VaR,, (¢TX). Table 3 summarizes our
computational experience with using these enhancements. The ‘Remaining Binary Var.’
column reports remaining percentage of binary variables after the preprocessing, and the ‘“# of
Order. Ineq.” column represents the number of ordering inequalities added to the formulations.
Observe that there is a significant reduction in the number of binary variables. Furthermore,
many ordering inequalities are added to strengthen the formulation. As a result, instances
that were not solvable to optimality by any of the methods (reported in Table 2) can now be
solved to optimality with at least one of the new formulations. We would also like to note that
the total time spent on preprocessing (for calculating the big-M coefficients and handling all
the enhancements—fixing, bounding, and ordering inequalities), which is not included in the
times reported, is negligible.

Next, we use the additional information on C to obtain stronger RLT formulations. Our
experiments are reported in Table 4, for the scalarization sets Cpase and Corg. We observe that
the RLT-based strengthening using only the unit simplex information (15b)—(15d), reported
in the column titled Base Simplex, is not very effective. Recall (Remark 2.1) that when there
exists an index j € [d] such that M j =max{c; : ¢ € C} < 1, the constraints (14c)—(14d)
are not redundant for (MIP — Special). In fact, for the HSBA instances, including these
inequalities in (MIP — Special) leads to a significant reduction in the computational time as
reported in the second column of Table 4. It is surprising to observe that (MIP — Special)
could solve some instances in very short CPU time, while it reaches the time limit when
(14c)—(14d) are dropped.

When we have the extreme points of C, we can easily obtain the upper and lower bounds
on the components of ¢. For Co.q including the ordered preference constraints ¢; > ¢j41,
we obtain the corresponding inequalities obtained by using the RLT (see Proposition 2.5):

Yij = Yij+1, Yi€ln], jeld—1], (36)
Yij = Yij+1 <¢j—cjy1, Vie(n], jeld—1] 37

In addition, for this case, M = (1,1/2,1/3,1/4) and L¢ = (1/4, 0, 0, 0). In our computa-
tional experiments reported in Table 4, we use the RLT strengthening of the upper bounding
inequalities and the ordered preference constraints defining Cpage.

Table 4 demonstrates that the most effective solution method for cut generation under
equal probabilities is to use the formulation (MIP — Special) with all enhancements: fixing,
bounding, ordering inequalities on f, and the RLT-based strengthening using the additional
inequalities defining C.

6 Conclusions
In this paper, we study risk-averse models for multicriteria optimization problems under

uncertainty. First, we introduce a model that optimizes the worst-case multivariate CVaR, and
develop a finitely convergent delayed cut generation algorithm for finite probability spaces.

@ Springer



259-294

Ann Oper Res (2017) 259

288

TLT'Y8 S's1 €0 Ty 91T 9Ivl 8vL  [¥011¥01T1, 9'1Tr [zosl, 906 [€0S]ly SIvy le16]l, 000
LS8'0€ 6'S1 €0 §Te Tl (X34 ey [eL18°0z6, L'81 9€8 L 0TI OLIE  S98L (8281,  000€
S¥61°TT 8°Cl 90 Lyl 0c 06T €YIL sl 626, ovL9  losleeey  L'LT 901 81¢€6 [sesly  oost
$'969°TI 671 00 09 10 01T L06L (T2 906, €1 ger Tl 89S  6'8SL [Teclog6y,  000T
S'0T9L L'ST 00 L't 0t 08 9°€8S1 l6'11 €06, S0 €01 1Tl €8C  S'IEST [szLly  oost
656T 0°S1 10 [ 0 ST 7189 6691 00 8¢ €T 6L 8TEVE lestl vz, 0001
818 91 00 0 00 0 43 [ 00 80 00 0T  9¥ELE leslzo6, 00
(5 0081 =1mwif dwiiy) 600 = © pue adojkjod aseq
096 4 10 LS €0 €01 9'8Y81 [cv] 806, 00 vLE  TTU €orlL STE8 [rsril,  ooos
$'8061 a4 00 L0 00 Tt ¥'LYT 6'LS 00 8Tl 00 SST 6'TS0T [sL8],  000€
S'8911 €r 00 L0 00 [ T8 I's 00 ol 00 L'L  L'yETT 962l Tvo1,  00ST
StL Sy 00 70 0 €1 201 €81 00 L 00 89 oscee  [L81lsTre,  000T
€s¢ 9¢ 00 0 €0 90 [0 Tl 10 ¥e  TO 9€  9'TEsT 991 126,  00ST
(s 0081 =Mt dwiy) [0 = © pue odoif[od aseg
sopoN  [D0¥] sOpoN  [D0¥] SOPON [D0¥d]  sepoN [DO¥dl  sepoN  [DO¥]  sepoN [D0u]
a®%d  Pwi d®%d  QwiL a%d sy, a%d dwi  g®d awty, axd sy,
.TOEH WpIORIRA .UDEH “I_DpIO pue g g .Uuﬂi “IDpIO pue g g
‘bauy "p10
“boug (%) "Tep LT 10 g1 “baug
19pI0 Kreurg pue gn ‘bour gn [eroads ‘PIO I'TY 10 g1 ‘bouy eroads
Jjo# Sumureway pue aseg pue aseg aseq pue g pue aseq g0 pue aseqg aseq

saniiqeqoxd renba 1opun (YeAD — udnHIND) 1oy ampasoid [Ty 2yl jo 2duewtograd euonendwo) § Iqe],

i
[
50
=)
g
o
)
Sl



289

259-294

Ann Oper Res (2017) 259

¢z uonisodoig 99s—oarmonns aoudrejord parapIo YIm sedueIsul oy 10y AJuo pasn (£¢)—(9¢) :'baut "p10 I T (SE)—($¢) :sonienbour g1

“(pp1)-(o¢1) :senipenbour gn

spaipuny ut pariodor oxe SOPON g7pd  “UONN[OS S[QISEAJ JOTIUT YIIM W[ OWI], |

0°86€T 89 9'¢cT’ol  [0S] €081y 6T61°01  [0S] 6261, seiv'er leosly oove  losloc8ry  Svvel  [0SITh81,  6'S€€6 [zosl ;000
$'6681 0L  vYLEYT  [0S] 08T v'€0SL  [0S1 16T 8'¢ss'1e  [sosl,  8'€901 [0Sl se8T,  0T9sT  [0S]TE8T, L'SE0‘¥I [vsly  00ST
ST6ll TL 6'SLSE ¥'S6€ $'2709¢C TlLe T6TL'ST  1'se0l  sev9e [S8vl o8y  6'szee  lov] €481, ¥'s€6°01 [S'6vlTesly  000T
S'L89 TL 8'1CS STy 9 v9€ 65091 0€6  $L89¢ [6L€1T08Ty  €98Ly [6°St] €8T, 0°00L 9T [9'6v];  00ST
0vIE 9L 619 8¢ 1oL Ly 0612 8L SorL YT vLIOY 8666 $'897°1C  [0S16081, 0001
(s 009¢ =1wI[ dWIL) [0 = © puk 2ouaIjaId parpi0
SOPON [D0o¥] SOPON [D0d] SOPON  [DO¥]  S9poN [D0¥]  sepoN [D0¥]  sopoN [D0¥]
a»xd sw], a»d o], gayd  owilL  g®d owll  g®d swiy, a»d sw],
‘bouy 10p10w g9 ‘bouy “10p10 pUER g9 ‘bouy “10p1Q puE g9
‘bauy 'p10
“baur (%) “TeA ITd0 91 “boug
19pI0 Areurg pue gn ‘bour gn eroads ‘PIO I'TY 10 g1 ‘boug [eroads
Jo# Sururewoy pue aseq pue aseq aseqg pue g pue aseq g0 pue aseg aseqg u

panunuod

¥ 9lqBL

pringer

Qs



290 Ann Oper Res (2017) 259:259-294

In addition, for the cut generation problem, which is in general a mixed-integer program, we
give a stronger formulation for the equiprobable case using the reformulation linearization
technique. Next, we observe that similar polyhedral enhancements are also useful for a related
class of multivariate CVaR-constrained optimization problems that has attracted attention
recently. Our computational study demonstrates the effectiveness of the proposed solution
methods for both classes of models.
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Appendix A: Stochastic dominance

In this section, we review the well-known stochastic dominance relations, which are essential
for the stochastic Pareto optimality definitions presented in Sect. 2.

The stochastic dominance relations are fundamental concepts in comparing random vari-
ables (Mann and Whitney 1947; Lehmann 1955) and have been widely used in economics
and finance (see, e.g., Levy 1992). Different from the approaches based on risk measures, in
a stochastic dominance based approach, the random variables are compared by a point-wise
comparison of some performance functions (constructed from their distribution functions
when the order is greater than zero). We note that the lower order dominance relations
(k = 0,1, and 2) are the most common ones (referred to as ZSD, FSD, and SSD, respec-
tively). We provide the formal definitions below and refer the reader to Miiller and Stoyan
(2002) and Shaked and Shanthikumar (1994) for further details.

e We say that a random variable X dominates another random variable Y in the zeroth
order if X > Y everywhere, i.e., X (w) > Y(w) forall w € 2.

e An integrable random variable X dominates another integrable Y in the first order (or X
is stochastically larger than Y) if F|(X,n) :=P(X <n) < F1(Y,n) := P(Y < n) for
all n € R.

e For k > 2 we say that a k-integrable random variable X (i.e., € E") dominates another
k-integrable random variable Y in the kth order if Fi.(X,n) < Fx(Y,n) for all n € R,
where Fy(X,n) = (" Fr_1(X, 1) dt forall n € R.

e For k = 0, if X(w) > Y(w) for all w € £2, we will refer to the relation as “strong
ZSD” and denote it by X > () Y. For k > 1, if all the inequalities Fi (X, n) < Fi(Y, n)
are strict, then we refer to the relation as “strong kSD” and denote it by X >) Y. We
remark that the notion of “strong kSD” is not analogous to the notion of strict k<SD, which
requires that at least one of the inequalities defining the dominance relation is strict.

Appendix B: A class of facets of conv(S)

Recall that

S :={(y,c,ﬁ,n,w) e IR’}er X ]R‘j_ x {0, 1" x R x R} | y =Bc’, Z cj=1,
Jjeld]

Y Bi=keyzn-—w, Vie [m]}-

ie[n]
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Before we study the facets of conv(S), we first need to establish its dimension.
Proposition B.1 Conv(S) is a polyhedron with dimension n +d +m — 1.

Proof Note that conv(S) is a polyhedron, because 8 € {0, 1}". Next, we show that the

dimension of conv(S) is n +d + m — 1. Clearly, in the original constraints defining S, there

are two linearly independent equalities: ;41 ¢j = 1, 3_;cp) Bi = k. In addition, there are

nd equalities: y;; = c;f;,foralli € [n]and j € [d]. Hence, dim(conv(S)) < n+m+d —1.
Consider the following set of points:

(uvelT,el,uv,O, 0) Vv e [nl,
(ule;r,ej,ul,o, 0) vV j e [d\{1),
(uler,el,ul,O,ez) V1e[m],

(lllelT, e, up, —1, 0) ,

where u,, for all v € [n] are any affinely independent vectors with k elements equal to 1
and the remaining elements equal to 0. These vectors exist because the dimension of the
following system:

Belo.ny, Y pi=k (38)

ie[n]

is n — 1. Clearly, this set of points is feasible and affinely independent. In addition, the
cardinality of this set is n +m +d. Hence, dim(conv(S)) > n+m +d — 1, which completes
the proof.

Proposition B.2 Foranyi € [n], s € [m], and t € [m]\{s}, inequality (25) is facet-defining
for conv(S) if and only if s € [m],t € [m]\{s} are such that ys; < y;; and ys; > y; for
some i, j € [d].

Proof To show the necessity, we first note that if there exists a pair s € [m], t € [m]\{s}
such that ys; > y;; or y;; < y;; forall j € [d], in other words, when the realizations under
a scenario are dominated by the realizations under another scenario, then the corresponding
inequality (25) is dominated. To see this, suppose that y;; < y;; for all j € [d] for some
pair Vs € [m],V t € [m]\{s}. Then the corresponding inequality (25) is dominated by
the original inequality cTys > n — wy, because the coefficients of y;; are y,; — ys;j = 0,
and y;j, w; > 0. Now consider the case that y;; > y;; for all j € [d] for some pair
Vs € [m],Yt € [m]\{s}. Then the corresponding inequality (25) is dominated by the
original inequality ¢y, > n — w;. To see this, observe that we can rewrite inequality (25)
for this choice of s and 7 as, ¢ 'y, + qudj(ysj —wij)ej —vij) = n —w; — wy. Itis now
easy to see that the inequality is dominated, because ys; — y;; > 0, ¢; > v;; and wy > 0.

To show sufficiency, we need to show that for any giveni € [n],s € [m],and ¢ € [m]\{s},
there are n + m + d — 1 affinely independent points that satisfy (25) at equality. From
the necessity condition, we only need to consider the cases for which there exists an index
J1 € [d], such that y,;, < yj,, and there exists an index j, € [d], such that ys;, > y;j,. In
order to simplify the notation, and without loss of generality, throughout the rest of the proof,
we let ji = 1, and jo = 2, or equivalently, ys1 < y;1, and ys2 > y2.

First, we construct a set of points:

PT) = (w8, & u, 0l 8}). Vo enl, (39)
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where if u,; = 0, then €, = e and ,oj = y,1, else if uy; = 1, then €, = e; and p,ﬁ = y;. In
addition, &}, = £}, = 0, and &), = max{M,, M,} for all v € [n] and [ € [m]\{s, 1}. Clearly,
the set of points defined in (39) are affinely independent feasible points, and satisfy (25) at
equality. Next, we construct a set of points:

P12 = (ije]. e i, 03, £2). Vj e ld\{1,2}, (40)

where u; is any feasible point of (38) with #1j; = 0 if y;; < y;;, and i;; = 1 otherwise
(ie., if yg; > y;), for all j € [d]\{l,2}. In addition, ,ojz. = min{yy;, y;;}, for all j €
[d1\{1, 2}. Furthermore, g}s = 512, =0, and g} = max{M,, M,} for all j € [d]\{l, 2} and
I € [m]\{s, t}. It is easy to see that the set of points defined in (40) are feasible, affinely
independent from (39), and satisfy (25) at equality.

Furthermore, we construct the following set of points:

PTS = (dref,er,p, v, ) (41a)
P = (Woe], &, 0, vi2. &7 ) (41b)
PT} = PT; +(0,0,0,0,e), Vielml\s, 1}, (41c)

where u; is any feasible point of (38) with u1; = 0, and u; is any feasible point of (38) with
iiy; = 1. Inaddition, &3 = y,1 — ys1, &) = 0, and &3 = max{M,, M,} foralll € [m]\{s, 1}.
Similarly, £} = 0, &3 = ys» — v, and &3 = max{M,, M,} for all [ € [m]\{s, t}. Clearly,
the set of points defined by (41) are affinely independent feasible points which satisfy (25)
at equality.

Finally, we construct the single point:

PT = (ulc*T, ¢ u, ", ;:4) , 42)
where ¢* = (¢, ¢3,0,...,0), and the parameters (c}, c5, n*) are uniquely defined by the
following linear system:

g+ =1

yslcik + Ys2C§ ="
)’tICT + y:zCZ‘ =",
Vs2—Yi2 % __
e hnn 2 = 1
£} =& =0, and &' = max{M,, M,}, forall I € [m]\{s, t}.
Clearly, PT# is affinely independent from the points defined by (39), since the following
matrix:

or equivalently, ¢ = —cf,and 0 < ¢}, ¢ < 1. In addition,

10 Vsl
01 V2 ) (43)
1= yact + 06

has full rank (due to y;» < ys2).Inaddition, itis easy to check that (42) is affinely independent
from the points defined by (40) and (41). Furthermore, it is also a feasible point which satisfies
(25) at equality.

From (39)—(42), we obtain n + m + d — 1 affinely independent feasible points which
satisfy (25) at equality. Hence, inequalities (25) are facet defining. O
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