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Abstract This paper contributes to the process of eliciting additive model scale constants in
order to support choice problems, thereby reducing the effort a decision maker (DM) needs
to make since partial information with regard to DM preferences can be used. Procedures
related to eliciting weights without a tradeoff interpretation of weights are justified based on
assumptions that DM is not able to specify fixed weight values or if DM is able to do so, this
would not be reliable information. As long as partial information is provided, the flexible
elicitation procedure performs dominance tests based on a linear programming problem
to explore the DM’s preferences as a vector space which is built using the DM’s partial
information. To provide evidence of the satisfactory performance of the flexible elicitation
procedure, an empirical test is presented with results that indicate that this procedure requires
less effort from DMs.

Keywords Flexible elicitation - Partial information - MAVT - Tradeoff - FITradeoff -
Additive model

1 Introduction

In multicriteria decision problems, the inter-criteria evaluating parameter is usually called
weights. This is one of the fundamental modeling issues widely discussed in the literature.
The additive model is widely used in the literature (Palha et al. 2016; Pergher and de Almeida
2017), and in such kind of models using weights means using scale constant or tradeoffs,
and declaring which committed relationship the decision maker (DM) is willing to establish
between two criteria. In other methods, weights may be about the relative importance among
the criteria.
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The literature discusses why eliciting parameter is a complex task (Péyhonen and Haméldi-
nen 2001; Bottomley and Doyle 2001; Sarabando and Dias 2010) and states that it makes
strong cognitive demands on the DM (Barron and Barrett 1996; Larichev 1992).

Usually the method for eliciting weights requires a level of precision that, in many cases,
the DM is not able to provide. To determine the weight of criteria accurately using specific
procedures is a task subject to errors caused by the DM having an uncertainty preference
or lack of understanding of the procedure (Borcheding et al. 1991; Jimenez et al. 2003;
Poyhonen and Hidmildinen 2001; Jia et al. 1998; Walley 1991; Ben Amor et al. 2016).

This paper focuses on the tradeoff method to elicit weights which is considered in the
literature as having the strongest theoretical foundation (Weber and Borcherding 1993).
However, the use of this method is complex and requires considerable cognitive effort from
the DM.

In this context, a new procedure is presented for the flexible elicitation of weights when
an additive model is used, this procedure being an alternative to minimize the effort required
from the DM on eliciting scale constants in an additive model. Distinctly from the classic
tradeoff method for elicitation, the flexible elicitation procedure proposed is based on the
DM’s preference relation judgments on different consequences.

First of all, this paper discusses previous studies that have contributed to this research and
different studies that have addressed similar problems in order to highlight the differences
amongst these and the contribution of this work. Then, the elicitation procedure described by
de Almeida et al. (2016) is formally presented as are its assumptions, propositions and prop-
erties. Finally, the results are given from empirical tests conducted to validate the procedure
presented by de Almeida et al. (2016), recently applied in Gusmao and Medeiros (2016).

2 Related methodologies

The literature contains many studies that seek to reduce the effort required from a DM to
provide multicriteria model parameters such as weights, specifically. It is noteworthy that
weights can be specified in many different ways and with different precision levels (Puerto
et al. 2000).

In the context of multi-attribute utility theory, dominance and potential optimality are fre-
quently explored with a view to reducing the level of accuracy in the information required from
a DM. Hazen (1986) explored additive models with unknown weights through dominance
and potential optimality relations. The literature points out that to obtain precise weights is
such a difficult task (Kirkwood and Sarin 1985; Barron and Barrett 1996; Bottomley et al.
2000) that a natural way to deal with this matter is to relax some assumptions and instead of
determining weight values, to work with approaches based on weight intervals (Puerto et al.
2000).

Riabacke et al. (2012) argue that, in the literature, there have been a number of methods
suggested for assessing criteria weights and that the numbers elicited can be heavily dependent
on the assessment method. They divide the most prominent weight elicitation methods into
two groups: (1) ratio weight procedures that include direct rating (DR) (Bottomley et al.
2000), SMART (Edwards 1977), SWING (Winterfeldt and Edwards 1986) and the tradeoff
method (Keeney and Raiffa 1976); (2) imprecise weight elicitation that includes the ROC
method in the SMARTER method (Edwards and Barron 1994), the AHP method (Saaty
1980), Interval methods (Walley 1991; Danielson and Ekenberg 2007), an example of an
interval-based method is the SMART/SWINGinterval proposed by Mustajoki (2005).
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The flexible elicitation procedure presented in this paper is based on the tradeoff approach.
In the classical tradeoff elicitation model (Keeney and Raiffa 1976), a consequence C has the
result x; for criterion 7, and the worst result for all other criteria w;. The DM is asked to report
results for which x; would make the consequences C and another consequence A indifferent,
and so on. By considering all criteria 7, the scale constants are defined. This procedure can use
results around x;, assuming that scale constants are ordered, ask; > ky > --- > k;, ... > k.

In this article, xi’ will be used to represent the value that establishes the indifference relation

D . / J . /
between C and A. For a criterion i, assuming that x; > xl.l > x; , then using the result x;

for a consequence related to criterion i would be preferable to the result in and the result
xl.l would be preferable to the result x;/. What makes this approach distinct from the classic

elicitation model is that the flexible elicitation procedure proposed seeks to obtain x; and x;/,
based on the DM’s preference relation judgments.

Many approaches were developed to introduce the use of imprecise information about
weights in multi-criteria decision making, usually by exploring dominance relations and
optimality aspects. With regard to the use of imprecise or partial information, these methods
can be grouped as: (a) Interval weights (Steuer 1976; Park 2004; Mustajoki 2005; Li et al.
2012); (b) Partial/Incomplete information on weights (Barron 1992; Salo and Himélédinen
2001; Marmol et al. 2002; Salo and Punkka 2005; Punkka and Salo 2013); and (c¢) unknown
weights (Hazen 1986; Lotfi et al. 1992).

Steuer (1976) put forward a novel analysis regarding interval weight with the purpose
of evaluatingthe weights space vector in multiple objective linear programming problems
and considered interval weights. This study discussed two techniques for finding the optimal
solution for a multiple objective linear programming (MOLP) problem: the weighted-sum
technique and the vector-maximum method. The author proposes to solve the family of
weighted-sum problems for all maximizing extreme points (the subset of the set of all efficient
extreme points that correspond to the interval weights). The author claims that in this way
the DM can incorporate any uncertainties he has about his/her criterion weight judgment.

In multi-attribute value theory (MAVT), Park (2004) argues that many indifference judg-
ments are required from the DM in order to obtain weights and the value function. The author
discusses the extent to which the relaxation of such precise judgment is a way to reduce the
gap between theoretical research and practical needs.

Li et al. (2012) point out that in multi-attribute problems it is never easy to obtain exact
values for the attribute weights. The DM is only willing or able to provide incomplete
information, such as an interval value. In this situation, the computation of this information
always leads to linear optimization problems or binary relation methods based on pair wise
dominance between any two alternatives. The authors comment that many studies focus on
the concepts of dominance and potential optimality and that one class of methods always
needs to deal with many linear or nonlinear optimization problems. According to these
authors, to confirm the dominance relation between any two alternatives and to obtain the
nondominated alternatives is usually an easy task. On the other hand, attempts to determine
the best alternative or rank alternatives satisfactorily usually fail (Li et al. 2012).

Salo and Hamildinen (1992) presented the PAIRS method, based on interval judgments
to elicit a weights interval from a DM. They later developed the PRIME method (Salo and
Hiamildinen 2001), thereby extending the results they had obtained in their earlier paper.
They claim that all preference statements should be modeled as linear constraints based on
preference statements that can make a holistic comparison between real and/or theoretical
alternatives through ordinal strength statements or evaluations based on ratio relations.
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Since then Salo and Punkka (2005) have proposed another method (rank inclusion in
criteria hierarchies—RICH) in which the DM(s) can provide incomplete rank-ordering infor-
mation about the relative importance of attributes for hierarchical weighting models. This
method also explores dominance relations and decision rules in order to provide recommen-
dations for decision problems.

Another model that does not require exact estimations of attribute weights and values is
presented in Eum et al. (2001). In this model information on the decision parameters is only
assumed to be in the form of arbitrary linear inequalities which represent constraints in the
model. The authors considered two criteria, dominance and potential optimality, to check
whether or not what alternatives are outperformed for a fixed feasible region denoted by the
constraints.

Mustajoki (2005) studied the use of weight intervals in the simple multi-attribute rat-
ing technique (SMART) and SWING weighting methods and presented interesting results
regarding the practical implications of applying an interval approach in these methods.

Mustajoki (2012) also addressed problems based on the hierarchical model structure and
considered the effects of imprecise information for such problems by simulating various
weighting schemes to identify dominated alternatives. Mustajoki (2012) discussed these
findings with regard to the weighting process and suggested that it is more difficult to identify
dominances in a hierarchical model than in a non-hierarchical one. However, the cognitive
benefits to the DM from this approach could overcome its disadvantage.

More recently, Punkka and Salo (2013) developed a model using incomplete ordinal
information about both the value of alternatives and the relative importance of the attributes.

Published papers on procedures for eliciting weights point out that this is still a relevant
topic in the literature on multi-attribute decision making (Li et al. 2012; Mustajoki 2012;
Punkka and Salo 2013) and use different approaches. For instance, Chen (2014a) addresses
diversiform preference types, representing the decision maker’s various forms of preference
structures and assesses the criteria weights using incomplete information by the concept of
using the likelihood of fuzzy preference relation to compare weights of the interval-valued
intuitionistic fuzzy (IVIF) number type. In Chen (2014b) the prioritization between the criteria
is modeled by assessing their [VIFs. Fuzzy Approach has been used when decision maker
has difficulties in expressing their preferences (Campos et al. 2015; Parreiras et al. 2012,
2010).

Thus, similarly to previous studies in the literature, the flexible elicitation procedure
proposed in this paper also seeks to reduce the level of accuracy in the information required
from a DM by using concepts of dominance and dominance tests to reduce the amount of
information required from the DM by providing a procedure that enables scale constant
properties to be incorporated as in the traditional tradeoff method, which differentiates this
approach from others in the literature.

Unlike other studies that introduce imprecise or partial information on the elicitation of
weights, the procedure described by de Almeida et al. (2016) reduces the information required
from a DM by using his/her judgment over consequences as preference relations, which are
explored by dominance tests through a linear programming problem. This is presented in
Sect. 3.

3 Flexible and interactive tradeoff elicitation procedure (FITradeoff)

In the flexible elicitation procedure presented it is assumed that:
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I. DM is not able to specify xl.l or
II. That DM’s indifference statement on xl.l may not be reliable information

III. The information provided from preference statements on x; > xi’ > x;/ are more reliable
than indifference statements from assumption II.

If assumptions (I or II) and III are verified then the proposed procedure may be considered
as a method for choice problems based on a multi-attribute additive value function.

3.1 Procedure and assumptions

Thus, let A be the set of alternatives, represented by A = {Xl, Xoyoo s Xjo oo, X }, and
let X ; be the consequence vector of alternative j, such as X; = (x1j, X2, ..., Xijj, . . ., Xpj)s
x;j representing the result of each attribute i from the  attributes. To simplify X ; also will
represent the alternative j.

For each of the n attributes there is a value function v; (x;;) for the evaluation of the
result x;; in the attribute i for the alternative j, such that x;; a component of X j € A, where
v; (x,- j) —, {0, 1}. To simplify notation throughout the text, v; (x;;) will also be represented
by yij.-

Regarding the scale constants, let K = {ki,k2,...,k;, ..., k,}, where k; € {0, 1},
> ki = 1and K € ¢, where ¢ represents the vector space for all admitted scale constants
based on the partial information elicited from the DM about his/her preferences.

Thus, the multi attribute value function for a DM shall be written as #(X;, K) =
S kivi(xij), where 9 (X;, K) — {0,1}, with D (®) = {X;, K|X; € Aand K € ¢},
which shall be a function of the set of alternatives and the scale constant vector space.

Within this structure, scale constants values are explored as per (1):

Yioki =1

P — 1P _ P
ki'yy =ky <ki'y,

KP:[kf,kf,...,kf,...,kf],where o )
ki v =k =k

r P P
kn—lyn—l Skn Skn—lyn—l

Considering the additive model given by ¢ (X, K), which is a global value function and

X;j = (x1j,x2j,...,Xij,--.,Xnj) asaconsequence vector that considers  criteria associated
with an alternative in the multi criteria decision problem. Let X 4 be a consequence vector such
that X4 = (b1a, w24, w34, ..., Wya) Where b4 is the best consequence for the criterion

i =1and wis(i = 2,...,n) is the worse consequence for the other i criterion, i 7# 1.

Assuming that v; (b;;) = 1 and v; (w;;) = 0, Vi = 1,2,...,n; it is easy to see that
4 (XA, KP) = k{jvl (b1a) = klp. Similarly, let Xp be a consequence vector such that
Xp = (wip. bap, w3p, ..., wyp). Therefore & (X5, K7') = k¥'vy (b2p) = k. So if DM
prefers consequence Xp to X4 (XpPXy4), then 9 (XB, KP) > (XA, KP) = kf > k{D.

Let X¢ be the consequence vector X¢ = (wic, wac, bac, ..., wyc) such that the
DM is indifferent between consequence X4 and X¢(X41Xc). Therefore 9 (X4, K¥) =
O (Xe, KP) = kf = kfvs (b3c) = k1.
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If there is a scale constant rank such as k¥’ > k¥ > ... > kP, ... > kP, and there are y;
and ylf/ such that y/2 > y21 > y/z/, then there is aX » = (wyc, xéc,, w3c’, ..., Wyer) sSuch that
(Xc’ P X ), and similarly there is a X = (wycr, x;C,,, W37, ...y Wyer) that (X 4 PXC//).

For the new flexible procedure suppose that vy (b2j) > w2 (x/z j) > v (x21j) >
va () > w2 (w2)). as vikij) = 1 and vi(wy) = 0. I follows that 1 > v () >
v (lej) > vy (x;j> > 0.

Thus let the vectors of consequence be X4 = (w14, woa,b34,...,Wy4a), Xp =

/ " ’ "
(wle x2Bv w3B7 cee wnB)a XC - (w]Cs xzca w3Ca ey wl‘lc) SO HxQB’ x2C|XBPXA SO

9 (Xp, K") > 0 (Xa, K") and XsaPXc so 9 (Xa, K”) > & (Xc. KT), and further
Ixh =x) =x) |XpIXsand Xs IXc so O (X4, KP) =0 (X5, KP) =0 (Xc. KP) = kL.
Hence ¢ (X s, KF ) = k; v (x/z) > kf v (x2’) = k; . Without loss of generality the relation

amongst y;, y;/, yi’ and kf:_l is proved.

In the flexible elicitation procedure for each alternative X ;, with j = /,...,m,3 a conse-
quence vector X j = {x1;, X2/, ..., Xij, ..., Xnj }, and with the values of ylfjs and y;S a linear
programming problem (LPP) can be used to test alternative X ; regarding its dominance rela-
tions with the m-1 alternatives of the set of alternatives, based on the elicited information
elicited about K . If the problem stated in (2) has at least one solution, then 3K € goSP that
enables X ; as a non dominated alternative. If the LPP from (2) has no feasible solution, then
it means that A K € @ that enables X; as a non dominated alternative. Thus X ; shall be
considered a dominated alternative from iteration s.

Therefore the dominance test proposed is defined by the LPP stated below in (2):

max:l?(Xj,KP)

Ss.t.
9 (X, KP) =0 (X, KP), Vo # jiz=1,2,....m
kP (x;) = kF, Vi=1,...n—1
kP (x)) = kF, Vi=1,..,n—1 @
Yiciki=1
kP >0, Vi

Assuming that the DM may not feel comfortable about specifying a xl.lj it shall be a premise
that it would be much easier for a DM to deal with a flexible elicitation protocol, which asks
for less information to build the tradeoff preference relation.

Although this may represent less information to be evaluated in an ex post perspective,
there are no fixed values for the marginal rate of substitution of the attribute. However, this
allows the DM to fulfill the aim of a choice problem by evaluating preferences through a
vector space, which evaluates all possibilities for k; using a robust procedure. According to
de Almeida (2006), choice problems are frequently faced in literature when considering any
activity outsourcing, which has been a topic of interest of many recent works in the literature.

Thus this vector space that represents the DM’s preferences shall be represented as ¢
¢, which is the set of scaling constants admitted by DM after s iterations of the flexible
elicitation procedure. All during flexible elicitation ¢/ is reduced ass increases until sufficient
information is acquired to find a solution from the set of alternatives. This means that the
DM can answer with values that carry less uncertainties or hesitation.
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Throughout the flexible elicitation procedure the DM will be questioned in order to build
goSP , defined as the DM preferential vector space of scale constants. Thus, all alternatives
shall be evaluated in terms of any K© € (pSP , which is a scale constant vector within DM
preferences.

Considering for instance that the scale constant (kf’ > kf > e > kiP S > k,f ) is
already one part of the traditional tradeoff procedure approach, thus the flexible elicitation
procedure can be a replacement for the tradeoff traditional elicitation steps of a tradeoff after
ordering the scale constants, which means that all comparisons with the proposed procedure
shall be done with its equivalent steps.

In a convergence perspective, the proposed flexible procedure considers the reduction in
a weights vector space reduction depending on how much information each specific problem
requires from the DM to point to the chosen alternative according to the DM’s preference
over the set of criteria. Thus, the algorithm for the method starts with an initial vector space
(,06D with n dimensions (criteria) where the index O states that this is the space before the first
iteration of the flexible elicitation procedure. In other words, after the ranking of the scale
constants is obtained and w(f is defined as per (3):

, n
of =K eRUl =k =2kl =2kl ad YT kP =1) )

Throughout the elicitation procedure, the hyperplane defined by wg is reduced initially to
golp which is the weight vector space after the first flexible elicitation iteration, defined as per
“:

of = {KP e RMpf ¢ (pé) and kiPy;,I < kip+1 < kl-PyEI for all i} “)

where y£ il and y;/l are the single attribute values of the respective result x; il and x;/jl obtained
in the flexible elicitation process regarding criterion i for alternative j in the iteration /. After
new constraints were added to the initial weight vector space after the elicitation iteration
then (pIP - go(f . Thus after s iterations, the vector space of the n dimension weights becomes
(pSP defined as per (5):

oF = |KP e Rl C of  and kly] <kl < kEyi, for alli} )

The weight vector space shall be reduced until convergence in iteration », which is after the
last iteration that enables the chosen alternative with the weight vector space ¢/ to be pointed
out as presented in (6):

of = K" e 0] oy and kP v, < Ky <Ky, foralli] 6)

The weight vector space is reduced in each iteration by cutting off a portion of (pOP using for the

first iteration the hyper plane o = {Y S E)‘i*”lkip ylfll < kip 1 = kl.P y;I foralli ] therefore

(p,P c---C </JSP C - C (plp - (pé) which means that the weight vector space is updated
with partial information and reduced by each iteration of flexible elicitation.
" ’ . .. .
Then as long as kilD Vijs = kip = kiP Vijs 18 true, then the condition of (7) is also true:
P 4 P " P " p P !
kivijr = = ki Vijs =0 Sk g S ki = ki Y =
P/ P/ .
<ki yijs < =k yjjforalli @)

P P pP.) P : :
Thus, as s — r, k; Vijs = ki, and k;"y; is ki, this assures the convergence of this

flexible elicitation procedure to achieve the DM’s preferential weights through requiring
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minimum partial information requirements and respecting additive tradeoff assumptions.
This result is similar to the convergence of cutting plane algorithms such as those found in
Dabbene et al. (2010) and Franc and Sonnenburg (2009).

3.2 Dominance and optimality analysis

The sets defined by (1), (3), (4), (5) and (6) are convex sets, therefore, the solution of LPP
given by (2) depends on the dominance relation as presented below.

Definition Let the set of alternatives be A with (X, K Py = Zl'-’:l kiP v; (x;;) and gaf the
weight space given by (5).

1. X9 € Aisan optimal alternative in A, if X¢* is an unique solution of LPP given by (2),
VKP € oF Tt follows that 9 (X9*, K?) > 9 (X;, KP),VX; € A. X% is a optimal
alternative.

2. X9~ e Aisadominated alternative in A, if X4~ isa non-potentially optimal alternative,
VKP e (pSP. It follows that v (Xd_, KP) <9 (Xj, KP), forany X; € A.

3. X" ¢ A is a non-dominated alternative in A, if X" is a potentially optimal alternative,
if3 KP e goSP such that ¢ (X"d, KP) >0 (Xj, KP),foranij € A.

Proposition 1 (Optimal alternative) If X is an optimal alternative in A,¥ K* € ¢F, the
LPP given by (2) has solution only for the alternative X .

Proof Let X4t be an optimal alternative in A and X; € A any other alternative. Given
K. K € @l there are two different weight vectors as possible solutions for the LPP given
by (2), for X4+ and X j respectively. O

From the definition of the dominance relation definition for X4+, VK? ¢ <psP including
K'and K", the condition in (8) should hold.

S K (x) = 3 K i, v X € A ®)

Thus, if the condition in (8) is true, (9) and (10) are also true.
Z;;l k;vi (xf”) > ZLI k;v,-(x,-j), VX;e€A. )
er',:l k;,v,- (xf”) > Z:;l k;,vi(x,'j), VX;eA. (10)

By the LPP first constraint in (2), if there is a feasible solution for X d+ and X j with respec-

tively weight vectors K "K' e @F, this means that the condition presented in (11) would
be valid. If (11) condition is valid, it violates the dominance relation definition for X d+ ag
stated in (8).

S ki () > Y K (x). VX € AL (in

Thus, if there is an optimal alternative in A, then the LPP presented in (2) has a solution only
for X9+,

Proposition 2 (Dominated alternative) If X4~ is a dominated alternative in A, then¥ K ¥ €
(pSP 3 solution for the LPP given by (2) associated with¥ X9~ € A.

Proof Let X9~ be an alternative dominated in A, and X j € A any other alternative. Suppose
that K € <pSP is a weight vector solution for the LPP given by (2) for X9~. O
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By establishing a dominance relation of X d= yKP ¢ gpf , the condition presented in (12)
should hold. . )
Zi:lkipvi (x;’*) < Zi:l kP vi(xij),VXj e A (12)

If (12) holds, this also holds for K " Thus if for the LPP presented in (2) there is a solution
for X9, then the LPP first constraint can not be violated, and the condition stated in (13)
should hold.

"ok (x37) > Y kv (), VX € A (13)
i=1 i=1

However, if the condition stated in (13) holds, this violates the dominance relationship of
X4~ thus K e @[ cannot be a solution for the LPP given by (2) associated with X =,

Proposition 3 (Non-dominated alternative) If X" is a non-dominated alternative in A, then
Ik? e (psP which is a solution for the LPP given by (2) associated with X"? € A.

Proof Let X" be a non-dominated alternative in A and X ; € A any other alternative. Given
K. K € @l there are two different vectors as possible solutions for the LPP given by (7),
respectively for X"? and X -

From the first constraint of the LPP given by (2), the conditions stated in (14) and (15)
are valid, thus 3K ” € ¢! such that 9 (X"?, K*) > 9 (X;, K"), VX, € A and the LPP

given by (2) has a feasible solution witha K” € ¢?. o
n ! n ,

Ziz] k;vi (x;m) > Zi:l kivi(xi)), VX € A. (14)
n " n ”

Yo kivi) > Y kw3 € AL (15)

3.3 Preferential properties

Regarding the preference properties, we considered the traditional preference structure of
the additive based model, such that preferences are complete in the intra criterion evaluation
(total order), which means that the DM is able to evaluate and rank outcome x;; over attribute
i and also that the preferences are transitive and monotonic.

Given the dominance definitions used for this flexible elicitation process, defined in
Sect. 3.2, the results provided are consistent with the preferential properties. Based on the
dominance definitions presented, the preference relations that may be considered are P, I and
H, respectively preference, indifference and non-defined.

The inability to establish a preferential definition amongst alternatives (non-defined) may
be a temporary condition while the DM is formalizing and providing his/her preferential
information. For as long as the elicitation process gathers more preferential information the
arguments for non-defined amongst a set of alternatives may disappear to favor a preference
or indifference statement. Thus non-defined in this text shall be distinct as the situation where
there are not sufficient arguments to state whether there is a preference or indifference. From
this point of view, a non-dominated alternative has non-defined preferential to other non-
dominated alternatives, depends on the parameter of the corresponding interaction, resulting
from the imprecision inherent in the limited amount of information acquired.

It is important to emphasize that, throughout the flexible elicitation application, the DM
is also allowed not to provide a preferential statement if he/she does not feel confident in
providing such a statement and such questions are not included as scale constant vector space
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Fig. 1 The set of alternatives
during the procedure

constraints. Thus questions different from those already asked are put to the DM and these
are considered as new constraints on the scale constant vector space.

Thus, X" PX~, X9t px9~ and X" HX"¢. Note that there is no preference relation
amongst X9t and X", since X?T exists if, and only if at the current elicitation stage,
there is only one single non-dominated alternative from A, the set of alternatives. This set

of alternatives A, which represents initially (Agd U Agf), is the union of the set of non-

dominated alternatives and dominated alternatives based only on (pé) , which is the initial scale
constant space vector that considers only the ranking of the scale constants defined in (3).
As the iterations of the flexible elicitation procedure are fulfilled, new pieces of information
are acquired with regard to the DM’s preferences thereby enabling the preference relations
amongst alternatives that could not be compared to be defined.

Thus the evolution of ¢! as s increases is represented by the diagram in Fig. 1. The
process of enabling the preference relations amongst alternatives that could not be compared
to be defined in the sequence of elicitation defines one set of non-dominated and one set
of dominated alternatives for each iteration s, respectively A?d and Aff’, while each set is
updated by dominance checks after the scale constants vector space is updated with partial
preferential information.
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The diagram in Fig. 1 denotes how the flexible elicitation establishes relations amongst
alternatives. Once the set of alternatives A is equal to the union between Agd and Adf, which
represents the first dominance relations that can be established with the information available
on the DM’s preferences. As long as partial information is added in the process, the prefer-
ential relation amongst alternatives may be established until R (A”d ) = 1, which means that
A"d Aler where Ad+ is the unitary set that contains the optimal alternative. However,
if after prov1dmg a number of statements the DM is unable to give reliable statements and
finishes the elicitation process, the results shall be based on the set of non-dominated alter-
natives from the last iteration, which probably shall have a small number of non-dominated
alternatives.

The preferential results that can be obtained from the use of the flexible elicitation pro-
cedure proposed in this paper are defined based on the definition below for Preference,
Indifference, Non-definition, and Monotonicity, which is obtained as a secondary result after
A% is found.

Proposition 4 (Preference) If there are alternatives X o, Xp, Xc such that X4, Xp € A?d
,and Xc € Aff‘ after the s'" iteration of the flexible elicitation procedure where the current
scale constant space vector is oF. Then XaPXc and XpPXcVK” € oF

Proof Let A~ = {X?~ € AV K P! 3 solution for the LPP given by (2)V X9~ € A}, it
follow that max 9 (X~ K?) < min® (X;, KP)VX; € A, X; # X9~ and K” € ¢F and
A = {x" e Almax 9 (X", KP) >0 (X;, KP)VX; € A, X; # X" and K* € ¢''}.
If Xc € A9 and Xa, Xp € A then ¥ (Xa, K) > 9 (Xc, KP) and 9 (X5, KP) >
¥ (Xe, KP) VK € f  thus XgaPX¢ and XgPXcVK® € of. u]

Proposition 5 (Indifference) Let X4, Xp € A = (Agd UAg_) and K € (pf, with
XalXpif XplXy4 fors (i). If (i) holds, then X1 Xp andXpl X Vs and X4 = Xp.

n n
Proof XalXginsif® (Xa, K*) =9 (Xp, KP)VK" € ¢!, then Z kf yia = Z kP yip
and y;j4 = yip, thus forall v; (x;;) = y,, that v; (x,,) is abl]eCthGVl and Xij aconsequence

on attribute i of alternative X ; € A, if Z ku,A = Z k vigVk € @5 then x;4 = x;p, thus
i=1
Xa=Xpand XoIXp and Xl X4 forall s. ]

Proposition 6 (Non-defined) Let X4, Xp € Ag"’ then XaHXp and XgHX 4. This Non-
defined binary relation is required since the specific values for the additive value model are
not explicitly defined yet. Thus, once more information is provided with regard to the scale
constants and the space of weights updated, such binary relation between X 4, X p may be
established in terms of preference or indifference.

Proof Given X4, Xp € Az,’d and K /, K" e (pf ,and K /, K" are respectively solutions for
the LPP defined by Eq. (7) when X 4, Xp are considered, then ¢ (XA, K/) > 19 (XB, K/)

and (XB, KN) > (XA, K”). Thus as X 4 is not preferable to X g, and X p is not preferable

to X4, since X4 # Xp then X4 and Xp are not indifferent, thus X4 HXp and XpH X4,
same results for X4, Xp € Ag_ and X4 # Xp. ]

Proposition 7 (Monotonicity (Rank Reversal)) Let X4, Xp € A?d and X¢ € A;l_. For a
new alternative Xg € (A’S’d U Af_) now considered, if conditions established for preference
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and non-defined hold, thus XaPXc, XpPXc and XAH X p. X will be related to X 4, Xp
and X ¢ depending only on how X g relates to Ag’d and Af_, hence relations amongst X 4, X p
and X ¢ will remain the same.

Proof Let w; = {min (x,-j) |x;j in X; € (Agd U Ag_)},bi = {max (x,-j) |x;jin X ;

€ (AgdUAgi)} and Xg = {x1g, X2E, ..., XiE, ..., XnE}. O

Given K, K" € ol and K K" are respectively solutions for the LPP defined by Equa-
tion (7) when X 4, X are considered, then (XA, K’) > 1 (XE, K’) and (XE, K”) >

2 (X4, K"), then Xa, Xg € A3, XoPXc and XpPXc.

IfAK? e <pSP such that ¥ (XB, KP) > (XE, KP) then the LPP defined by Eq. (7)
has no solution for X when Xz € (A?? U AY™), then Xz PXp, thus with X5, X¢ €
A= XpHXc. As O (Xp, KP) > 9 (Xc, KP)VKP € ¢F, XcPXp is still not possible
and the previous rank statement is never violated. As long as 3 X € (A’s’d U A? _) then
XpHXc and XcHXp as Xp, Xc € A~

If xig ¢ {w;, bi}Vi, anew w{’ should be elicited in order to be consistent with new scale
boundaries according to the tradeoff conditions.

4 Empirical evidence of performance

In this section, a performance experiment is conducted for the proposed method for flexi-
ble elicitation. The experiment is based on a Decision Analysis MSc course activity when
students were asked to formulate a real problem and given two weeks solve it using the
proposed method for elicitation. The number of statements required using this new approach
is compared with benchmarks for the traditional tradeoff elicitation procedure described by
Keeney and Raiffa (1976), which are related only with the number of criteria of the problem.
Therefore, statistical tests are performed to evaluate if the number of statements required
when using this new procedure is less than the traditional benchmarks.

4.1 Benchmark definition

The proposed procedure is meant to replace part of the tradeoff scale constant elicitation
procedure after the scale constants rank is obtained, which is the part of the procedure that is
frequently called into question in the literature. Thus we shall consider the flexible elicitation
procedure comparison with the tradeoff elicitation approach given the scale constant rank.
Thus, the benchmark considered for the proposed method is the number of questions asked
usually in a tradeoff elicitation procedure for a multi-attribute additive value function.

If there are n attributes then the traditional tradeoff elicitation procedure requires a mini-
mum of n — 1 indifference questions to define the value of the scale constants if DM is asked
directly about x{i, without any calibration questions (Keeney and Raiffa 1976).

For this performance evaluation, two benchmark definitions will be considered based on
the traditional tradeoff when eliciting scale constants. The first benchmark will be defined, as
n — 1 indifference statements to find x;; which is the minimum number of questions the DM
will be asked (Keeney and Raiffa 1976). The second benchmark will be defined as 3(n — 1)
statements, corresponding to 2(n — 1) preference statements to identify reference points such
as xl//] and x; ; in order to define the boundaries for each scale constant as a calibration process
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before asking the DM n — 1 indifference statements in order to find xl.l - as suggested by Keeney
and Raiffa (1976). Other such as Riabacke et al. (2012) indicate that n(n—1) statements may
be required when including consistency check, but this would not be a reasonable benchmark
for this study.

One of the objectives of these tests are highlight the contribution of the proposed procedure
and to provide evidence that it requires the DM to make less effort. Moreover, as per the
premises of the flexible elicitation procedure, it is likely there will be fewer errors during
the elicitation process. These results will also strengthen the contribution of the proposed
dominance tests used throughout the procedure.

4.2 Sample characteristics

The sample comprises real problems structured by real DMs, who enrolled on a postgrad-
uate course for professionals. Thus, there is a broad range business organizational decision
problems, such as selecting candidates for Human Resources internship, selecting industrial
equipment, selecting a maintenance strategy for an electrical power network, selecting sup-
pliers, and so forth. Each DM after taking a decision analysis course framed a real problem
from his/her organization and solved it using an additive tradeoff based approach. In total
the sample is based on 23 problems which used a range of from 3 to 8 criteria and from 3 to
27 alternatives.

The main aspect to answer with this test is whether the proposed procedure is able to help a
DM to solve a decision problem within the same amount of preferential statements compared
to other tradeoff elicitation procedures. To answer that question, a pair wise comparison can be
made amongst the number of preferential statements required by the proposed procedure and
the number of preferential statements required from each of the two benchmarks considered
by using a test for two dependent samples. In this case, the Wilcoxon matched pairs test (Siegel
and Castellan 1988) was chosen since it does not require ¢ test assumptions. However, if these
assumptions are met, then this test is almost as powerful as the ¢ test (Siegel and Castellan
1988).

Another important aspect to verify is whether or not the performance of the proposed
procedure is affected by the number of criteria considered in the problem. To address this
issue, the Wilcoxon test shall be conducted depending on the size of the sample, based on
the number of criteria. The sample distribution based on the number of criteria is given with
a histogram in Fig. 2.

4.3 Results

Table 1 shows how the benchmarks and the results of the proposed procedure were evaluated,
and the descriptive statistics over the number of statements required in each approach.

From the statistics of Table 1, it can be seen that the flexible elicitation procedure has almost
the same performance as the Benchmark I. Although there is a greater standard deviation in
the results of the proposed procedure, it has the lowest mode and same median as Benchmark
I, which is less than those of Benchmark II.

When comparing each sample, the Wilcoxon matched pairs test indicates that the perfor-
mance of the proposed procedure is statistically the same as the Benchmark I performance.
Thus the null hypothesis stating that the two variables are not different from each other was
not rejected with a p value of 0.658 and since 4 of 23 cases have the same number of state-
ments, the valid number of cases for this test was 19. The performance results for this are
displayed in a Box and Whisker plot given in Fig. 3a.
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Fig. 2 Histogram of the number of sample criteria

Table 1 Descriptive statistics of the number of statements required

Approach Max Min Mean Mode Mode frequency Median SD
Benchmark I 7 2 3.04 3.00 13 3.00 1.07
Benchmark II 21 6 9.13 9.00 13 9.00 3.20
Proposed procedure 32 0 4.70 0.00 7 3.00 7.01
35 35
,, o Median i
T o Median
30 % iﬁ;%-“:s% 30 [] 25%-75%
25 In-Max 25 T Min-Max
20 20
15 15
10 10
5 .L. 5
; ] . ]
5 -5
Benchmark1 (N-1) Benchmark2 3(N-1)
Proposed Procedure Proposed Procedure
(a) (b)

Fig. 3 Box and Whisker plot for number of statements required for Benchmark I and II versus the proposed
procedure

The comparison with Benchmark II revealed that the performance of the proposed proce-
dure has a better result. The result obtained from the Wilcoxon matched pairs test indicates
that the proposed procedure requires fewer statements than Benchmark II does. The null
hypothesis stating that the two variables are not different from each other was rejected in
favor of the alternative hypothesis stating that the proposed procedure requires fewer state-
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Table 2 Wilcoxon matched pairs test results for cases with 3, 4 and 5 criteria

Test Criteria  Rejects Hy  p value  Valid N (cases with different results)
Benchmark I versus proposed 3 No 0.5002 5
Benchmark I versus proposed 4 No 0.5829 12
Benchmark II versus proposed 3 No 0.1056 5
Benchmark II versus proposed 4 Yes 0.0071 13
35 35
» Csworsw | 20 T [t
25 T Min-Max 25 T Min-Max
20 20
15 15
10 10
5 ;\ 5 L
: ] : ]
5 -5
Benchmark1 (N-1) Proposed Procedure Benchmark1l (N-1) Proposed Procedure
Benchmark2 3(N-1) Benchmark2 3(N-1)
(a) (b)

Fig. 4 Box and Whisker plot for the number of statements required in the subsample of problems with 3
criteria and 4 criteria

ments than Benchmark II with a p value of 0.0033, with only 1 of 24 cases with the same
number of statements. The Box and Whisker plot for this test is presented in Fig. 3b.

With regard to the second question, if the number of criteria affects the performance of
the proposed procedure when compared with the benchmarks, the Wilcoxon matched pairs
test was performed only for the cases which had 3 and 4 criteria due to the availability of
cases in the sample. These results are summarized in Table 2.

From the results obtained from Table 2 it can be seen that the results for the comparison
of the proposed procedure and Benchmark I remains the same, and that there still are high p
values to support this result.

When comparing with Benchmark II, there is contradicting result for the subsample of
problems with 3 criteria. However, this subsample has a small number of valid cases compared
with the subsample of problems with 4 criteria.

Although there were three in four tests that supported the results of the previous perfor-
mance tests, from the available data, we cannot state that the performance of the proposed
procedure is not affected by the number of criteria considered in the problem, although this
result was obtained only from one test based on a quite small sample.

The Box and Whiskers plot for this performance test is presented below in Fig. 4.

It is interesting to remark that despite having a potential outlier on the sample, the choice
for keeping this observation is to show that there may be such situations when a high level
of precision is required for defining the weights, thus, the parameters are very sensitive. In
other words, the alternatives are so close in performance that in fact, it is difficult for the DM
to differentiate amongst the best one, and another aspect may be observed in practice such
as errors and/or biases that may occur when establishing alternatives performance value as
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well. Such situation has also been widely explored within the literature such as in Medeiros
et al. (2016).

5 Discussion

There are several methods for eliciting weights dedicated to different contexts as discussed in
Sect. 2. However, most of the procedures available do not incorporate tradeoff characteristics
and requirements in the elicitation process that enable weights to be elicited with regard to
the range and importance of the attributes scale. Thus these do not represent scale constants.

Although simplifications during the elicitation process are acceptable as long as this
reduces the DM’s cognitive effort or mistakes, thereby improving the decision process, it
is important to consider features of the scale of attributes when defining the scale constant.
On seeking to address this matter, the flexible elicitation procedure proposed in this paper
tries to harmonize the quality of the decision process by reducing the cognitive effort required
from DM and by taking the assumptions and particularities of tradeoff elicitation into account.
Based on these premises a new procedure was proposed and its performance was tested within
real problems with real alternatives and solved using the preferences of real DMs.

Given that there are no right or wrong answers for such problems, these really rely on
the DM’s preference structure. The core contribution of this paper is not to assist the DM in
how to find a specific scale constant vector K P but to assist in how to find the subspace <pf
that has greater chances of containing the right answer for K ¥ . Allied to this, the proposed
procedure seeks to require as minimum a cognitive effort as possible, no matter how large
goSP may be, if this is enough to find an optimal alternative.

As expected, the performance tests showed that in many real situations the number of
preferential statements required from a DM can be reduced by applying a dominance check
whenever the DM provides an “update” on <pSP ; in other words, the DM’s preferences.

Thus, this paper presented a procedure that avoids indifference statements from DM,
which deals with partial information acquired from preference statements based on the range
of the attributes scale, defined from the set of alternatives, thereby enabling the DM to provide
preference statements with flexibility such that the DM is not required to provide statements
if there is any doubt about such a statement. Thus, this characteristic enables the DM to make
more reliable statements.

However when comparing the proposed approach with traditional tradeoff elicitation pro-
cedures, such as those proposed by Keeney and Raiffa (1976), there is a limitation which is
the interpretation of the scale constants as a substitution rate amongst attributes. This flaw in
the proposed procedure is compensated for by its offering more reliable results and because
it does not require a sensitivity analysis since this has already been performed in a robust
way during the elicitation process.

To provide an idea of the substitution rate amongst attributes the DSS built to perform the
proposed procedure presents a graphical report with the range defined by ¢! for each scale
constant. Thus if the DM would like to evaluate the substitution rate amongst attributes, this
would have to be based on the ranges admitted for each scale constant.

Despite the limitation on the number of samples, the performance test presented in Sect. 4
enabled interesting results to be found that provide evidence that the proposed procedure
would require less information and lead to fewer errors as it is not seeking specific values for
K*, but uses go_f instead.The test results support the claim that the approach of the flexible
elicitation procedure requires the DM to make less cognitive effort because it indicates that
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the number of statements required from this new proposed procedure is statistically the same
as the minimum required by the traditional tradeoff method and even less than the number
of statements required from the traditional tradeoff with calibration questions.

5.1 Future studies

From the results obtained and the perspective of the contribution of this paper, there are
several questions to be addressed, especially for the problems that correspond to the region
above the upper quartile of the number of required statements.

For this class of problems there is still much work to do in the sense of determining the
maximum admitted cost relation amongst preference statements and indifference statements
in order to assure that the proposed procedure can also overcome also this class of problems. A
definition for a cost related to each type of cognitive statement could also be used to evaluate
different elicitation procedures available in the literature, thus enabling these procedures to
be classified based on a “cost-effectiveness” perspective of the effort required during the
decision process.

Regarding the relation amongst the set of alternatives and (psP , experiments can be design
to predict the typology of the problem and how many statements it would be fair enough to
require in order to find an optimal solution.

Another issue that shall be addressed in future research is how to improve and assure that
the sequence of questions that are made to the DM is minimized given previous knowledge
of the problem typology defined by the set of alternatives and (psp properties.
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