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Abstract This paper deals with an economic order quantity (EOQ) model for uncertain
demand when capacity of own warehouse (OW) is limited and the rented warehouse (RW) is
considered, if needed. The expected average cost function is formulated for both continuous
and discrete distributions of demand function by trading off holding costs and stock out
penalty. The model is justified by suitable illustrations for various types of distributions.
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1 Introduction

The economic order quantity (EOQ) is an elegant formula in a supply chain. In inventory
literature, warehouse is a major component in a supply chain where firms/enterprises keep
their inventories safely. Generally speaking, firms/enterprises purchase bulk amount when
price discount is offered by the supplier or the seasonal products are harvested. The capacity
of own warehouse (OW) of a firm is not unlimited. The rented warehouse (RW) is needed
while order size exceeds the capacity of own warehouse due to uncertain demand in the
market. The holding cost for inventory at RW is usually more than the inventory cost at
OW. In this field of research, Lee and Ma (2000) found out a heuristic solution of equal
production cycles of two warehouse model with time dependent demand function over a
finite time horizon. Chung and Huang (2007) developed two-warehouse inventory model
for perishable items, incorporating delay in payment facility. Lee and Hsu (2009) extended
the model of Lee and Ma (2000) relaxing the stipulation of equal production cycle times
into variable production cycle times. Chung et al. (2009) studied a two-warehouse inventory
model in imperfect production processes. Liao and Huang (2010) investigated an order-level
inventory model for perishable items with two-storage facilities and a permissible delay in
payment. Liang and Zhou (2011) developed a two-warehouse inventory model for perish-
able items under conditionally permissible delay in payments. Hariga (2011) discussed an
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EOQ model with multiple storage facilities while RW and OW have limited stocking capac-
ities. Sana et al. (2011) developed a two-warehouse inventory model on pricing decision for
deteriorating items.

In every business organization, two major facets of the businesses are storage space facil-
ities and uncertain demand of the customers in nature. Kalpakam and Shanthi (2006) inves-
tigated a perishable system with Poisson demands under the modified (s, S) policy at which
orders are placed only at the time of demand in the market. In this model, the items have
exponential life times and this problem is analyzed using Markovian techniques. Petruzzi
and Dada (1999) studied an extension and comprehensive review on newsvendor problem
in which the optimal order quantity and selling prices are obtained simultaneously. Li et al.
(2004) developed a production–inventory–customer systems with Markovian machines, fi-
nite finished goods buffers, and random demand. Artalejo et al. (2006) developed a continu-
ous review (s, S) inventory system based on a bidimensional Markov process. Arcelus et al.
(2006) modelled the retailer’s response to temporary manufacturer’s trade deals character-
ized by a random time at which a special order is placed and uncertain duration at which the
reordering point is activated. Zhang (2010) developed the classical newsvendor model by
incorporating budget constraints and supplier quantity discount. Adida and Perakis (2010)
proposed a variety of models incorporating uncertainty in a dynamic pricing and inventory
control problem with no stockouts. Sana (2011) investigated a newsvendor problem, con-
sidering demand as a function of random sales price. Rossi et al. (2012) computed a con-
straint programming approach to obtain an optimal replenishment cycle for non-stationary
stochastic demand, ordering, holding and shortage costs. Okyay et al. (2013) analysed the
newsvendor model in order to obtain optimal order quantity in view of various cost factors
while supply and demand rates are uncertain in nature. Jammernegga and Kischkab (2013)
investigated performance measurements on important operations and marketing decisions
using newsvendor model. Federgruen and Wang (2013) addressed stochastic inventory sys-
tems governed by (r, q) or (r, nq) policies. In this class of models, they provided general
sufficient conditions under which each of the three optimal policy parameters, i.e., the opti-
mal reorder level, order quantity and order-up-to level, as well as the optimal cost value vary
monotonically with various model primitives. Liberopoulos et al. (2013) studied a stochastic
economic lot scheduling problem for process industries where a single production facility
produced several different grades of a family of products to meet random stationary demand
having limited storage capacity. Demirag et al. (2013) investigated a firm’s periodic-review,
stochastic and dynamic inventory control problem for a single product. Chen and Geunes
(2013) proposed a stochastic resource allocation problem with normally distributed demands
for multiple items and a resource capacity constraint. The noteworthy research works done
by Johansen and Thorstenson (1993), Chen and Chuang (2000), Chou and Chung (2009),
Wang (2010), Hsieh and Lu (2010), Xiao et al. (2010), and Taleizadeh et al. (2012) should
be mentioned in newsvendor literature, among others.

In this paper, the author develops a two-warehouse inventory model while the demand
of the end customers is a random variable that follows a probability distribution function.
The RW is used when the ordering size exceeds the capacity of the OW. The holding cost
per unit per unit time at RW is considered higher than the holding cost per unit per unit
time at OW. Consequently, the stock at RW is cleared first to avoid more cost for inventory.
The continuous (e.g., exponential, uniform, normal, lognormal distributions) and discrete
distribution functions (Poison, general distributions) of the demand pattern are considered
to develop the proposed model. Finally, three types (order size exceeds the capacity of OW,
order size does not exceed the capacity of OW, the business man who does not have OW) of
expected average cost functions are formulated both for continuous and discrete cases.
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The rest of the paper is organised as follows: assumptions and notations are provided in
Sect. 2. Mathematical formulation has been done in Sect. 3. Numerical examples are given
in Sect. 4. Section 5 makes a conclusion of the model.

2 Assumptions and notations

The following assumptions and notations are adopted to formulate the proposed model:

2.1 Assumptions

The model is developed for single item

1. The replenishment size is instantaneously infinite.
2. The lead time is neglected.
3. Own warehouse and rented warehouse are considered.
4. The demand of the item follows a probability distribution function.
5. Shortage due to uncertain demand is permitted and lost sale is considered in this stage.

2.2 Notation

q Replenishment size (order size).
x Random demand of the end customers.
f (x) Probability density function of x.
Ir (t) On-hand inventory at RW at time t .
Iw(t) On-hand inventory at OW at time t .
ϕ Null set.
W Capacity of OW, a non-void set.
ch Inventory holding cost per unit per unit time at OW.
cr Inventory holding cost per unit per unit time at RW.
cs Shortage cost per unit per unit time.
tr Total time elapsed to clear stock of items at RW.
tw Total time elapsed to clear stock of items at OW.
T Cycle length.

3 Formulation of the model

The inventory starts with lot size q at time t = 0. The inventory level q is depleted gradually
due to demand rate (x/T ) where x is random demand over the period [0, T ] that follows a
probability density function f (x) such that

∫ ∞
0 f (x) = 1. In inventory system, three cases

may arise for continuous distribution:

3.1 Case I: when the initial lot size q exceeds the capacity (W �= ϕ) of OW

In this case, q ≥ W , the stock in RW is cleared earliest because of higher inventory cost in
RW compared to OW. The expected average cost (see Appendix A) is

EAC1(q) = ch

∫ q

0

{

W − x

2

(

1 − q − W

x

)2}

f (x)dx + ch

∫ ∞

q

W

(

q − W

2

)
f (x)

x
dx
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+ cr

2
(q − W)2

∫ ∞

0

f (x)

x
dx + cs

2

∫ ∞

q

x

(

1 − q

x

)2

f (x)dx. (1)

Now, the objective is to minimize EAC1(q) subject to the constraint q ≥ W . This problem
can be solved by any calculus method for constrained optimization.

Theorem 1 If

ch

[∫ q

0

(

1 − q − W

x

)

f (x)dx + W

∫ ∞

q

f (x)

x
dx

]

+ cr(q − W)

∫ ∞

0

f (x)

x
dx − cs

∫ ∞

q

(

1 − q

x

)

f (x)dx = 0

has a solution q∗ = {q | q ≥ 0}, then EAC1(q) attains minimum at q∗, otherwise EAC1(q)

is monotonic increasing function of q when

ch

[∫ q

0

(

1 − q − W

x

)

f (x)dx + W

∫ ∞

q

f (x)

x
dx

]

+ cr(q − W)

∫ ∞

0

f (x)

x
dx > cs

∫ ∞

q

(

1 − q

x

)

f (x)dx

and monotonic decreasing function of q when

ch

[∫ q

0

(

1 − q − W

x

)

f (x)dx + W

∫ ∞

q

f (x)

x
dx

]

+ cr(q − W)

∫ ∞

0

f (x)

x
dx < cs

∫ ∞

q

(

1 − q

x

)

f (x)dx.

Proof Now, differentiating EAC1(q) with respect to ‘q’ we have

dEAC1

dq
= ch

[∫ q

0

(

1 − q − W

x

)

f (x)dx + W

∫ ∞

q

f (x)

x
dx

]

+ cr(q − W)

∫ ∞

0

f (x)

x
dx − cs

∫ ∞

q

(

1 − q

x

)

f (x)dx

and

d2EAC1

dq2
= (cr − ch)

∫ ∞

0

f (x)

x
dx

+ (ch + cs)

∫ ∞

q

f (x)

x
dx ≥ 0 ∀q

∈ (0,∞) as (cr − ch),

∫ ∞
0

f (x)

x
dx and

∫ ∞
q

f (x)

x
dx are nonnegative real numbers.
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Therefore, EAC1(q) attains minimum at q∗ = {q | dEAC1

dq
= 0 for q ≥ 0} as d2EAC1

dq2 > 0 at
q∗. If

dEAC1

dq
= ch

[∫ q

0

(

1 − q − W

x

)

f (x)dx + W

∫ ∞

q

f (x)

x
dx

]

+ cr(q − W)

∫ ∞

0

f (x)

x
dx − cs

∫ ∞

q

(

1 − q

x

)

f (x)dx

= 0

does not have any solution q∗ = {q | dEAC1

dq
= 0 for q ≥ 0}, then EAC1(q) is monotonic

increasing or decreasing according as

ch

[∫ q

0

(

1 − q − W

x

)

f (x)dx + W

∫ ∞

q

f (x)

x
dx

]

+ cr(q − W)

∫ ∞

0

f (x)

x
dx > cs

∫ ∞

q

(

1 − q

x

)

f (x)dx

or

ch

[∫ q

0

(

1 − q − W

x

)

f (x)dx + W

∫ ∞

q

f (x)

x
dx

]

+ cr(q − W)

∫ ∞

0

f (x)

x
dx < cs

∫ ∞

q

(

1 − q

x

)

f (x)dx

respectively. Hence the proof. �

3.2 Case II: when the initial lot size q does not exceed the capacity of OW

In this case, q ≤ W �= ϕ, i.e., the storage capacity of OW is sufficient to hold the inventory.
Then, the expected average cost (see Appendix B) is

EAC2(q) = ch

∫ q

0

(

q − x

2

)

f (x)dx + ch

2
q2

∫ ∞

q

f (x)

x
dx + cs

2

∫ ∞

q

x

(

1 − q

x

)2

f (x)dx.

(2)
The objective is to minimize EAC2(q) subject to the constraints 0 ≤ q ≤ W .
At q = W , the expressions in Eqs. (1) and (2) are same, i.e., EAC1(W) = EAC2(W). This

implies that EAC1(q) and EAC2(q) are continuous at q = W .

Theorem 2 If

ch

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

− cs

∫ ∞

q

(

1 − q

x

)

f (x)dx = 0

has a solution q∗ = {q | q ≥ 0}, then EAC2(q) attains minimum at q∗, otherwise EAC1(q)

is monotonic increasing function of q when

ch

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

> cs

∫ ∞

q

(

1 − q

x

)

f (x)dx
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and monotonic decreasing function of q when

ch

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

< cs

∫ ∞

q

(

1 − q

x

)

f (x)dx.

Proof Now, differentiating EAC2(q) with respect to ‘q’ we have

dEAC2

dq
= ch

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

− cs

∫ ∞

q

(

1 − q

x

)

f (x)dx

and

d2EAC2

dq2
= (ch + cs)

∫ ∞

q

f (x)

x
dx ≥ 0 ∀q ∈ (0,∞)

as
∫ ∞

q

f (x)

x
dx is nonnegative real number.

Therefore, EAC2(q) attains minimum at q∗ = {q | dEAC2

dq
= 0 for q ≥ 0} as d2EAC2

dq2 > 0 at
q∗. If

dEAC2

dq
= ch

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

− cs

∫ ∞

q

(

1 − q

x

)

f (x)dx = 0

does not have any solution q∗ = {q | dEAC2

dq
= 0 for q ≥ 0}, then EAC2(q) is monotonic

increasing or decreasing function according as

ch

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

> cs

∫ ∞

q

(

1 − q

x

)

f (x)dx

or

ch

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

< cs

∫ ∞

q

(

1 − q

x

)

f (x)dx

respectively. Hence the proof. �

3.3 Case III: when the firm does not have OW, i.e., W = ϕ

In this situation, RW is used for the whole period. Putting W = 0 and ch = cr in Eq. (2), we
have the expected average cost as follows;

EAC3(q) = cr

∫ q

0

(

q − x

2

)

f (x)dx + cr

2
q2

∫ ∞

q

f (x)

x
dx + cs

2

∫ ∞

q

x

(

1 − q

x

)2

f (x)dx.

(3)
The objective is to minimize EAC3(q) subject to the constraints q ≥ 0.

Theorem 3 If

cr

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

− cs

∫ ∞

q

(

1 − q

x

)

f (x)dx = 0
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has a solution q∗ = {q | q ≥ 0}, then EAC3(q) attains minimum at q∗, otherwise EAC3(q)

is monotonic increasing function of q when

cr

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

> cs

∫ ∞

q

(

1 − q

x

)

f (x)dx

and monotonic decreasing function of q when

cr

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

< cs

∫ ∞

q

(

1 − q

x

)

f (x)dx.

Proof Now, differentiating EAC3(q) with respect to ‘q’ we have

dEAC3

dq
= cr

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

− cs

∫ ∞

q

(

1 − q

x

)

f (x)dx

and

d2EAC3

dq2
= (cr + cs)

∫ ∞

q

f (x)

x
dx ≥ 0 ∀q ∈ (0,∞)

as
∫ ∞

q

f (x)

x
dx is non negative real number.

Therefore, EAC3(q) attains minimum at q∗ = {q | dEAC3

dq
= 0 for q ≥ 0} as d2EAC3

dq2 > 0 at
q∗. If

dEAC3

dq
= cr

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

− cs

∫ ∞

q

(

1 − q

x

)

f (x)dx = 0

does not have any solution q∗ = {q | dEAC3

dq
= 0 for q ≥ 0}, then EAC3(q) is monotonic

increasing or decreasing function according as

cr

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

> cs

∫ ∞

q

(

1 − q

x

)

f (x)dx

or

cr

[∫ q

0
f (x)dx + q

∫ ∞

q

f (x)

x
dx

]

< cs

∫ ∞

q

(

1 − q

x

)

f (x)dx

respectively. Hence the proof. �

Combining the above three cases in one umbrella, we have a problem such that

Minimize EAC(q) =

⎧
⎪⎨

⎪⎩

EAC1(q), W(�= ϕ) ≤ q < ∞
EAC2(q), 0 ≤ q ≤ W(�= ϕ)

EAC3(q), 0 ≤ q < ∞,W = ϕ

⎫
⎪⎬

⎪⎭
. (4)

Solving the above problem by any calculus or search techniques, we have the optimal strat-
egy of the enterprises or the firms.
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3.4 When distribution of demand is discrete

Let fi is the probability of the demand i ∈ {1,2,3, . . .} over the period [0, T ]. Then,∑∞
i=1 fi = 1 and the expected average cost of the Case I, Case II and Case III are as fol-

lows:

EAC1
n = ch

[
n∑

i=1

{

W − i

2

(

1 − n − W

i

)2}

fi +
∞∑

i=n+1

W

(

n − W

2

)
fi

i

]

+ cr

2
(n − W)2

∞∑

i=1

fi

i
+ cs

2

∞∑

i=n+1

i

(

1 − n

i

)

fi, for n ≥ W(�= ϕ),

EAC2
n = ch

[
n∑

i=1

(

n − i

2

)

fi + n2

2

∞∑

i=n+1

fi

i

]

+ cs

2

∞∑

i=n+1

i

(

1 − n

2

)2

fi,

for 1 ≤ n ≤ W(�= ϕ)

and

EAC3
n = cr

[
n∑

i=1

(

n− i

2

)

fi + n2

2

∞∑

i=n+1

fi

i

]

+ cs

2

∞∑

i=n+1

i

(

1 − n

2

)2

fi, for n ≥ 1 & W = ϕ.

Theorem 4 n is optimal order size if

φn >
cs

2
+ cr

(

W − 1

2

) ∞∑

i=1

fi

i
> φn−1

hold where

φn =
(

cs + ch

2

) n∑

i=1

fi + ch

[

−
n∑

i=1

ifi + (n − W)

n∑

i=1

fi + W

∞∑

i=n+1

fi

i

]

+ ncr

∞∑

i=1

fi

i
.

Proof Now,

EAC1
n+1 = ch

[
n+1∑

i=1

{

W − i

2

(

1 − n + 1 − W

i

)2}

fi +
∞∑

i=n+2

W

(

n + 1 − W

2

)
fi

i

]

+ cr

2
(n + 1 − W)2

∞∑

i=1

fi

i
+ cs

2

∞∑

i=n+2

i

(

1 − n + 1

i

)

fi.

EAC1
n+1 − EAC1

n = ch

[
n∑

i=1

{

W − i

2

(

1 − n + 1 − W

i

)2}

fi

+
{

W − n + 1

2

(

1 − n + 1 − W

n + 1

)2}

fn+1

+
∞∑

i=n+1

W

(

n + 1 − W

2

)
fi

i
− W

(

n + 1 − W

2

)
fn+1

n + 1
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−
n∑

i=1

{

W − i

2

(

1 − n − W

i

)2}

fi −
∞∑

i=n+1

W

(

n − W

2

)
fi

i

]

+ cr

2

{
(n + 1 − W)2 − (n − W)2

} ∞∑

i=1

fi

i

+ cs

2

[ ∞∑

i=n+1

i

(

1 − n + 1

i

)

fi −
∞∑

i=n+1

i

(

1 − n

i

)

fi

]

=
(

cs + ch

2

) n∑

i=1

fi + ch

[

−
n∑

i=1

ifi + (n − W)

n∑

i=1

fi + W

∞∑

i=n+1

fi

i

]

+ ncr

∞∑

i=1

fi

i
−

[
cs

2
+ cr

(

W − 1

2

) ∞∑

i=1

fi

i

]

.

Here, EAC1
n will be minimum at n if EAC1

n−1 > EAC1
n < EAC1

n+1 hold. Therefore, EAC1
n ≤

EAC1
n+1 implies EAC1

n+1 − EAC1
n > 0, i.e., φn > cs

2 + cr(W − 1
2 )

∑∞
i=1

fi

i
where

φn =
(

cs + ch

2

) n∑

i=1

fi + ch

[

−
n∑

i=1

ifi + (n − W)

n∑

i=1

fi + W

∞∑

i=n+1

fi

i

]

+ ncr

∞∑

i=1

fi

i
.

Similarly, EAC1
n−1 − EAC1

n > 0 implies φn−1 < cs

2 + cr(W − 1
2 )

∑∞
i=1

fi

i
. Therefore, n is

optimum when φn > cs

2 + cr(W − 1
2 )

∑∞
i=1

fi

i
> φn−1 hold. Hence the proof. �

Similarly, for Case II and III, the following theorems hold.

Theorem 5 n is optimal order size if ψn < (
ch

ch+cs
) < ψn−1 hold where ψn = ∑∞

i=n+1 fi −
(n + 1

2 )
∑∞

i=n+1
fi

i
.

Theorem 6 n is an optimal order size if ψn < ( cr

cr+cs
) < ψn−1 hold where ψn = ∑∞

i=n+1 fi −
(n + 1

2 )
∑∞

i=n+1
fi

i
.

Therefore, our objective is to solve the problem:

Minimize EAC(n) =

⎧
⎪⎨

⎪⎩

EAC1
n, W(�= ϕ) ≤ n < ∞

EAC2
n, 0 < n ≤ W (�= ϕ)

EAC3
n, 0 < n < ∞,W = ϕ

⎫
⎪⎬

⎪⎭
. (5)

4 Numerical example

Example 1 Let x follows exponential distribution such that

f (x) =
{

0.05e−0.05x, 0 ≤ x ≤ ∞
0, elsewhere

}

.
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Fig. 1 Expected average cost versus order size for exponential distribution

The values of other cost parameters and capacity of OW are ch = $0.5, cr = $0.8, cs = $2.5
and W = 10 units. Then, the optimal solution of Case I is (q = 10 units,EAC1 = $30.5657).
In this case, EAC1(q) is a monotonic increasing function of q (see Fig. 1, Case I) that
results in minimum value (EAC1 = $30.5657) at q = 10 = W . The optimal solution of
Case II is (q = 3.74 units,EAC2 = $20.2788). In this case, EAC2(q) is a convex function
of q (see Fig. 1, Case II) that results in minimum value at q = 3.74. The optimal solu-
tion of Case III is (q = 3.265 units,EAC3 = $20.8797). In this case, EAC3(q) is a convex
function of q (see Fig. 1, Case III) that results in minimum value (EAC3 = $20.8797) at
q = 3.265. In Fig. 1, the expected average cost functions of Case II & III are clearly con-
vex and unimodal whereas Case I is monotonic increasing function of order size. There-
fore, the optimal solutions of Case I to III are unique. Among the above optimum results,
(q = 3.74 units,EAC2 = $20.2788) is minimum and it is the best strategy is for this partic-
ular distribution.

Example 2 Let x follows uniform distribution such that

f (x) =
{

1
30−5 , 5 ≤ x ≤ 30

0, elsewhere

}

.

The values of other cost parameters and capacity of OW are ch = $0.5, cr = $0.8, cs = $2.5
and W = 10 units. Then, the optimal solution of Case I is (q = 14.4833 units,EAC1 =
$5.9869). In this case, EAC1(q) is a convex function of q (see Fig. 4) that results in min-
imum value (EAC1 = $5.9869) at q = 14.4833 > 10. The optimal solution of Case II is
(q = 10 units,EAC2 = $8.3153). In this case, EAC2(q) is a monotonic decreasing func-
tion of q (see Fig. 5) that results in minimum value at q = W = 10. The optimal so-
lution of Case III is (q = 15.5562 units,EAC3 = $11.9234). In this case, EAC3(q) is a
convex function of q (see Fig. 6) that results in minimum value (EAC3 = $11.9234) at
q = 15.5562. In Fig. 2, the expected average cost functions of Case I & III are clearly con-
vex and unimodal whereas Case II is monotonic decreasing function of order size. There-
fore, the optimal solutions of Case I to III are unique. Among the above optimum results,
(q = 14.4833 units,EAC1 = $5.9869)is minimum. The strategy of Case I is best optimal
solution for this particular distribution.

Example 3 Let x follows normal distribution such that f (x|m,σ) = 1
σ
√

2π
e−0.5( x−m

σ )2,−∞ ≤
x ≤ +∞. The values of other cost parameters and capacity of OW are m = 20, σ = 2.0,
ch = $0.5, cr = $0.8, cs = $2.5 and W = 10 units. Then, the optimal solution of Case I
is (q = 16 units,EAC1 = $4.66745). In this case, EAC1(q) is a convex function of q (see
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Fig. 2 Expected average cost versus order size for uniform distribution

Fig. 3 Expected average cost versus order size for normal distribution

Fig. 3, Case I) that results in minimum value (EAC1 = $4.66745) at q = 16 > 10. The op-
timal solution of Case II is (q = 10 units,EAC2 = $8.83849). In this case, EAC2(q) is a
monotonic decreasing function of q (see Fig. 3, Case II) that results in minimum value at
q = W = 10. The optimal solution of Case III is (q = 12.0726 units,EAC3 = $9.90957). In
this case, EAC3(q) is a convex function of q (see Fig. 3, Case III) that results in minimum
value (EAC3 = $9.90957) at q = 12.0726. In Fig. 3, the expected average cost functions
of Case I is clearly convex and unimodal whereas Case II is monotonic decreasing func-
tion of order size. The expected average cost function of Case III is multi-modal. In this
case, the multi-optimal solutions are existed. The optimal solutions of Case I and II are
unique. Among the above optimum results, (q = 16 units,EAC1 = $4.66745) is minimum.
Therefore, optimal solution of Case I for this particular distribution is the best strategy.

Example 4 Let x follows lognormal distribution such that f (x|m,σ) = 1
xσ

√
2π

e−0.5( lnx−m
σ )2,

0 ≤ x ≤ +∞. The values of other cost parameters and capacity of OW are m = 15, σ = 5.0,
ch = $0.5, cr = $0.8, cs = $2.5 and W = 10 units. Then, the optimal solution of Case I
is (q = 50 units,EAC1 = $80.9511). In this case, EAC1(q) is a convex function of q (see
Fig. 4, Case I) that results in minimum value (EAC1 = $4.66745) at q = 50 > 10. The
optimal solution of Case II is (q = 10 units,EAC2 = $84.0897). In this case, EAC2(q) is a
monotonic decreasing function of q (see Fig. 4, Case II) that results in minimum value at
q = W = 10. The optimal solution of Case III is (q = 556.726 units,EAC3 = $57.6648). In
this case, EAC3(q) is a convex function of q (see Fig. 4, Case III) that results in minimum
value (EAC3 = $57.6648) at q = 556.726. In Fig. 4, the expected average cost functions
of Case I & III are clearly convex and unimodal whereas Case II is monotonic decreasing
function of order size. Therefore, the optimal solutions of Case I to III are unique. Among the
above optimum results, (q = 556.726 units,EAC3 = $57.6648) is minimum. The strategy
of Case III is our required optimal solution for this particular example.
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Fig. 4 Expected average cost versus order size for lognormal distribution

Fig. 5 Expected average cost versus order size for arbitrary discrete distribution

Example 5 The values of the cost parameters and capacity of OW are considered as ch =
$0.5, cr = $0.8, cs = $2.5 and W = 12 units and the discrete demand distribution is as
follows:

Demand (i) 10 11 12 13 14 15 16
Probability (fi) 0.09 0.15 0.20 0.30 0.13 0.12 0.01

Here, the optimal solution of Case I is (q = n = 13 units,EAC1
n = $5.9869). In this case,

EAC1
n is a convex discrete function of n (see Fig. 5, Case I) that results in minimum value

(EAC1
n = $3.8663) at q = n = 13 > W = 12. The optimal solution of Case II is (q = n =

12 units,EAC2
n = $4.07805). In this case, EAC2

n is a monotonic decreasing function of n

(see Fig. 5, Case II) that results in minimum value at q = n = W = 10. The optimal solution
of Case III is (q = n = 12 units,EAC3

n = $5.8049). In this case, EAC3
n is a convex function

of n (see Fig. 5, Case III) that results in minimum value (EAC3
n = $5.8049) at q = n =

12. In Fig. 5, the expected average cost functions of Case I & III are clearly convex and
unimodal whereas Case II is monotonic decreasing function of order size. Therefore, the
optimal solutions of Case I to III are unique. Among the above optimum results, (q = n =
13 units,EAC1

n = $3.8663) is minimum. So this strategy (Case I) is the best optimal solution.

Example 6 The values of the cost parameters and capacity of OW are considered as ch =
$0.5, cr = $0.8, cs = $2.5, μ = 15.0 and W = 12 units and the discrete demand distribution
follows Poison distribution with probability density function fi = {e−μ μi

i! , i = 0,1,2, . . . }
Here, the optimal solution of Case I is (q = n = 15 units,EAC1

n = $5.86153). In this case,
EAC1

n is a convex discrete function of n (see Fig. 6, Case I) that results in minimum value
(EAC1

n = $5.86153) at q = n = 15 > W = 12. The optimal solution of Case II is (q =
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Fig. 6 Expected average cost versus order size for Poison distribution

n = 12 units,EAC2
n = $6.83772). In this case, EAC2

n is a monotonic decreasing function
of n (see Fig. 6, Case II) that results in minimum value at q = n = W = 12. The optimal
solution of Case III is (q = n = 14 units,EAC3

n = $8.01285). In this case, EAC3
n is a convex

function of n (see Fig. 6, Case III) that results in minimum value (EAC3
n = $8.01285) at

q = n = 14. In Fig. 6, the expected average cost functions of Case I & III are clearly convex
and unimodal whereas Case II is monotonic decreasing function of order size. Therefore, the
optimal solutions of Case I to III are unique. Among the above optimum results, (q = n =
15 units,EAC1

n = $5.86153) is minimum. So this strategy (Case I) is our required optimal
solution.

5 Conclusion

The newsvendor concept is a fundamental logic to solve many industrial and operations
problems. In this concept, explicit formulations of the overbuying and under-buying costs
and calculation of the critical ratio often lead to better economic decisions of a firm. If man-
agers of firms can estimate the proper demand distribution and cost parameters of the specific
retail type goods, they can implement the newsvendor model to make better economic deci-
sion which has a significant financial impact on the firm. The newsvendor modelling is used
in many business contexts having single decision variable, uncertain demand, known over-
age and underage costs such as setting safety stocks, setting target inventory levels, making
a final production run, and making capacity decisions, among others. The purpose of this
study is to model for firms/enterprises, cost-minimization strategy when the demand of the
end customers is uncertain and the capacity of OW is limited. This model also suggests to an
enterpriser who does not have OW, but may do business comfortably, using RW. This paper
discussed the model in the light of various types of distributions which are more appropri-
ate in real life problems. Quite often, retail items follow Uniform, Exponential, Normal,
Lognormal, Poisson and General discrete distributions. Neither the Normal nor the Pois-
son distributions are appropriate while the coefficient of variation (S.D./Mean) is large. The
Lognormal distribution provides, in many cases, an adequate distribution that allows closed
form solutions when the coefficient of variation is large. The model is tested for the above
realistic distribution functions and the optimum solutions of all the cases are obtained. This
model helps the firm manager to choice best strategy so that the system cost is minimized.
The new major contribution of the proposed article is to consider two-warehouse systems
(OW and RW) in newsvendor type problem. As far as the author’s knowledge goes, such
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type of two-warehouse model has not yet been published in newsvendor literature. The pro-
posed model can be extended further in many ways: one immediate extension may be done
both for stochastic supply and demand in the market. Fuzzy concept for the capacities of
own warehouse and multiple rented warehouses may considered in future. Moreover, the
present article may be extend incorporating the effect of sales price and promotional effort
on the demand of customers in the market.

Appendix A: When q ≥ W( �= ϕ)

Let Ir(t) is on-hand inventory at RW, Iw(t) is on-hand inventory at OW and Is(t) is shortage
level at time t. Here, two cases may arise for uncertain demand (x):

A.1 Case I: when shortage does not occur, i.e., q ≥ x

As the demand over the period [0, T ] is x, the demand per unit time is x/T . The stock at Rw
is cleared first. Thereafter, the stock at OW is used to adjust the demand of the customers.
Now, the on-hand inventories are:

Ir (t) = (q − W) − xt

T
, 0 ≤ t ≤ tr with Ir(0) = q − W and Ir(tr ) = 0

and

Iw(t) = W − x

T
(t − tr ), tr ≤ t ≤ T with Iw(T ) ≥ 0.

Using Ir (tr ) = 0, we have tr = (q − W)T/x. Now, Iw(T ) ≥ 0 implies q ≥ x. Therefore,
the average inventory cost at RW is Inv1

r = cr

T

∫ tr

0 {(q − W) − xt
T

}dt = cr

2x
(q − W)2 and the

average inventory cost at OW is

Inv1
w = ch

T

[

Wtr +
∫ T

tr

{

W − x

T
(t − tr )

}

dt

]

= ch

T

[

WT − x

2T

(

T − q − W

x
T

)2]

= ch

[

W − x

2T

(

1 − q − W

x

)2]

.

A.2 Case 2: when shortage occurs

In this situation, q ≤ x, the on-hand inventories and shortage are as follows:

Ir (t) = (q − W) − xt

T
, 0 ≤ t ≤ tr with Ir (0) = q − W and Ir(tr ) = 0;

Iw(t) = W − x

T
(t − tr ), tr ≤ t ≤ tr + tw with Iw(tr + tw) = 0

and

Is(t) = x

T
(t − tr − tw), tr + tw ≤ t ≤ T with Is(T ) ≤ 0.

Now, Ir (tr ) = 0 implies tr = (q − W)T/x and Iw(tr + tw) = 0 implies tw = WT/x.
Therefore, the average inventories and shortage are:

Inv2
r = cr

T

∫ tr

0

{

(q − W) − xt

T

}

dt = cr

2x
(q − W)2,
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Inv2
w = ch

T

[

Wtr +
∫ tr+tw

tr

{

W − x

T
(t − tr )

}

dt

]

= ch

T

[

W(tr + tw) − x

2T
(tw)2

]

= ch

(

q − W

2

)
W

x

and

Inv2
s = cs

T

∫ T

(tr+tw)

x

T
(t − tr − tw)dt = cs

2
x

(

1 − q

x

)2

.

The expected average cost, combining case 1 and case 2, we have

EAC1(q) =
∫ q

0

(
Inv1

r + Inv1
w

)
f (x)dx +

∫ ∞

q

(
Inv2

r + Inv2
w

)
f (x)dx +

∫ ∞

q

Inv2
s f (x)dx

= ch

∫ q

0

{

W − x

2

(

1 − q − W

x

)2}

dx + ch

∫ ∞

q

W

(

q − W

2

)
f (x)

x
dx

+ cr

2
(q − W)2

∫ ∞

0

f (x)

x
dx + cs

2

∫ ∞

q

x

(

1 − q

x

)2

f (x)dx.

Appendix B: When q ≤ W( �= ϕ)

In this case, RW is not needed. Let Iw(t) is on-hand inventory at OW and Is(t) is shortage
level at time t. Here, two cases may arise for uncertain demand (x):

B.3 Case 1: when shortage does not occur, i.e., q ≥ x

As the demand over the period [0, T ] is x, the demand per unit time is x/T . The stock at Rw
is cleared first. Thereafter, the stock at OW is used to adjust the demand of the customers.
Now, the on-hand inventory is:

Iw(t) = q − xt

T
, 0 ≤ t ≤ T with Iw(T ) ≥ 0.

Now, Iw(T ) ≥ 0 implies q ≥ x. Therefore, the average inventory cost at OW is Inv1
w =

ch

T
[∫ T

0 {q − xt
T

}dt] = ch[q − x
2 ].

B.4 Case 2: when shortage occurs

In this situation, q ≤ x, the on-hand inventory and shortage are as follows:

Iw(t) = q − xt

T
, 0 ≤ t ≤ tw with Iw(tw) = 0

and

Is(t) = x

T
(t − tw), tw ≤ t ≤ T with Is(T ) ≤ 0.

Now, Iw(tw) = 0 implies tw = qT /x. Therefore, the average inventory and shortage are:

Inv2
w = ch

T

[∫ tw

0

{

q − xt

T

}

dt

]

= ch

q2

2x
and Inv2

s = cs

T

∫ T

tw

x

T
(t − tw)dt = cs

2
x

(

1− q

x

)2

.
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The expected average cost, combining Case 1 and Case 2, we have

EAC2(q) =
∫ q

0

(
Inv1

w

)
f (x)dx +

∫ ∞

q

(
Inv2

w

)
f (x)dx +

∫ ∞

q

Inv2
s f (x)dx

= ch

∫ q

0

(

q − x

2

)

f (x)dx + ch

2
q2

∫ ∞

q

f (x)

x
dx + cs

2

∫ ∞

q

x

(

1 − q

x

)2

f (x)dx.
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