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Abstract This paper presents a linear programming approach to analyze and optimize flow
lines with limited buffer capacities and stochastic processing times. The basic idea is to
solve a huge but simple linear program that models an entire simulation run of a multi-stage
production process in discrete time, to determine a production rate estimate. As our method-
ology is purely numerical, it offers the full modeling flexibility of stochastic simulation with
respect to the probability distribution of processing times. However, unlike discrete-event
simulation models, it also offers the optimization power of linear programming and hence
allows us to solve buffer allocation problems. We show under which conditions our method
works well by comparing its results to exact values for two-machine models and approxi-
mate simulation results for longer lines.
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1 Modeling flow lines with limited buffer capacities and random processing times

Stochastic processing times at the stations of a flow line with limited buffer capacities can
lead to blocking or starvation of the line’s bottleneck. In this case the throughput of the
line falls below the production rate of the bottleneck operating in isolation (Gershwin 1994,
p. 117). In the design process for a flow line, one needs to quantify this impact of process-
ing time variability on the line’s production rate and inventory level to efficiently allocate
machines and buffers.

In practice, discrete-event simulation (DES) is usually used to analyze the performance
of a planned flow line. Several software packages with graphical user interfaces allow the
planner to easily model a system at an arbitrary level of detail (Swain 2007). DES offers
a great degree of modeling flexibility with respect to probability distributions and other
details of the line’s mode of operation. However, while modeling a flow line via DES is
easy, a systematic optimization of the flow line design is not. A simple and relevant question
is how to allocate a given total number of identical buffer spaces in a flow line so that the
production rate is maximized. This question can usually not be answered efficiently using
DES because of the long computation times of the simulation runs and the combinatorial
nature of the decision problem (Gershwin and Schor 2000).

It is also possible to use analytic queueing models to derive exact or approximate closed-
form solutions or decomposition algorithms for flow lines with (un-)limited buffer capac-
ities. The numerical effort for these methods is often negligible so that a systematic op-
timization of the line is possible (Gershwin and Schor 2000). However, the mathematical
assumptions required for these analytic models often restrict their use in practice. In addi-
tion, even a slight modification of such an analytic model may easily exceed the capabilities
of a practitioner who may therefore resort to DES.

As a result, one rarely finds flow lines with limited buffer capacity that have been sys-
tematically optimized, as analytic queueing models are rarely understood and optimization
based on DES is often too time-consuming.

For the special problem of analyzing and optimizing flow lines with limited buffer ca-
pacity we propose a methodology that is about as simple as DES, but uses the optimization
potential of mixed-integer linear programming. The key idea is to work with a discrete-time
dynamic production-inventory model with continuous production quantities. This model ap-
proximates the behavior of a discrete-material production system operating in continuous
time. Among the parameters of this model is the production capacity of a production stage
during a (discrete) time period. It stems from a hypothetical simulation run in continuous
time. In other words, the realizations of the stochastic processing times of the different jobs
at a given production stage are transformed via sampling into corresponding realizations
of production capacities for that production stage and the corresponding time period. If the
number of these periods in the model is sufficiently large and some other conditions (to be
explored in this paper) hold, the discrete-time model leads to a surprisingly accurate pre-
diction of the production rate of the original flow line that operates in continuous time. To
determine the production rate estimate within the context of our multi-stage discrete-time
production-inventory model, we use a tractable mixed-integer linear program. Our linear
model can easily incorporate buffer allocation and/or machine selection decisions. In this
case, additional integer decision variables for the buffer sizes are introduced. This leads to
a mixed-integer problem that can be solved via branch&bound or branch&cut algorithms.
Our approach therefore combines the flexibility of DES with respect to probability distrib-
utions of stochastic processing times with the optimization power of (mixed-integer) linear
programming. The contribution of this paper is to describe how the method works and under
which conditions it can be expected to yield precise production rate estimates.
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The literature on DES of production system is huge. Law and Kelton (1991) and Kelton
et al. (2006), among others, give introductions to the methodology and describe simulation
models of flow lines. Ho et al. (1979) introduced the concept of infinitesimal perturbation
analysis where a single sample path (in continuous time) of a DES is used to determine
a gradient of a performance measure for optimization purposes. A survey of the literature
on analytic queueing models of flow lines with limited buffer capacity is given by Dallery
and Gershwin (1992). The recent development in the field is presented in the book edited
by Liberopoulos et al. (2006). Several monographs treat the analysis of manufacturing sys-
tems via queueing models (Buzacott and Shanthikumar 1993; Gershwin 1994; Tijms 1994;
Altiok 1996). The literature on linear-programming based simulation of flow lines using
a sample path of processing times is more limited. Abdul-Kader (2006) presents a linear
programming (evaluation) model of an unreliable flow line in continuous time that is based
on an earlier model by Johri (1987). In this model, the buffer capacity cannot be made a
decision variable and only a fixed and given buffer allocation can be treated. The situation
is similar for a model by Matta and Chefson (2005) which is based on an earlier model
by Schruben (2000). In the model of a closed flow line by Matta and Chefson, the buffer
capacity determines the number of constraints of the continuous time LP. We are not aware
of continuous time LP models of stochastic flow lines in which the buffer size is a decision
variable. However, in order to optimize the design of a flow line, the buffer size must be al-
lowed to be a decision variable. For this reason we developed our discrete-time model which
is presented in this paper. From a methodological point of view, our approach is very similar
to the one presented by Helber and Henken (2010) for shift scheduling in contact centers.

The remainder of this paper is structured as follows: In Sect. 2 we present and compare
LP-based simulation approaches for stochastic flow lines. Section 3 presents results of a
systematic numerical study to assess the accuracy of the proposed method. We summarize
our results and give directions for further research in Sect. 4.

2 Continuous vs. discrete time linear programming models of stochastic flow lines

2.1 Continuous time evaluation model

As stated above, several modeling approaches have been proposed for continuous time LP
models of flow lines. The key idea is to use for a sample path of processing times a set of
real-valued decision variables to model the time at which processing of a workpiece w at a
station k starts and/or ends. An example of such a model can be formulated as follows using
the notation in Table 1, see also Matta and Chefson (2005):

Minimize
K∑

k=1

W∑

w=1

(XSkw + XFkw) (1)

subject to

XSkw + dkw = XFkw − Bkw, ∀k, ∀w, (2)

XSk+1,w = XFkw + Wkw, ∀k ≤ K − 1, ∀w, (3)

XSk,w+1 = XFk,w + Sk,w+1, ∀k, ∀w ≤ W − 1, (4)

XFk,w+bk
≥ XSk+1,w, ∀k ≤ K − 1, ∀w ≤ W − bk. (5)
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Table 1 Notation for the continuous time model

Sets and indices

w = 1, . . . ,W workpieces

k = 1, . . . ,K stations in the flow line

Parameters

dkw processing time or duration at station k for workpiece w

bk capacity of the buffer behind station k

Real-valued decision variables

XSkw starting time at station k for workpiece w

XFkw finishing time at station k for workpiece w

Wkw waiting time for workpiece w in the buffer behind station k

Bkw blocking time at station k for workpiece w

Skw starving time of station k before processing workpiece w

The objective function (1) ensures that each workpiece w will be transferred to the next
station or buffer as soon as possible. The time workpiece w spends at station k consists of
the processing time dkw and the blocking time Bkw . The buffer behind the last station K is
assumed to be infinitely large so that no workpiece can be blocked at the last station, i.e.,
BKw = 0 holds for all workpieces w. If the workpiece w starts being processed at station k

at time XSkw , it leaves the station dkw + Bkw time units later, see (2). Equations (3) define
the waiting time Wkw of workpiece w in the buffer behind station k. The starting time of
workpiece w+1 is determined in (4) by the finishing time of the preceding workpiece w and
the starving time Sk,w+1. Therefore, only one workpiece can be processed at the same time
at station k. Due to the limited buffer capacity bk , the workpieces w and w +bk cannot be in
the buffer behind station k at the same time. For this reason (5) state that workpiece w + bk

cannot be transferred to a buffer before workpiece w has left this buffer. Once this model
has been solved for a given realization of processing times, an estimate for the production
rate of the line can be computed.

In this model, the size of the buffers between the stations determines the number of con-
straints of the LP. The buffer allocation is therefore exogenous to the model. Matta and
Chefson (2005) discuss how the solution to such a model can be incorporated into an ap-
proach to optimize the buffer allocation. If an identical sequence of realizations of random
processing times for workpieces w at stations k is fed into an LP like the one presented above
and into a DES, both modeling approaches lead to the same cycle time and processing rate
(Schruben 2000; Matta and Chefson 2005). A continuous time LP model can therefore be
used, at least in principle, to simulate a stochastic flow line. The resulting LP can become
huge if tight confidence intervals for performance measures are required, but the power of
computers and LP solvers keeps increasing, so this problem should eventually be eliminated
by technological progress. However, there does not appear to be an obvious way to incorpo-
rate buffer allocation decisions into a continuous time model. For this reason, we propose a
different approach.

2.2 Transformation of stochastic processing times into processing capacities via periodic
sampling

In order to transform the continuous processing times into the modeling context of a dis-
crete time model, we can use a simple sampling approach. Consider a sequence of potential
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Fig. 1 Sampling of discrete time
processing rates

processing times or durations dkw for an ordered set of workpieces w that is processed at a
station k. Assume that the station is operating in isolation so that it can never be blocked or
starved. The idea of the sampling approach is to count the number of events per period as
depicted in Fig. 1.

The upper row of this figure shows three discrete time periods 1 to 3 and the lower,
the processing times of 7 workpieces successively processed at that station so that it never
idles until the last piece is processed. In the example, three workpieces can be finished in
period 1, only one in period 2 and two in period 3. The shorter the processing times relative
to the period lengths are, the higher is the number of workpieces that can be processed
during a period. As in each digital representation of analogous signals, information is lost
if the sampling frequency is too low as stated by the Nyquist-Shannon-sampling theorem
Isermann (1987, pp. 31). Loosely speaking, in order not to loose information, the length of
a period must, according to this theorem, be shorter than half of the length of the shortest
possible processing time. If the shortest possible processing time can be arbitrarily close to
zero (for example, because processing times are assumed to be exponentially distributed),
such a perfect sampling without any loss of information is already theoretically impossible.

However, there is an additional problem: As the processing or duration times dkw are con-
sidered to be realizations of random variables, the sampled counts of processing capacities
ckt for the discrete time periods are also realizations of random variables. In order to provide
a reasonable characterization of the workstation in a discrete time model, a sufficiently large
number of workpieces must be considered and a sufficiently large number of realizations of
the processing capacities ckt at station k for different periods t is required.

For this reason it is clear that on the one hand one would like to have both a very high
sampling frequency and a very large number of sampled processing times of different work-
pieces (and therefore a very large number of periods t ), but on the other hand one needs
to be able to solve a discrete time LP of limited size in limited time. This tradeoff will be
explored in detail in our numerical study.

Unless processing times are exponentially or geometrically distributed, the realizations
of processing capacities ckt correspond to a distribution that depends on t , i.e., it has a
transient nature. However, as used in our discrete time simulation, ckt will essentially follow
a stationary distribution. This effect does not seem to be too strong as in our discrete time
simulation model we omit the initial (transient) phase consisting of T0 warm-up periods.

2.3 Discrete time evaluation and optimization model

Our discrete time production-inventory model of a stochastic flow line is based on the fol-
lowing assumptions for the case of given buffer sizes:

– The flow line consists of stations k = 1, . . . ,K .
– Behind each but the last station there is a buffer that can hold bk parts. This buffer size is

exogenously given. The material supply to the first station and the space behind the last
station is unlimited.

– Time is divided into discrete periods t of equal length.
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Table 2 Notation for the discrete time model

Sets and indices

k = 1, . . . ,K stations in the flow line

t = 1, . . . , T periods

T0 last period of the warm-up phase

Parameters

ckt potential processing capacity of station k in period t , realization

of an integer random variable obtained by sampling

bk exogenously given capacity of the buffer behind station k

btot exogenously given total buffer capacity between all stations

Real-valued decision variables

Qkt production quantity of station k in period t

Ykt end-of-period inventory level of buffer k in period t

Integer decision variables

Xk endogenously determined capacity of the buffer behind station k

Performance measures and auxiliary quantities

Invk average inventory in buffer k and at machine k

PR production rate estimate

Y ′
kt

inventory in buffer k and at machine k in period t

– The maximum number of parts that can be processed at station k in period t is ckt . It is
the realization of a stochastic counting process obtained via sampling, see Sect. 2.2.

– The objective is to maximize the production rate of the system. The production rate is the
number of workpieces processed at the last station divided by the length of the observation
period. The observation period starts after the first T0 periods (warm-up phase).

Using the above assumptions and the notation in Table 2, the (evaluation) model in dis-
crete time can be stated as follows:

Max
K∑

k=1

T∑

t=1

(10T − t)Qkt (6)

subject to

Yk,t−1 + Qkt = Ykt + Qk+1,t+1, k = 1, . . . ,K, t = 1, . . . , T , (7)

Qkt ≤ ckt , k = 1, . . . ,K, t = 1, . . . , T , (8)

Qkt = 0, k = 1, . . . ,K, t < k, (9)

Ykt ≤ bk, k = 1, . . . ,K − 1, t = 1, . . . , T . (10)

In the objective function (6), the total production is maximized. The coefficient 10T − t

in the objective function ensures that early production at each station is rewarded in order to
model a push system. Equations (7) state that the end-of-period buffer level Ykt of stage k

at period t is the buffer level from the previous period plus the current production quantity
of stage k minus the production quantity at the next stage k + 1 in the next period t + 1.
It is a standard inventory equation for a dynamic multi-stage production system with the
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convention that those variables that are not defined (e.g., “QK+1,T +1”) are omitted. The
constraint (8) states that the production capacity for each period and station may not be
exceeded. Production at downstream production stages can only start if material can be
available. Due to the lead time of one period between adjacent production stages in (7),
Station k cannot start production earlier than in period t = k, see (9). Equations (10) state
that the inventory level must not exceed the buffer capacity. The model has 2 ·K ·T decision
variables and 3 · K · T + (K − 1)K/2 constraints.

The production rate PR in the observation period is determined as the number of work-
pieces processed at the last station after a warm-up phase of T0 periods divided by the num-
ber of periods after this warm-up phase:

PR = 1

T − T0
·

T∑

t=T0+1

QKt . (11)

Note that the end-of-period inventory Ykt as used in balance equations (7) does not ac-
count for workpieces at the machines. We therefore determine from the solution of the model
a modified inventory Y ′

kt which includes the inventory at the machines as the difference of
cumulated production of adjacent machines

Y ′
kt =

t∑

τ=1

Qkt −
t∑

τ=1

Qk+1t (12)

and the average inventory Invk related to buffer k as

Invk = 1

T − T0
·

T∑

t=T0+1

Y ′
kt (13)

for the periods following the warm-up phase. In this base (evaluation) variant of the discrete-
time model, we assume that the buffer allocation is given. We now turn to the buffer opti-
mization variant of the model and assume that only the total number btot of buffer spaces
is given. We further assume that these buffer spaces can be freely located between the ma-
chines and the production-rate maximizing buffer allocation is sought. Then the constraints
(10) have to be replaced by the following two constraints:

Ykt ≤ Xk, k = 1, . . . ,K − 1, t = 1, . . . , T , (14)

K−1∑

k=1

Xk = btot . (15)

The constraints (14) state that the end-of-period inventory level must not exceed the now
endogenous buffer size Xk . Equation (15) guarantees that all the available buffer spaces are
allocated in the line. This minor modification allows us to incorporate the buffer allocation
problem and hence to optimize the flow line. If we aim at the production-rate maximizing
buffer allocation, the original linear program (6)–(10) therefore turns into a mixed-integer
program as buffer sizes must be integer.

2.4 Error sources of simulation and optimization in discrete time

Our approach to simulate and optimize flow lines using linear programming models in dis-
crete time leads to two conceptually distinct types of errors:
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– Simulation error: Like a conventional simulation of a flow line in continuous time, our
approach is based on a limited number of realizations of random variables, i.e., a sample
path, that models processing times. Therefore any production rate (or inventory level)
estimate for the flow line is also a realization of a random variable. In order to get tight
confidence intervals for the estimates of these random variables, it may be necessary to
perform long runs that simulate the processing of many work pieces. For large flow lines
with many machines or for effective processing times with a very high coefficient of
variation (including potential repair times, Gaver 1962), this can lead to linear programs
that are still too large to be solved with the hard- and software currently available if precise
performance measures are required.

– Time discretization errors: In the inventory balance equations (7), a production quantity
processed at station k in period t cannot be processed earlier than in period t + 1 at the
next station k + 1. In general, this induces an artificial time lag between the moment a
workpiece has completed its operation at one station and is available to start production at
the succeeding station. Therefore, blocking and starving of stations (and also the inventory
level) is implicitly overestimated in the discrete time model and hence the production rate
is underestimated. This effect should increase as the period length increases.

The simulation error always occurs. There is no time discretization error if and only
if the effective processing times are integer multiples of the period length and follow a
memoryless distribution, i.e., the geometric distribution. If the effective processing times
follow a distribution in continuous time, both error types always occur.

One might consider to isolate these two error types by using an identical sample path
of effective processing times in a continuous time simulation and in a discrete time simula-
tion and attribute any difference of the estimated performance measures solely to the time
discretization error. In this approach, one would have to solve for the same sample path
the continuous time linear program (1)–(5) and, after conversion of processing times into
production capacities, the discrete time linear program (6)–(10).

However, due to time discretization it is not possible to use exactly the same sample path
of effective processing times in both models and therefore it is also not possible to truly
isolate the two error types using this approach. Assume, for example, that in a two-machine
line the second machine operates faster than the first machine. If production capacities are
sampled for T periods in the discrete time model, then more processing times have to be
sampled for the second machine than for the first. However, the second machine cannot
process more parts than the first machine. In the continuous time simulation, the required
number of realizations of processing times is identical for all stations and does not depend
on the speed of the machines. In general, the solution to the discrete time model is therefore
based to some extent on partially different sets of realizations of random variables. If non-
identical sample paths of processing times have to be used in a specific continuous time
simulation and a “corresponding” discrete time simulation, then it is impossible to isolate the
simulation error from the time discretization error in the attempt to explain the differences
in the simulation results. For the same reason it is not possible to model correlation of
processing times within work pieces in discrete time.

Even if all machines operate on average at the same speed, but buffer sizes are limited
and processing times are realizations of random variables, a simulation in continuous time
will report some blocking and starving for a simulation run and the number of sampled
processing times in this continuous time simulation still equals the number of processed
work pieces. However, in order to simulate this line over the same time horizon in discrete
time, again a larger number of sampled processing times is needed to determine production
capacities ckt and therefore there is no consistent one-to-one mapping of sampled processing
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times to workpieces in both the continuous and the discrete time simulation. It is therefore
impossible to use identical sample paths in both simulations and attribute differences of the
estimated performance measures directly to the time discretization error.

To make things worse, only few exact results for the performance analysis of stochastic
flow lines with limited buffer capacity are available. For this reason, one may be forced to
compare the results from the discrete time simulation to results from a separate continuous
time simulation to assess the quality of the discrete time approach. Then the differences in
the performance measure estimates are due to

(i) the simulation error of the continuous time simulation,
(ii) the simulation error of the discrete time simulation and

(iii) the time discretization error.

3 Numerical evaluation of the approximation

3.1 Outline of the numerical study

In order to evaluate the accuracy and the numerical effort of our method, we performed a
numerical study. The measure of accuracy used in the study is the relative deviation of the
production rate and the inventory level estimates of the discrete time linear program from the
true value (or a hopefully precise estimate of this true value). In the design of our numerical
experiments we tried to reflect the errors and problems mentioned in Sect. 2.4 that are due
to simulation in discrete time, to time discretization and to simulation in continuous time (in
order to determine reference values).

In the first part of the study we start by treating Markovian two-machine lines for which
exact results are available. This way we can avoid errors that are due to simulation in con-
tinuous time in order to determine the “true” values of the performance measures. Such a
system can be easily analyzed via a M/M/1/N queueing model in either discrete or contin-
uous time. The idea is to interpret the arrival process of the queueing model as the production
process of the first machine of the line and the service process of the queueing model as the
production process of the second machine. The system size N represents the number of
buffer spaces between the machines plus the space at the second machine.

In our first step, we try to isolate those errors that are solely due to simulation in discrete
time from the time discretization error as described in Sect. 2.4. To this end, we start with
a discrete time Markovian model of a flow line where the time discretization error cannot
occur as all processing times are geometrically distributed multiples of the period length. In
the next step, we consider a continuous time Markovian model of a two-machine line with
exponentially distributed processing times. The comparison with the exact results lumps
together the discrete time simulation error and the time discretization error as explained in
Sect. 2.4.

The second part of our numerical study is devoted to longer lines. Only very limited re-
sults are available for lines with more than two machines, see Gershwin and Schick (1983)
and Tan (2003) as examples for the rare exceptions. For this reason we compare our sim-
ulation in discrete time to a separate simulation in continuous time and are aware of the
three above-mentioned sources of differences between the discrete time simulation and the
continuous time simulation.

In our study, we investigate the impact of the following features of the problem instances
on the accuracy of our method:
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– Number of periods in the discrete time model and (average) processing rates at the ma-
chines

– Number of buffer spaces for each buffer between the machines in the flow line
– Location of the bottleneck (if any) in the line

For lines with more than two machines, we added the following problem features:

– Number of stations
– Variability of the processing times
– Exogenously given even distribution of buffer spaces vs. endogenously determined (pro-

duction rate maximizing) allocation of buffer spaces

The processing rates of the machines and the number of periods in the discrete time linear
program determine the number of work pieces that are processed, i.e., the total production
quantity. We conjecture that the accuracy of our discrete time simulation should increase
with that quantity, just as it would in continuous time.

However, a given number of (potentially) processed workpieces can be modeled in dis-
crete time by different combinations of period numbers and processing rates. In order to
minimize the time discretization error, it is attractive to use many (short) periods and low
processing rates. Unfortunately, this increases the size of the linear program. On the other
hand, if few (long) periods and high processing rates are used, so that the resulting discrete
time linear programs are smaller and easier to solve, the time discretization error is bigger
and hence the results might be less accurate.

To create comparable conditions in our experiments, we set the number of simulated
periods (after a warm-up period) and the processing rate of the machines so that comparable
expected numbers of workpieces could be processed by the line (see below).

With respect to the buffer size we expect to find more precise results for problem in-
stances with larger buffers. Large buffers reduce blocking and starving. For larger buffers,
the modeling discrepancy between the discrete flow of material in the real system and the
continuous flow in the linear program should hence be less relevant.

It was not clear to us whether the location of a potential bottleneck in the system has a
significant effect on the accuracy of the method.

For lines with more than two machines, we compare our results to those from a discrete-
event simulation model originally coded in C (Helber 1999). We expect to find larger devi-
ations as the number of stations increases, because the number of “modeling defects” due
to the discretization increases. With respect to the variability of the processing times, we
conjecture to find an increasing accuracy with decreasing variability as the production rate
of a zero-variability discrete material flow line can be determined exactly via a continuous
flow model. It was not clear to us whether the method should be more precise if the (even)
buffer allocation is exogenously given or an uneven distribution endogenously determined
so that the production rate is maximized.

For all of these parameter types, we systematically explore a range of parameter values
which we consider to be relevant, in order to find out under which conditions the method
appears to yield reasonably precise production rate estimates.

3.2 Comparison with exact results for Markovian two-machine lines

3.2.1 Geometrically distributed processing times

In this first step of the numerical study, we consider a two-machine line with discrete
processing times that are integer multiples of the period length used in the discrete time
linear program. In this situation a time discretization error does not occur.
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Fig. 2 Transition diagram of a discrete time Markov chain for a two-machine line

Table 3 Test bed for the
analysis of two-machine lines
with geometrically distributed
processing times

Parameter type Cases Parameter value per case

Buffer spaces 4 1, 4, 8, 16

per buffer

Base processing 2 0.5 (0.5), 0.9 (0.1)

probabilities

(corr. SQV)

Bottleneck factor 3 (M1: 0.8; M2: 1.0),

(M1: 1.0; M2: 1.0),

(M1: 1.0; M2: 0.8)

To create a Markovian model that can be analyzed exactly, we assume that during each
time period a machine i ∈ {1,2} that is neither blocked nor starved completes its operation
on a workpiece with a probability 0 < ui < 1. Then processing times are geometrically dis-
tributed with mean 1

ui
and the squared coefficient of variation (SQV) is 1 − ui (Tran-Gia

1996, p. 39). If the buffer can hold n workpieces and one workpiece can occupy the second
machine, the corresponding Markov chain has n + 2 states describing the number of work-
pieces in the buffer and on the second machine. Figure 2 shows the transition diagram for
this system. It is straightforward to determine the steady-state probabilities of this Markov
chain and from these the expected values of the production rate and the inventory level, see,
e.g., Gershwin (1994).

We used the testbed presented in Table 3. The processing probabilities ui of the ma-
chines are the product of the base processing probability (for example, 0.5 in the first
base processing probability case) and the bottleneck factor for the respective machine (e.g.
0.8 for machine M1 in bottleneck factor case 1, leading to a production probability of
u1 = 0.5 · 0.8 = 0.40 for machine M1). The corresponding squared coefficient of variation
is given in brackets behind each base processing probability. These production probabilities
were then used to sample production capacities ckt required in (8) as illustrated in Fig. 1.

The different combinations of parameters led to a full factorial design of the experiment
with 4 · 2 · 3 = 24 different two-machine lines that were both analyzed via our numerical
method and via the exact solution of the discrete time Markov chain model depicted in
Fig. 2.

We decided to set the number of periods in our discrete time simulation model (6)–(10)
so that the production of a comparable number of work pieces could be modeled after an
initial warm-up period of T0 = 500 periods. This number of was set to 10,000 work pieces.
The number of periods in the discrete time linear program was hence determined as follows:

T = T0 + T1 = 500 +
⌈

10,000 max

{
1

u1
,

1

u2

}⌉
. (16)
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Table 4 Results for geometrically distributed processing times

u1 u2 BS PR∗ PRds RDP Inv∗ Invds RDI

0.40 0.50 1 0.33 [0.32, 0.32, 0.33] −0.6 0.8 [0.7, 0.7, 0.7] −13.6

0.40 0.50 4 0.39 [0.38, 0.38, 0.39] −0.2 1.7 [1.5, 1.6, 1.7] −3.6

0.40 0.50 8 0.40 [0.39, 0.40, 0.41] 0.1 2.2 [1.9, 2.1, 2.2] −5.0

0.40 0.50 16 0.40 [0.39, 0.40, 0.40] −0.9 2.4 [2.1, 2.4, 2.6] −1.4

0.50 0.50 1 0.38 [0.37, 0.38, 0.38] 0.1 1.0 [0.9, 0.9, 0.9] −13.5

0.50 0.50 4 0.45 [0.44, 0.45, 0.45] −0.4 2.5 [2.3, 2.4, 2.5] −3.7

0.50 0.50 8 0.47 [0.46, 0.47, 0.47] −1.3 4.5 [4.2, 4.5, 4.8] 0.0

0.50 0.50 16 0.49 [0.47, 0.48, 0.49] −0.3 8.5 [8.0, 8.8, 9.6] 3.9

0.50 0.40 1 0.33 [0.31, 0.32, 0.33] −1.8 1.2 [0.9, 0.9, 0.9] −21.1

0.50 0.40 4 0.39 [0.38, 0.38, 0.39] −0.7 3.3 [3.1, 3.1, 3.2] −5.7

0.50 0.40 8 0.40 [0.39, 0.39, 0.40] −0.8 6.8 [6.7, 6.8, 7.0] 0.2

0.50 0.40 16 0.40 [0.39, 0.40, 0.40] −0.4 14.6 [14.2, 14.5, 14.8] −0.9

0.72 0.90 1 0.68 [0.70, 0.71, 0.71] 4.3 0.8 [0.9, 0.9, 0.9] 14.3

0.72 0.90 4 0.72 [0.71, 0.72, 0.72] −0.5 1.1 [1.1, 1.1, 1.2] 3.1

0.72 0.90 8 0.72 [0.71, 0.72, 0.73] 0.3 1.1 [1.1, 1.1, 1.2] 0.9

0.72 0.90 16 0.72 [0.71, 0.72, 0.72] −0.3 1.1 [1.1, 1.1, 1.2] 1.9

0.90 0.90 1 0.83 [0.86, 0.86, 0.87] 4.3 1.0 [1.3, 1.3, 1.4] 34.2

0.90 0.90 4 0.88 [0.88, 0.88, 0.89] 0.5 2.5 [2.5, 2.7, 2.9] 7.7

0.90 0.90 8 0.89 [0.88, 0.89, 0.89] 0.0 4.5 [4.0, 4.6, 5.3] 3.2

0.90 0.90 16 0.89 [0.89, 0.89, 0.90] −0.3 8.5 [7.3, 9.7, 12.1] 14.0

0.90 0.72 1 0.68 [0.69, 0.70, 0.71] 3.3 1.2 [1.5, 1.5, 1.5] 24.8

0.90 0.72 4 0.72 [0.71, 0.72, 0.73] −0.1 3.9 [4.3, 4.3, 4.4] 10.7

0.90 0.72 8 0.72 [0.71, 0.72, 0.73] 0.2 7.9 [8.2, 8.3, 8.3] 5.2

0.90 0.72 16 0.72 [0.72, 0.72, 0.73] 0.4 15.9 [16.2, 16.3, 16.3] 2.3

The T1 periods after the warm-up phase were subdivided into 10 time segments of iden-
tical lengths in order to compute rough 95% confidence intervals for the performance mea-
sures by treating these time segments as if they were independent.

In Table 4 we report for each combination of processing probabilities ui, i ∈ {1,2} and
buffer size (BS) the true (expected) production rate (PR∗) and the true (expected) inventory
level (Inv∗) from the exact analysis of the Markovian model. From the discrete time simu-
lation (“ds”) we also report 95% confidence intervals for both the production rate and the
inventory level. The three numbers in brackets are the lower limit of those 95% confidence
intervals, the average, and the upper limit of those confidence intervals. Finally, we report
the relative deviation (in %) of the production rate estimate (RDP) and the inventory level
estimate (RDI). It was computed as (100×(discrete time simulation value − true value)/
(true value)). The relative deviations of the production rate estimates are mostly quite small,
in particular for buffers with four or more spaces. The inventory level estimates are less
accurate. However, most of the larger relative deviations occur in cases where the absolute
inventory levels are small due to small buffer sizes.

For this set of instances, the discrete time linear program has between 46,452 and 102,004
columns (variables) and between 58,064 and 127,504 constraints. The CPU time to solve the
linear program using Cplex 11.0.0 on a Dual Core Pentium IV machine with 2.8 GHz and
2 GB RAM ranges from 1 to 4 seconds. The time to build the matrix of the linear program
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Table 5 Test bed for the
analysis of two-machine lines
with exponentially distributed
processing times

Parameter type Cases Parameter value per case

Buffer spaces per buffer 4 1, 4, 8, 16

Base processing rates 3 0.5, 1.0, 2.0

Bottleneck factor 3 (M1: 0.8; M2: 1.0),

(M1: 1.0; M2: 1.0),

(M1: 1.0; M2: 0.8)

using the GAMS interpreter is always substantially longer than the time to solve the linear
program.

3.2.2 Exponentially distributed processing times

If the processing times at the machines are exponentially distributed, a standard continuous
time M/M/1/N queueing model can be used to determine the exact values of the average
production rate and inventory levels. In this setting, each machine i ∈ {1,2} is characterized
by its processing rate μi . The average processing time is 1

μi
and the squared coefficient of

variation of the processing times is 1. Processing at the first machine is interpreted as the
arrival process in the queueing model. If this system is analyzed via the discrete time linear
program (6)–(10), both the discrete time simulation error and the time discretization error
occur.

The testbed in Table 5 led to 36 distinct flow lines. The number of periods was again
determined as shown in (16) to allow for about 10,000 workpieces to be processed at the
bottleneck station if it were never starved or blocked.

The results in Table 6 are organized like those for geometrically distributed processing
times in the previous section. Unless buffers are very small, the discrete time simulation is
apparently fairly accurate. It tends to underestimate the production rate slightly (−1.169%
over the 36 cases), which may be due to the time discretization error. The inventory level
estimation errors are larger than for the lines where the time discretization error does not
occur. They appear to be smallest if the processing time is about as long as the period length
in the discrete time simulation. Again, the largest relative deviations of the inventory level
estimates occur if the absolute inventory levels are low.

3.3 Comparison with approximate simulation results for longer lines

To evaluate the performance of our method for longer lines we compared its results to those
obtained by a discrete-event simulation for the testbed consisting of the 864 cases described
in Table 7. The last line in Table 7 indicates that for each line we first evaluated an as-
sumed even distribution of the buffer spaces in the line and then sought the production-rate
maximizing buffer allocation as described in Sect. 2.3.

We only asked for the accuracy of the production rate estimates (as opposed to inventory
level estimates) for three reasons: First, we already know from the results for two-machine
lines, that our method does not yield precise inventory level estimates. Second, while our
discrete event simulations of the longer lines are all very precise with a relative width of
the production rate confidence intervals below 1%, the inventory level estimates from these
simulations happen to have much wider confidence intervals, often wider than 50%. We
therefore don’t have precise reference values for inventory levels of longer lines. Third,
a financial analysis of the investment in a flow line shows that the investment in work in
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Table 6 Results for exponentially distributed processing times

μ1 μ2 BS PR∗ PRds RDP Inv∗ Invds RDI

0.40 0.50 1 0.30 [0.25, 0.26, 0.27] −12.5 0.9 [0.7, 0.7, 0.7] −19.1

0.40 0.50 4 0.36 [0.36, 0.36, 0.36] −0.9 1.9 [1.8, 1.9, 2.0] 1.0

0.40 0.50 8 0.39 [0.37, 0.38, 0.38] −2.9 2.8 [2.7, 2.8, 3.0] 1.5

0.40 0.50 16 0.40 [0.39, 0.40, 0.40] −0.5 3.7 [3.3, 3.8, 4.3] 3.1

0.50 0.50 1 0.33 [0.29, 0.29, 0.29] −12.9 1.0 [0.8, 0.8, 0.8] −21.5

0.50 0.50 4 0.42 [0.40, 0.41, 0.41] −2.6 2.5 [2.3, 2.3, 2.4] −6.0

0.50 0.50 8 0.45 [0.43, 0.44, 0.45] −2.1 4.5 [4.0, 4.3, 4.7] −3.6

0.50 0.50 16 0.47 [0.47, 0.47, 0.48] 0.1 8.5 [8.0, 8.5, 9.1] 0.2

0.50 0.40 1 0.30 [0.25, 0.26, 0.27] −11.9 1.1 [0.8, 0.8, 0.8] −27.7

0.50 0.40 4 0.36 [0.35, 0.36, 0.36] −2.2 3.1 [2.8, 2.8, 2.9] −9.3

0.50 0.40 8 0.39 [0.38, 0.39, 0.40] 0.5 6.2 [5.8, 5.9, 6.0] −4.8

0.50 0.40 16 0.40 [0.39, 0.40, 0.40] −0.6 13.3 [12.6, 13.0, 13.4] −2.4

0.80 1.00 1 0.59 [0.55, 0.56, 0.58] −4.4 0.9 [1.0, 1.0, 1.0] 15.5

0.80 1.00 4 0.73 [0.70, 0.72, 0.74] −1.1 1.9 [2.1, 2.2, 2.3] 16.4

0.80 1.00 8 0.78 [0.76, 0.78, 0.79] 0.0 2.8 [3.0, 3.1, 3.3] 12.1

0.80 1.00 16 0.80 [0.78, 0.80, 0.82] 0.6 3.7 [3.6, 4.3, 5.0] 17.2

1.00 1.00 1 0.67 [0.64, 0.65, 0.66] −2.8 1.0 [1.1, 1.1, 1.2] 14.7

1.00 1.00 4 0.83 [0.81, 0.82, 0.83] −1.6 2.5 [2.8, 2.9, 2.9] 14.0

1.00 1.00 8 0.90 [0.89, 0.90, 0.91] 0.1 4.5 [4.5, 4.7, 4.9] 3.6

1.00 1.00 16 0.94 [0.91, 0.94, 0.96] −0.9 8.5 [7.7, 8.8, 9.9] 3.9

1.00 0.80 1 0.59 [0.55, 0.57, 0.58] −4.2 1.1 [1.1, 1.1, 1.2] −0.1

1.00 0.80 4 0.73 [0.72, 0.73, 0.74] 0.3 3.1 [3.2, 3.2, 3.3] 3.2

1.00 0.80 8 0.78 [0.76, 0.78, 0.79] 0.3 6.2 [6.2, 6.4, 6.7] 3.8

1.00 0.80 16 0.80 [0.78, 0.79, 0.81] −0.2 13.3 [12.4, 13.0, 13.5] −2.7

1.60 2.00 1 1.18 [1.23, 1.25, 1.27] 5.9 0.9 [1.6, 1.6, 1.7] 93.1

1.60 2.00 4 1.46 [1.46, 1.49, 1.52] 2.3 1.9 [2.9, 2.9, 3.0] 57.0

1.60 2.00 8 1.55 [1.51, 1.54, 1.57] −0.6 2.8 [3.7, 3.9, 4.1] 40.4

1.60 2.00 16 1.59 [1.55, 1.58, 1.62] −0.7 3.7 [4.5, 4.9, 5.4] 34.3

2.00 2.00 1 1.33 [1.39, 1.43, 1.46] 7.1 1.0 [1.9, 1.9, 2.0] 92.2

2.00 2.00 4 1.67 [1.65, 1.68, 1.71] 0.8 2.5 [3.6, 3.7, 3.9] 49.2

2.00 2.00 8 1.80 [1.76, 1.80, 1.84] 0.0 4.5 [5.6, 5.9, 6.1] 30.0

2.00 2.00 16 1.89 [1.86, 1.91, 1.95] 0.9 8.5 [7.7, 9.0, 10.3] 6.1

2.00 1.60 1 1.18 [1.20, 1.23, 1.27] 4.4 1.1 [1.8, 1.8, 1.9] 59.7

2.00 1.60 4 1.46 [1.42, 1.45, 1.48] −0.4 3.1 [4.0, 4.1, 4.2] 31.3

2.00 1.60 8 1.55 [1.53, 1.56, 1.58] 0.3 6.2 [7.1, 7.3, 7.5] 18.0

2.00 1.60 16 1.59 [1.57, 1.59, 1.62] 0.1 13.3 [13.9, 14.4, 14.9] 7.9

process of a flow line can safely be ignored if compared to those cash flows that are due to
the investment in machines, buffers, and the continuous processing of material over several
month or years, see Helber (1999, 2001). We are aware that this result contradicts the current
“philosophy” of “lean production”. However, it justifies to concentrate on precise production
rate estimates as opposed to inventory level estimates.
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Table 7 Test Bed for the
analysis of longer lines (864
cases); “f.m.” means “first
machine”, “l.m.” means “last
machine”,“o.m.” means “other
machines”

Parameter type Number Parameter value

of cases per case

Buffer spaces per buffer 4 1, 4, 8, 16

Base processing rates 3 0.5, 1.0, 2.0

Bottleneck factor 3 (f.m.: 0.9; o.m.: 1.0),

(all machines 1.0),

(l.m.: 0.9; o.m.: 1.0)

Number of stations 3 5, 7, 9

Processing time variability 4 0.25, 0.5, 1.0, 2.0

Buffer allocation 2 Even vs. production-rate

maximizing

Fig. 3 Percentage of cases over
percentiles of relative deviations
for all 864 cases of longer lines

We used the Erlang-k-distribution to generate processing times with a squared coefficient
variation (SCV) below 1.0 and the balanced-mean variant of the Cox-2-distribution to gener-
ate processing times with a SCV of 1.0 or above (Buzacott and Shanthikumar 1993, p. 542).
These distributions allow to model processing times with the given coefficients of variation
easily. Figure 3 shows the frequency diagram of absolute values of relative deviations. The
maximum deviation was about 55% and the mean value of the absolute values of relative
deviations was 8.7%. The mean value of the relative deviations of the production rate esti-
mates was −8.6% which indicates that the discrete time simulation tends to underestimate
the production rate, which can be explained by the time discretization error.

In Tables 8 to 12 we report the impact of the flow line parameters introduced in Ta-
ble 7. We always report the average of the relative deviation of the production rate estimate
(RelDevPR), the respective average over absolute values of relative deviations (AbsRelDe-
vPR) and the CPU time (in seconds) to solve the linear program. The upper part of the tables
report the results for a given (even) distribution of the buffer spaces in the line and the lower
part the results for the production rate maximizing (optimized) buffer allocation.

The results in Table 8 show that the method is quite inaccurate for very small buffer
sizes. The accuracy increases with the buffer sizes. The linear programs for systems with
small buffers appear to be particularly difficult to solve.

Table 9 suggests that the method is both faster and more accurate for higher base pro-
duction rates. As for the two-machine lines (see (16)), the number of periods was adjusted
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Table 8 Impact of the number
of buffer spaces per buffer Buffer spaces per buffer 1 4 8 16

Even buffer allocation:

RelDevPR [%] −25.3 −6.0 −2.4 −0.7

AbsRelDevPR [%] 25.3 6.1 2.4 0.9

CPU [sec.] 80.5 20.5 23.7 25.3

Optimized buffer allocation:

RelDevPR [%] −25.2 −6.1 −2.3 −0.7

AbsRelDevPR [%] 25.2 6.1 2.4 0.9

CPU [sec.] 285.8 86.1 64.3 59.4

Table 9 Impact of the base
processing rate Base processing rate 0.5 1.0 2.0

Even buffer allocation:

RelDevPR [%] −11.4 −8.9 −5.5

AbsRelDevPR [%] 11.4 9.0 5.6

CPU [sec.] 58.4 37.5 16.6

Optimized buffer allocation:

RelDevPR [%] −11.5 −8.9 −5.4

AbsRelDevPR [%] 11.5 8.9 5.5

CPU [sec.] 187.5 120.7 63.5

Table 10 Impact of the
bottleneck location Bottleneck location f.m. bal. line l.m.

Even buffer allocation:

RelDevPR [%] −8.6 −8.6 −8.6

AbsRelDevPR [%] 8.7 8.7 8.6

CPU [sec.] 40.6 30.8 41.1

Optimized buffer allocation:

RelDevPR [%] −8.5 −8.7 −8.5

AbsRelDevPR [%] 8.6 8.7 8.6

CPU [sec.] 131.0 102.7 137.9

to allow for an expected value of 10,000 workpieces produced at the bottleneck machine of
each line if it were operating in isolation. Therefore, higher base processing rates lead to
smaller linear programs which explains the shorter CPU times, but not the apparent higher
accuracy of the method. Due to the time discretization error, one would rather expect more
accurate results for cases with lower base production rates. We do not have any explanation
for this observation.

The location of the bottleneck does not appear to have a major impact on the performance
of our method, see Table 10. However, the number of stations in the flow line is important.
Table 11 shows that the computation times increase and the accuracy decreases with the
number of stations. The variability of the processing time is very important, see Table 12.
The accuracy of the method decreases substantially as the squared coefficient of variation
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Table 11 Impact of the number
of stations in the line Stations 5 7 9

Even buffer allocation:

RelDevPR [%] −7.9 −8.7 −9.2

AbsRelDevPR [%] 8.0 8.8 9.3

CPU [sec.] 16.0 34.5 62.1

Optimized buffer allocation:

RelDevPR [%] −7.9 −8.7 −9.2

AbsRelDevPR [%] 7.9 8.7 9.3

CPU [sec.] 60.5 115.0 196.2

Table 12 Impact of the squared
coefficient of variation SCV 0.25 0.5 1.0 2.0

Even buffer allocation:

RelDevPR [%] −3.1 −5.2 −9.4 −16.8

AbsRelDevPR [%] 3.2 5.3 9.4 16.8

CPU [sec.] 54.5 43.1 31.1 21.4

Optimized buffer allocation:

RelDevPR [%] −3.0 −5.2 −9.4 −16.7

AbsRelDevPR [%] 3.1 5.3 9.4 16.7

CPU [sec.] 151.2 136.2 110.1 98.0

of the processing times increases. The computation times, however, appear to decrease with
increasing variability.

A consistent result over Tables 8 to 12 is that the accuracy of our method does not appear
to depend on whether the buffer allocation is given or endogenously determined. The time to
determine a production-rate maximizing buffer allocation is on average three to four times
the time to evaluate the flow line for a given buffer allocation. This is a significant result as
it suggests that our method can be used to quickly optimize a flow line, at least with respect
to the buffer allocation. If one uses a discrete event simulation to evaluate a given buffer
allocation, one can expect to simulate substantially more than three or four different buffer
allocations.

In a final step of our numerical analysis we studied a subset of the testbed in Table 7.
To create this subset, we excluded all the lines with only one buffer space per buffer and
all the lines with a squared coefficient of variation of 2.0. This led to 486 different lines.
Figure 4 reports the absolute values of relative deviations. For this subset, the maximum
absolute value of the relative deviation of the production rate estimate was less than 11%,
the average over these absolute values was 1.64% and the average over the relative deviations
was −1.51%. Unless buffer sizes are very small or processing times are highly variable, our
method produces reasonably accurate results.

The discrete time linear program had up to 432,000 columns and 591,000 rows, the max-
imum CPU time to solve the program to an optimality gap of at most 0.5% using Cplex 11.0
on a (different) 3.0 GHz Dual Core Pentium 4 PC with 4 GB of RAM was 1071 seconds.

In our eyes the main benefit from the linear programming approach is the ability to sim-
ulate and optimize a flow line simultaneously. As long as one is only interested in the evalu-
ation of a single configuration, a conventional discrete-event simulation in continuous time
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Fig. 4 Percentage of cases over
percentiles of relative deviations
for the subset of 486 cases of
longer lines

should be more efficient. However, this changes if the line has to be optimized. In this paper,
we only addressed the question of an optimized buffer allocation and found that this in-
creased the computation times only by a factor of three or four. One might therefore as well
decide about different configurations of machines. Then our approach appears to be valu-
able due to its flexibility and the limited additional computation time for the optimization.
The alternative to combine a discrete-event simulation with optimization will usually lead to
very long computation times due to the combinatorial nature of the optimization problems,
see Gershwin and Schor (2000).

4 Conclusion and further research

In this paper we presented a novel approach to incorporate simulation into linear program-
ming optimization models of flow lines with limited buffer capacity. The key idea was to use
a discrete-time modeling framework and to transfer sampled processing times of workpieces
into sampled processing capacities of workstations. Within a mixed integer programming
software, a flow line can be simulated without using a dedicated discrete event simulation
package. All that is needed is a random number generator to create a stream of realizations
of stochastic processing times, which are turned into sampled processing capacities. The ad-
vantage of the method is that it allows us to incorporate the buffer allocation problem into the
analysis and optimization of a flow line. The method yields reasonably precise production
rate estimates, unless the buffers between the machines are very small and/or the variability
of the (effective) processing times at the machines is rather high. However, a system with
both a very high variability of the effective processing times and very few buffer spaces will
usually not operate efficiently anyway. In an economically efficient flow line, the bottleneck
is rarely starved or blocked and under these conditions our method generally performs well.
We conclude that it may be a powerful tool to analyze and optimize flow lines with low to
moderate processing time variability, in particular, if the available computation power keeps
increasing rapidly.

We are currently extending this work to flow lines with closed loops, for example due to
a ConWiP production control system. First results are promising. It should also be possible
to analyze re-entrant lines using our method. Based on these results we will extend our
analysis to the investment problem of designing lines such that the net present value from the
investment is maximized (Helber 2001), including the decision about alternative machines
for the production stages.



Ann Oper Res (2011) 182: 193–211 211

References

Abdul-Kader, W. (2006). Capacity improvement of an unreliable production line–an analytical approach.
Computers & Operations Research, 33, 1695–1712.

Altiok, T. (1996). Performance analysis of manufacturing systems. New York: Springer.
Buzacott, J. A., & Shanthikumar, J. G. (1993). Stochastic models of manufacturing systems. Englewood

Cliffs: Prentice Hall.
Dallery, Y., & Gershwin, S. B. (1992). Manufacturing flow line systems: A review of models and analytical

results. Queuing Systems Theory and Applications, 12(1–2), 3–94. Special issue on queuing models of
manufacturing systems.

Gaver, D. (1962). A waiting line with interrupted service, including priorities. Journal of the Royal Statistical
Society, 24, 73–90.

Gershwin, S. B. (1994). Manufacturing systems engineering. Englewood Cliffs: PTR/Prentice Hall.
Gershwin, S.B., & Schick, I. (1983). Modeling and analysis of three-stage transfer lines with unreliable

machines and finite buffers. Operations Research, 31(2), 354–380.
Gershwin, S. B., & Schor, J. E. (2000). Efficient algorithms for buffer space allocation. Annals of Operations

Research, 93, 117–144.
Helber, S. (1999). Lecture notes in economics and mathematical systems: Vol. 473. Performance analysis of

flow lines with non-linear flow of material. Berlin: Springer.
Helber, S. (2001). Cash-flow-oriented buffer allocation in stochastic flow lines. International Journal of Pro-

duction Research, 39, 3061–3083.
Helber, S., & Henken, K. (2010). Profit-oriented shift scheduling of inbound contact centers with skills-based

routing, impatient customers, and retrials. Operations Research Spectrum, 32, 109–134.
Ho, Y., Eyler, M., & Chien, T. (1979). A gradient technique for general buffer storage design in production

line. International Journal of Production Research, 17, 6 557–580.
Isermann, R. (1987). Digitale Regelsysteme. Band I: Deterministische Regelungen. Berlin/Heidelberg/New

York: Springer.
Johri, P. K. (1987). A linear programming approach to capacity estimation of automated production lines with

finite buffers. International Journal of Production Research, 25, 851–866.
Kelton, W. D., Sadowski, R. P., & Sturrock, D. T. (2006). Simulation with Arena with CDROM (4th ed.). New

York: McGraw Hill.
Law, A. M., & Kelton, W. D. (1991). Simulation modeling and analysis (2nd ed.). New York: McGraw-Hill.
Liberopoulos, G., Papadopoulos, C. T., Tan, B., Smith, J. M., & Gershwin, J. M. (Eds.) (2006). Stochastic

modeling of manufacturing systems. Advances in design, performance evaluation, and control issues.
Berlin/Heidelberg/New York: Springer.

Matta, A., & Chefson, R. (2005). Formal properties of closed flow lines with limited buffer capacities and
random processing times. In J. M. Felix-Teixera & A. E. C. Brito (Eds.), The 2005 European simulation
and modelling conference (pp. 190–198), Porto.

Schruben, L. W. (2000). Mathematical programming models of discrete event system dynamics. In
J. A. Joines, R. R. Barton, K. Kang, & P. A. Fishwick (Eds.), Proceedings of the 2000 winter simu-
lation conference (pp. 381–385).

Swain, J. J. (2007). Simulation software survey. OR/MS Today, 34(5).
Tan, B. (2003). State-space modeling and analysis of pull-controlled production systems. In S. B. Gershwin,

Y. Dallery, C. T. Papadopoulos, & Smith MacGregor, J. (Eds.), Analysis and modeling of manufacturing
systems (pp. 363–398). Amsterdam: Kluwer. Chapter 15.

Tijms, H. C. (1994). Stochastic models. Chichester: Wiley.
Tran-Gia, P. (1996). Analytische Leistungsbewertung verteilter Systeme. Eine Einführung. Berlin: Springer.


	Using linear programming to analyze and optimize stochastic flow lines
	Abstract
	Modeling flow lines with limited buffer capacities and random processing times
	Continuous vs. discrete time linear programming models of stochastic flow lines
	Continuous time evaluation model
	Transformation of stochastic processing times into processing capacities via periodic sampling
	Discrete time evaluation and optimization model
	Error sources of simulation and optimization in discrete time

	Numerical evaluation of the approximation
	Outline of the numerical study
	Comparison with exact results for Markovian two-machine lines
	Geometrically distributed processing times
	Exponentially distributed processing times

	Comparison with approximate simulation results for longer lines

	Conclusion and further research
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


