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Abstract This paper presents Constraint Programming as a natural formalism for modelling
problems, and as a flexible platform for solving them. CP has a range of techniques for han-
dling constraints including several forms of propagation and tailored algorithms for global
constraints. It also allows linear programming to be combined with propagation and novel
and varied search techniques which can be easily expressed in CP. The paper describes how
CP can be used to exploit linear programming within different kinds of hybrid algorithm. In
particular it can enhance techniques such as Lagrangian relaxation, Benders decomposition
and column generation.

Keywords Constraint Programming · Mathematical Programming · Problem modelling
and solving

1 Introduction

Although Operations Research (OR) and Constraint Programming (CP) have different roots,
the links between the two communities have grown stronger in recent years. For solving
combinatorial optimization problems the techniques of CP and OR will become so interde-
pendent that the two research communities could eventually merge.

Of course, OR being a much larger community, with a much longer history, it seems a
bit cheeky to entitle this paper “Integrating OR in CP”. Nevertheless the title does reflect the
different research objectives of CP and OR. OR primarily studies models and algorithms,
aiming to develop more powerful, flexible and especially more scalable solutions to combi-
natorial optimization problems. A solution, in this sense, is ultimately an algorithm to solve
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a problem. By contrast CP addresses issues about algorithms rather than the algorithms
themselves. Such issues include when to invoke an algorithm, how to integrate algorithms
into a system, and what their properties are. CP researchers are content to “steal” algorithms
from other communities—the research comes from using and combining them in new ways,
and widening the use of sophisticated algorithms, by supporting the mapping of problem
definitions to appropriate combinations of algorithms.

In this survey we will seek to make clear what it is that CP brings to problem solving,
and thus how it can bring benefits to OR researchers. The survey is a slightly extended and
updated version of Milano and Wallace (2005).

We explore CP for problem modelling: in particular we distinguish user-oriented concep-
tual models from solver-oriented design models. We discuss the CP facilities for defining
constraints, and study the data types and structures that support precise but clear modelling.
We illustrate CP modelling in Sect. 3 with a one-machine scheduling example.

In Sect. 4 we restrict our attention to CP on finite domains and explore the concept of
propagation, and the fix-point principle underlying it. We introduce some global constraints
and algorithms for handling them. We finish the section by studying global constraints with
costs.

Section 5 presents the integration of linear constraint solving into CP. We start with a
simple linear problem, and then cover row generation, and logical combinations of con-
straints, exploiting the combination of constraint propagation and linear programming. The
section ends with a description of Lagrangian relaxation, and an example of its use in a
CP/LP hybrid.

Section 6 discusses search: search control is an important aspect of problem solving
which has received more attention from CP researchers than OR. We describe some forms
of heuristically-guided incomplete tree search, and examine some CP heuristics. We discuss
variable and value ordering, and heuristics coming from the hybridization of CP and LP. We
then explore search and optimization, illustrating it with the one-machine scheduling exam-
ple introduced earlier. The section concludes with an examination of some decomposition
techniques—in particular Benders decomposition.

Section 7 describes various local search techniques which work by improving on non-
optimal solutions by making local changes. We introduce the concept of an invariant—key
to implementing local moves efficiently. We distinguish driving and driven variables, and
discuss feasibility-preserving moves. We look at pivoting as a local move operator, and
discuss an example of its use within a hybrid search algorithm. The second half of Sect. 7,
presents Column generation as another way to improve on non-optimal solutions. We discuss
the contribution of CP to subproblem solving and vice versa the impact of branch-and-price
on traditional constraint programming search methods.

In conclusion we discuss the software-engineering role of CP, for model encapsulation
and reuse. We conclude with a description of open perspectives and challenging research
directions.

2 Modelling

2.1 Conceptual and design models

The holy grail of CP researchers is to build a system which takes any precise high-level
model of a problem and automatically maps the model to efficient solution methods. For
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example any precise statement of the TSP would be automatically mapped to the highly
sophisticated algorithm of Applegate et al. (1999).

The authors of this survey would agree with most OR researchers that such an automated
mapping is currently a pipe-dream, and researching into ways of automating the mapping
would be a waste of effort.

However it is a realistic and important research topic to explore the different ways prob-
lems, and their subproblems, can be mapped to algorithms. At its simplest we could imagine
a parameter setting that maps a problem either to a more-or-less naive integer-linear model
and algorithm, or to a meta-heuristic solution, or to a CP propagation and search solution.
This is too simple, of course. We seek a much more sophisticated sequence of steps under
the control of a (human) problem solver that can start out with a problem statement and end
up with an efficient algorithm. Our more restricted objective is to describe each of these
steps in detail, so that a less expert problem solver can follow the same path, and even an
expert can quickly try multiple paths from problem statement to algorithm in order to find
the most efficient one.

The assumption behind this agenda is that even a “bad” model for a problem can be
transformed into the “right” one by a sequence of steps.

Consequently we distinguish a high level conceptual problem model which is completely
independent of the algorithm which best solves it. The design model is a model that maps
down to an algorithm in a way that is well-defined and fixed. An integer-linear model is
in this sense a design model, assuming that the particular algorithm (e.g. dual simplex) has
been specified in advance.

The CP research agenda is:

– to build a rich and high-level formalism for specifying design models, that incorporates
techniques from OR, AI, and the metaheuristics community, graph algorithms and any-
thing algorithmic that contributes to combinatorial optimization;

– to build a rich and natural formalism for specifying conceptual models and flexible meth-
ods for mapping conceptual models to design models;

– to build an understanding of what properties of problems influence their efficient solution,
so as to guide the mapping of conceptual to design models.

In this survey we shall describe high level CP design models. Whilst these models are moti-
vated by the need for a simple conceptual-design mapping, we shall not discuss conceptual
models further in this survey.

2.2 CP constraints

CP built-in constraints. The main advantage of CP models over mathematical modelling
is the range of constraints that can be directly expressed.

First in finite domain solvers, all variables range on a finite domain of objects of arbi-
trary type, though usually integer. Domains are expressed either as a list of objects or as a
range. As an example, X :: [1,3,8] constrains variable X to assume either the value 1 or
3 or 8, while X :: [1..10] constrains variable X to assume an integer value between 1 and
10. CP systems support all the usual mathematical constraints LHS ≥ RHS, LHS ≤ RHS,
LHS = RHS, but with a much wider range of admissible numerical expressions LHS and
RHS. Besides linear expressions, CP can admit polynomials, trigonometric functions, max,
min, abs and many other functions. There is, as yet, no standard set of functions for all
the different CP systems, but the expressive power comes from the propagation algorithms
used to handle these constraints. Additional numeric constraints handled by CP include
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LHS > RHS, LHS < RHS, LHS �= RHS. These constraints are most useful when the expres-
sions are integer.

In addition to numeric variables and constraints, many CP systems handle symbolic vari-
ables. As a simple example, consider two variables Emp1 and Emp2 ranging on a domain
of employees, say Emp1 :: [mark, john] and Emp2 :: [alan,mark, john]. Suppose now, that
Emp1 performs task t1 and Emp2 performs task t2 that are temporally overlapped. Clearly, t1
and t2 cannot be performed by the same employee. We can impose Emp1 �= Emp2 ensuring
that these two variables would never be assigned to the same value. Note that we can also
impose equality on symbolic variables, using the built-in constraint =.

Many problems involve logical combinations of constraints. For example we might re-
quire that amongst all the employees assigned to carry out task t , each skill required for task
t must be covered by at least one employee.

In CP this expressive power is achieved by the facility to associate with any constraint a
boolean variable that is set to 1 if the constraint holds and to 0 otherwise. This is termed a
reified constraint. In the following we represent an arbitrary constraint on a list of variables
X as Cons(X) and its reified version as Cons(X,B). CP languages either allow logical
combinations to be stated explicitly

Cons1(X1) ∨ Cons2(X2) ∨ · · · ∨ Consn(Xn)

or they require the user to exploit the boolean variables in the usual way

Cons1(X1,B1) ∧ Cons2(X2,B2) ∧ · · · ∧ Consn(Xn,Bn) ∧
(

n∑
i=1

Bi ≥ 1

)

Notice that reification requires the underlying system to handle both the constraint (since
the constraint Cons(X) is enforced by setting the boolean to 1 in Cons(X,1)), and also its
negation (which is enforced by Cons(X,0)).

CP user-defined constraints. CP also enables the user to define new constraints. CP of-
fers many different ways of enabling users to define application-specific or even problem-
specific constraints.

One way in which the user can define specific constraints is the explicit list of all tuples
that satisfy the constraint.

A simple example is the constraint between employees and tasks, that only allows em-
ployees to perform the tasks for which they have the necessary skills. This constraint can be
expressed either explicitly listing the tasks for which each employee is qualified, or implic-
itly using data about employee skills and skills needed to carry out each task.

A constraint linking employees to the tasks they can carry out, and the time it takes each
employee to carry out each of these tasks can be defined straightforwardly in CP by a table
of values, e.g.

qual(emp_1, t_1, 3).
qual(emp_3, t_1, 4).
qual(emp_1, t_2, 4).
...

Suppose Emp is a variable denoting the employee who will carry out a given task t_1, and
Dur is the time needed for the employee to carry out this task. Then CP allows the user to
invoke the constraint

qual(Emp, t,Dur)
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This constraint is satisfied by assigning to Emp and Dur values (say emp_1 and 3) so that
the resulting tuple qual(emp_1, t_1, 3) belongs to the table.

More generally CP provides an ideal language for specifying application-specific con-
straints, because it is a declarative language based on relations. Constraints are also, math-
ematically, relations. For example the constraint relating the lengths of the sides of a right-
angle triangle can be written directly:

triangle(SideA, SideB, Hyp) :-
Hyp > SideA,
Hyp > SideB,
Hyp^2 =:= SideA^2 + SideB^2.

CP also provides facilities for handling such user-defined constraints, introduced in Sect. 4.2
below.

Global constraints. Of particular importance are global constraints representing complex
relations between multiple variables. The number of variables need not be fixed: some global
constraints can handle lists of variables of any length. These are specific constraints that may
represent interesting subproblems and that are encoded into the CP system. For global con-
straints efficient and powerful filtering algorithms have been written. The most well-known
such constraint is the alldifferent constraint (Régin 1994). Suppose we want to constrain a
list of domain variables to assume different values, then we simply state

alldifferent([X1, . . . ,Xn])
This constraint holds iff X1 �= X2,X1 �= X3, . . .Xn−1 �= Xn.

We will see in Sect. 4.3 these two formulations will not be equivalent from a propagation
perspective.

An extension of the alldifferent constraint is the global cardinality constraint, hereinafter
referred to as gcc. Its parameters are: a set of variables [X1, . . . ,Xn] ranging on domains
[D1, . . . ,Dn], two functions l and u associating two integer values l(v) and u(v) for each
v ∈ ⋃

i Di

gcc([X1, . . . ,Xn], [D1, . . . ,Dn], l, u)

holds iff the number of times v ∈ ⋃
i Di appears in [X1, . . . ,Xn] is between l(v) and u(v).

Other global constraints have been introduced to handle scheduling problems (Beldiceanu
and Carlsson 2002). For example let us consider the cumulative constraint used for mod-
elling limited resource availability in scheduling problems. Its parameters are: a list of
variables [S1, . . . , Sn] representing the starting time of all activities sharing the resource,
their duration [D1, . . . ,Dn], the resource consumption for each activity [R1, . . . ,Rn] and
the available resource capacity C. Clearly this constraint holds if in any time step where
at least one activity is running the sum of the required resource is less than or equal to the
available capacity:

cumulative([S1, . . . , Sn], [D1, . . . ,Dn], [R1, . . . ,Rn],C)

holds iff

∀i
∑

j :Sj ≤i<Sj +Dj

Rj ≤ C

An exhaustive list of global constraints implemented in commercial CP solvers can be
found in Regin (2004).
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2.3 Data types and structures

Mathematical models are powerful enough to describe all kinds of problems. These models
can be difficult to maintain and inefficient to evaluate. By encoding any symbol as an inte-
ger we can represent symbolic variables numerically. However the resulting model can be
littered with integers whose interpretation is difficult or impossible to ascertain for anyone
except the original developer of the model. More subtly, integer-linear programming does
not always work efficiently on problems with integer variables which represent symbolic
values. The confusion of integers which really represent integers and those which represent
symbols makes it harder to develop the best combination of algorithms for solving such
problems efficiently.

Perhaps the first mathematical modelling language to support data structures is OPL (Van
Hentenryck 1999). Indeed OPL can be viewed as a CP modelling language.

Data structures have an important role from the point of view of software engineering.
They make models easier to understand, and easier to change.

In a traditional mathematical modelling language the link between a task start time vari-
able and its duration would be implicit in the model. Consequently when a task duration was
changed, it would require someone familiar with the model to determine which values in the
model needed to be changed.

In a model with data structures, constraints can explicitly refer to the task itself. For
example to say that the task must end before its due date we can write: taski .start +
taski .duration ≤ taski .duedate. In this model the due date can be changed unambiguously
by one change in the data structure that represents the task.

Data structures offer more than a better way to write design models. The introduction of
the list data structure makes it possible to build more general constraints and to write models
that cannot be expressed without them.

– More general global constraints. The alldifferent constraint introduced above is a con-
straint that can be applied to a list of variables of any length. This means we can use the
same constraint for problems with any number of variables. Similarly the global schedul-
ing constraint can be used for problems with any number of tasks.

– More expressive design models. Lists also enable us to express problems with an initially
unspecified number of decision variables. For example in Artificial Intelligence planning
problems we have to find a set of actions characterized by preconditions and effects that
starting from an initial state of the world, change it to achieve a goal. Clearly it is not know
in advance how many actions will be required in any solution. Such problems cannot be
expressed without lists, because without lists only answers with a given number of output
values can be returned.

3 One-machine scheduling: the model

In this section we shall present a simple CP solution for a class of single machine scheduling
problems. This example is intended to demonstrate the brevity of CP; its power to solve
scheduling problems, without artificially discretising time and imposing constraints on each
timepoint. In Sect. 4.3.1 we show an example of propagation for the resource constraint,
while in Sect. 6.2 we describe the search control available to the modeller.

The example CP programs throughout this paper are expressed in the syntax of the
ECLiPSe language (Apt and Wallace 2006).
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The problem is expressed in terms of a list of tasks. Each task is a structure containing
its release date, duration, due date and resource requirement. The objective is to minimize
lateness. The cost of a late task increases quadratically with its lateness.

This program uses the expressive power of the global cumulative constraint, introduced
in Sect. 2.2.

We first define the required data structure where each task has the required attributes, and
then define the scheduling procedure.

:- local struct(task(release,duration,due,resource)).

This declares a task to be a record structure, with fields release (the release date of the
task), duration, due (its due date) and resource (how much machine resource is used
by the task—its value in this example is always 1 because one machine is (completely) used
to run each task ).

The main predicate which returns a feasible schedule is called sched1. It calls setup
and single_cumulative to set up the problem and constraints. These predicates are
defined below. It then constrains the optimization variable OptVar to be equal to the sum
of the costs associated with each task. Finally it sorts the list of task start time variables
Starts into the best order for the branch-and-bound search. The list KeyStarts is a
list of Key-Start pairs, where the key Key is used by the sort routine. The minimize
routine explores a depth-first branch-and-bound search tree to solve the problem. We will
focus on search in Sect. 6.2.

sched1(Tasks, Starts, OptVar) :-
setup(Tasks,Starts,KeyStarts,Costs),
single_cumulative(Starts,Tasks),
OptVar $= sum(Costs),
sort(KeyStarts,SortedStarts),
minimize(search(SortedStarts),OptVar).

We now describe the predicate setup. It initializes the start time variables Starts
and their associated cost expressions Costs. Instead of iterating over an index, as in a
traditional MIP model, the CP program iterates implicitly using the foreach ... do
... construct.

For each task Task in the list of tasks Tasks, a new variable Start is introduced and
constrained to be greater than the task’s release date Rel. The foreach ... do ...
syntax is used not only for iterating over a list, but also for constructing a new list. Using
this syntax, the task start time variables are accumulated in a new list called Starts.

A key Key is computed for the task: this is simply its due date Due minus its duration
Dur. From the keys and start time variable, a list of Key-Start pairs are created and accu-
mulated in the list KeyStarts. Finally a cost for each task is computed by the predicate
ic_cost_cons. The costs are accumulated in another list called, appropriately, Costs.

setup(Tasks, Starts, KeyStarts, Costs) :-
(

foreach(Task, Tasks),
foreach(Start,Starts),
foreach(Key-Start,KeyStarts),
foreach(Cost,Costs)
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do
Task = task{release:Rel,duration:Dur,due:Due},
Start $>= Rel,
Key is Due - Dur,
ic_cost_cons(Start, Dur, Due, Cost)

).

ic_cost_cons(Start, Dur, Due, Cost) :-
SimpCost $= (Start + Dur - Due),
’$>=’(SimpCost,0,B),
Cost $= B*SimpCost^2.

In the definition of the predicate ic_cost_cons, note that the syntactic expression
(’$>=’(Expr1, Expr2, Bool)) is a reified constraint that holds if either Expr1 ≥
Expr2 and Bool = 1 or Expr1 < Expr2 and Bool = 0. We introduced reified constraints in
Sect. 2.2. The cost of a task is the square of its lateness, or 0 if it is not late.

There is no upper bound on the start time. Instead late starting is penalized by the cost
expression. The heuristic Key, which will be used in the search routine, will be described in
Sect. 6.2.

The other predicate single_cumulative imposes a simplified version of the
cumulative constraint for one-machine scheduling.

single_cumulative(Starts,Tasks) :-
( foreach(Task, Tasks),

foreach(Dur, Durs),
foreach(Resource, Resources)

do
Task = task{duration:Dur,resource:Resource}

),
cumulative(Starts,Durs,Resources,1).

The total resource available is just 1, because this is a single-machine scheduling problem.
The cumulative constraint enforces that only one task can run on the machine at a time.

4 Propagation

4.1 Standard propagation and fix-pointing

One of the main ingredients of the Constraint Programming solving process is constraint
propagation. This process is aimed at removing those values that are provably inconsistent
with the problem constraints and therefore cannot lead to any consistent solution. If, after
propagation, a variable domain becomes empty, a failure occurs. Every constraint has an
embedded filtering algorithm which works locally and propagates tighter bounds on its vari-
ables, until no more propagation can be inferred from the constraints. The state when the
constraint cannot propagate further is termed a fix-point. For example the constraint X>Y
reaches a fix-point when the lower bound of X becomes greater than the lower bound of Y ,
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and the upper bound of X becomes greater than the upper bound of Y , e.g. X :: [3..10] and
Y :: [2..5]. Notice, however, that there remain pairs of values for X and Y , such as X = 3
and Y = 5, that do not satisfy the constraint.

When the fix-point is reached the constraint is suspended until either the program finishes
(and the constraint is provided as conditional answer) or a triggering event happens on the
involved variables. Triggering events are mainly three: the instantiation of a variable, the
reduction of a domain bound, the removal of a domain value.

Unlike an integer-linear solver, CP propagation handles each constraint independently
from the others. It uses the mathematical constraint to reason about the upper and lower
bounds of the variables occurring in it, and each time a bound is changed either by propaga-
tion on another constraint, or during search, the constraint is woken and propagates again.
One consequence is that integer constraints can be enforced very easily by simply rounding
up the lower bound and rounding down the upper bound.

One important aspect to consider is the fix-point of the filtering algorithm. For this pur-
pose, some properties have been proposed to define the notion of fix-point. These properties
are local to the constraint. If the constraint is binary we have the notion of arc consistency,
while if the constraint is n-ary then we should extend this concept to the notion of Hyper-arc
Consistency or Generalized Arc Consistency GAC.

Arc consistency: A binary constraint C on the variables x1 and x2 whose domains are
D1 and D2 is arc consistent if and only if for all values v1 ∈ D1 (resp. v2 ∈ D2) there exists
a value v2 ∈ D2 (resp. v1 ∈ D1) such that (v1, v2) ∈ C.

A problem is arc consistent if and only if all its constraints are. As an example, let us
suppose that we have three variables X, Y , Z ranging on the domain [1..10], and the con-
straint X < Y which produces the propagation: X :: [1..9] and Y :: [2..10] and the constraint
Y < Z which produces the propagation: Y :: [2..9] and Z :: [3..10].

The fact that DY has changed produces the final propagation of constraint which leads to
the reduction of the domains of X, Y , Z to:

X :: [1..8], Y :: [2..9] Z :: [3..10]
Note that if a domain becomes empty, it means that the problem has no solution, but if do-
mains are not empty it does not mean that the problem has a solution. In fact, arc consistency
is local to a binary constraint. When more constraints are present in the problem being each
of them arc consistent does not ensure that the problem has a solution. Here is an example:
suppose we have three variables X :: [1..2], Y :: [1..2], Z :: [1..2] subject to X �= Y , Y �= Z

and X �= Z. The problem constraints are clearly inconsistent. However. for each value there
is a support in the domain of other variables, therefore the problem is arc consistent.

To overcome this problem, other degrees of consistency have been defined.

Hyper-arc consistency or Generalized Arc consistency. A constraint C on the variables
x1, . . . , xm with respective domains D1, . . . ,Dm is hyper-arc consistent if and only if for
each variable xi and each value vi ∈ Di , there exists a value vj ∈ Dj for all j �= i such that
(v1, . . . , vm) ∈ C.

The example above shows that the constraint alldifferent([X,Y,Z]) where X :: [1..2],
Y :: [1..2], Z :: [1..2] is not generalized arc consistent.

Note that arc consistency is a specialization of the hyper-arc consistency when applied to
binary constraints. Both arc consistency and hyper-arc consistency check whether all values
in every domain belong to a tuple that satisfies the constraint, with respect to the current
variable domains.
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In some applications, it is not needed to check all values in the domain, but only bounds
are considered. For a finite, ordered domain Di , we define minDi

and maxDi
to be their

minimum and maximum values.

Bound consistency. A constraint C on the variables x1, . . . , xm with respective domains
D1, . . . ,Dm is bound consistent if for each variable xi and each value vi ∈ {minDi

,maxDi
}

there exists a value vj ∈ minDj
..maxDj

for all j �= i such that (v1, . . . , vm) ∈ C.

A CSP is bound consistent or hyper-arc consistent if and only if all its constraints are.
Clearly how to achieve these properties is very important as far as efficiency is concerned.

There are two general ways of achieving these properties: with general purpose methods,
i.e., methods that are not linked to the semantics of the constraint and with specialized
methods, exploiting the semantics of the constraint.

General purpose approaches for achieving hyper-arc consistency have been studied in
Bèssiere and Régin (1997), Freuder and Régin (1999). The interesting aspect of these algo-
rithms is their generality and problem-independency. The drawback is that their efficiency
is indeed quite poor for large problems and they are rarely used in practice. Bound con-
sistency is, by contrast, widely used (Choi et al. 2004; Davis 1987; Benhamou et al. 1999;
Schulte and Stuckey 2005).

4.2 User-defined constraints

Constraints can be defined by a table, such as the example given earlier:

qual(emp_1, t_1, 3).
qual(emp_3, t_1, 4).
qual(emp_1, t_2, 4).
...

If the constraint is imposed on three variables,

qual(Emp,Task,Dur)

it can be handled using general purpose approaches for handling hyper-arc consistency, as
described in the previous paragraph. Alternatively it could be delayed until one or more of
the variables becomes instantiated, perhaps as a result of propagation on other constraints.
At this point the constraint has (at most) two variables, and can be handled by maintaining
arc consistency as described on page 45.

For the most sophisticated user, new constraints can be written in any programming lan-
guage and linked to the CP system by an interface. The interface requires the user to specify

– Failure or success reflecting whether the constraint is unsatisfied in the current state, or
not.

– Elimination or re-suspension, depending on whether the constraint is entailed in the cur-
rent state or not.

– New constraints inferred (propagated) by the user-defined constraint. These constraints
are usually in the form of tightened bounds or reduced domains for the variables, but they
can be any constraint defined elsewhere in the CP system.

– Waking conditions—events in the CP system which will cause this constraint to be eval-
uated or reevaluated.
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Some CP systems support facilities which make it easier for the user to define constraints.
These include indexicals (Codognet and Diaz 1996) which allow bound and domain reduc-
tion behaviour to be specified easily, Constraint Handling Rules (CHR’s) (Fruhwirth 1998)
which enable the user to describe constraint rewriting rules, generalised propagation (Le
Provost and Wallace 1993) which allow constraints to be written simply as logic programs,
and action rules (Zhou 2005) which give the user access to an efficient implementation of
waking conditions.

4.3 Global constraints without costs

Feasibility-based pruning One of the most important aspects of Constraint Programming
languages is represented by global constraints. Global constraints, also called symbolic con-
straints, are n-ary constraints that represent suitable abstractions embedding very sophisti-
cated, semantic-aware filtering algorithms.

Some constraints represent a polynomial problem. In this case, hyper-arc consistency can
be achieved in polynomial time with a special purpose algorithm. For example, one of the
most widely used and successful global constraints is the alldifferent constraint: it is defined
on a set of variables [X1, . . . ,Xn] ranging on domains [D1, . . . ,Dn] and it holds iff all
variables are assigned to different values. This constraint has the structure of an assignment
problem (with no objective function). This constraint has a corresponding Integer Linear
Programming model: we have xij decision variables that take the value 1 if the CP variable
Xi is assigned to value j , 0 otherwise.

∑
i

xij = 1 ∀j,

∑
j

xij ≤ 1 ∀i,

xij ∈ {0,1} ∀i, j

Despite the integrality constraint is part of this model, the coefficient matrix is totally uni-
modular meaning that linear programming provides an integer solution. Clearly, the addition
of side constraints, or multiple alldifferent constraints, would break this structure. However,
the alldifferent constraint is treated locally in Constraint Programming, thus exploiting the
unimodularity property leading to a polynomial propagation algorithm.

If, instead the constraint represents an NP-complete problem, then hyper-arc consistency
cannot be achieved in polynomial time. Therefore, one aims at reaching approximation of
hyper arc consistency.

Many global constraints exploit graph-theory results and algorithms for pruning incon-
sistent values. The filtering algorithm for the alldifferent constraint achieves hyper arc con-
sistency by applying a maximum matching algorithm on a bipartite graph G = (X ∪ V,E),
called value graph (Laurière 1978) built as follows: X is a set of nodes representing vari-
ables involved in the constraint, V is a set of nodes representing values contained in the
union of the domains, and E represents the set of edges, (Xi, v) ∈ E iff v ∈ Di . Hyper arc
consistency of an alldifferent constraint is established by computing a maximum matching
M which covers X and identifying all edges that belong to a maximum matching. The com-
plexity of computing a maximum matching (or prove there is none) is O(m

√
n) where m

is the number of edges and n the number of variables. The complexity of finding all edges
belonging to a maximum matching and thus also achieving hyper arc consistency can be
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Fig. 1 A bipartite graph for the alldifferent constraint

done in O(m) (van Hoeve 2006). For example the following set of variables and domains
subject to an alldifferent constraint:

W :: [a,b,e]
X :: [b,c,d]
Y :: [f]
Z :: [d,f]

is represented in the left-hand side of Fig. 1.
The filtering algorithm embedded in the alldifferent that achieves hyper arc consistency

produces the following propagation:

W :: [a,b,e]
X :: [b,c]
Y :: [f]
Z :: [d]

as shown in the right-hand side of Fig. 1.
In this specific case, the same propagation could be reached also if we propagate up to

arc consistency the corresponding set of binary constraints. The advantage of the global
constraint here is none. This is not always the case. Consider the following example:

W :: [a,b,f]
X :: [a,b,d]
Y :: [f]
Z :: [d,f]
K :: [a,b,e]

the filtering algorithm based on the maximum matching produces the following propagation:

W :: [a,b]
X :: [a,b]
Y :: [f]
Z :: [d]
K :: [e]

while using the binary constraint propagation, propagation on variable K :: [a,b,e]
yields no domain reduction.

As another example, a second constraint exploiting graph theory algorithms for achieving
hyper-arc consistency is a generalization of the alldifferent constraint, the global cardinality
constraint gcc, introduced above on page 41.
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Fig. 2 A flow graph for the gcc constraint

We can adapt one of the previous examples to represent the constraint

gcc([W,X,Y,Z],
[[a,b,e],[b,c,d],[f],[d,f]],
[a-[0,2],b-[0,2],c-[1-2],d-[0,1],e-[1,1],f-[0,2]])

Again, graph theory is used for achieving hyper arc consistency and for pruning all infea-
sible values. Let us start with the value graph (bipartite graph) presented for the alldifferent
constraint. We have two sets of nodes: variable nodes and value nodes. Here we add a source
node s and a sink node t , as shown in the upper part of Fig. 2. In addition arcs are associated
with a demand and a capacity and are divided in three sets:

– those starting from s and ending in a variable node. Their demand is 1 and their capacity
is 1.

– those connecting a variable and a value node (that are the same for the alldifferent con-
straint). Their demand is 0 and their capacity is 1.

– those starting from a value node and ending in t . Their demand is l(v) and their capacity
is u(v).

A solution of the above mentioned gcc corresponds to a feasible s − t flow in the above
mentioned graph, which can be found in O(nm), where again n is the number of variables,
and m the number of edges in the graph. Again generalized arc consistency can be achieved
in O(m + n). In addition, flow algorithms are incremental and each time a value is removed
from a domain of a variable, the filtering algorithm should not start from scratch, see (Régin
1999).

The propagation of the gcc, illustrated in the lower part of Fig. 2, leads to

W :: [e]
X :: [c]
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Y :: [f]
Z :: [d,f]

Beldiceanu’s Global Constraints Catalogue (Beldiceanu et al. 2005) lists some 250 con-
straints which are explicitly described in terms of graph properties and/or automata.

As we have seen, the structure of the global constraint enables the definition of efficient
filtering algorithms for removing all inconsistent values, i.e., achieving hyper arc consis-
tency. However, hyper arc consistency can be achieved in polynomial time only if the con-
straint represents a problem which can be solved with a polynomial time algorithm. In some
cases, global constraints represent NP-complete or NP-hard problems and therefore, hyper-
arc consistency cannot as far as we know be achieved in polynomial time. In these cases, the
constraint embeds a filtering algorithm that enforces a weaker notion of consistency.

As an example, let us consider the cumulative constraint seen in Sect. 2.2 whose pa-
rameters are: a list of variables [S1, . . . , Sn] representing the starting time of all activities
sharing the resource, their duration [D1, . . . ,Dn], the resource consumption for each activ-
ity [R1, . . . ,Rn] and the available resource capacity C:

cumulative([S1, . . . , Sn], [D1, . . . ,Dn], [R1, . . . ,Rn],C)

Many filtering algorithms have been implemented for this constraint, none achieving
generalized arc consistency of course, see (Baptiste et al. 2003). A successful algorithm
that can be applied if C = 1, i.e., if the resource is unary, is the edge finder, introduced by
Carlier and Pinson (1995), and embedded as filtering algorithm in constraint programming
by Baptiste et al. (1995), see Sect. 4.3.1. Variants of the cumulative constraint for preemptive
activities, for unary and cumulative resources are presented in Baptiste et al. (2003).

4.3.1 One-machine scheduling: propagation example

As an example, we show a couple of propagation algorithms which can be applied to the
single machine version of the cumulative constraint. Suppose that three activities whose
start time variables are Start1, Start2 and Start3 have to be scheduled on the same single
capacity resource. The durations of these activities are respectively 10, 4 and 5. Suppose
now that, due to release date and deadline constraints, the domains of variables Start are the
following:

Start1 :: [1..10]
Start2 :: [0..10]
Start3 :: [1..13]

The cumulative constraint imposed is therefore:

cumulative([Start1,Start2,Start3], [10,5,5], [1,1,1],1)

If the cumulative constraint has a filtering algorithm implementing the edge finder algo-
rithm (Carlier and Pinson 1995) then the propagation achieved is the following:

Start1 = 10
Start2 = 0
Start3 = 5
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In fact, if activity 1 starts before 9, say at time 1, its earliest completion time is 11. If
this is the case, there is no available space for activities 2 and 3. Consequently tasks 2 and 3
must precede task 1, but in this case one of them must start at time 0, in order for them to be
both completed before 10. This is only possible if task 2 starts exactly at time 0. Therefore
task 3 starts at time 5, and task 1 starts at time 10.

4.4 Global constraints with costs

4.4.1 Optimality-based pruning

So far, we have considered feasibility based pruning, i.e., those values that are pruned are
proven not feasible, so they are not part of any consistent solution. When an objective func-
tion is present in the problem, we could exploit this information for pruning those values that
are not part of any optimal solution. In fact, if we have a reference solution, this solution
represents an upper bound (resp. lower bound) for our minimization (resp. maximization)
problem. Therefore, all values that are not part of improving solutions could be pruned.

For this purpose, two approaches have been studied. When the problem is polynomially
solvable, hyper arc consistency can be achieved also on cost, so as to prune all infeasible and
sub-optimal values. If, instead, the problem is NP-hard then we should rely on a relaxation
of the constraint for pruning sub-optimal values. In this case, clearly, hyper arc consistency
cannot be achieved.

4.4.2 Polynomial time cost based filtering

Let us see the first case: the constraint represents an alldifferent with costs, also called
weighted alldifferent. Suppose that each value has an associated cost and the objective func-
tion is the minimization of the sum of costs. In addition to the parameters of the alldiffer-
ent there is a variable representing the objective function Z whose domain is [Dmin..Dmax]
where Dmin is the problem lower bound and Dmax is value of the best solution found so far
(the upper bound). This constraint represents the assignment problem: considering the map-
ping shown in the previous Section this constraint has the same Integer Programming model
of the alldifferent without costs with in addition the following objective function:

min
∑

i

∑
j

xij cij

The coefficient matrix is again totally unimodular. Therefore, the problem is polynomial.
In this case achieving hyper-arc consistency is doable and the algorithm is based on graph
theory. The graph has the same structure as the one built for the gcc. We have variable nodes,
value nodes, a source s and a sink t . Each arc has an associated capacity equal to 1 and a
cost. The cost is 0 for those arcs that start from the source and end in variable nodes and for
those arcs that start from value nodes and end in the sink. The cost is instead cij on those
arcs that start from variable nodes and end in value nodes. The constraint is consistent if:

– a feasible flow f from s to t exists, its value is n corresponding to the number of variables
and cost(f ) ≤ Dmax and

– the minimum cost s − t flow f has a value n and cost(f ) ≥ Dmin

In the same way, also for the global cardinality constraints with costs there is a polyno-
mial time algorithm for achieving hyper-arc consistency based on network flows presented
in Régin (1999).
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4.4.3 Relaxation and reduced costs

When the constraint represents an NP-hard problem, only an approximation of hyper-arc
consistency can be achieved. Therefore, a possibility is to embed in the constraint a relax-
ation of the constraint itself as proposed in Focacci et al. (1999).

Whatever relaxation we use, the unique requirement concerns its output. The relaxation
should return three results:

– the optimal solution of the relaxed problem x∗;
– the optimal solution value LB. This value represents a lower bound on the objective func-

tion value;
– a gradient function grad(Xi, j) measuring the variable-value assignment cost.

These pieces of information are exploited by the CP solver not only for filtering purposes,
but also for guiding the search toward promising (in terms of costs) branches.

As explained in the previous sections, also in this case we need a mapping between the
CP variables involved in the constraints and those involved in the relaxation. This mapping
depends on the chosen solver and on the chosen relaxation. A mapping that is often used is
the one proposed in the previous section. It was first suggested by Rodosek et al. (1997). We
have a binary variable xij corresponding to variable-values pairs in CP. In particular, xij = 1
if Xi = j in CP, while xij = 0 if Xi �= j in CP.

Constraints
∑

j∈Di
xij = 1 ∀i are part of the mapping and impose that exactly one value

should be assigned to each CP variable.
In addition, if a variable value assignment in CP has a cost, then the obvious link between

the objective function variable of the CP model Z and the lower bound value LB computed
by solving the relaxation is LB ≤ Z, or equivalently LB = Dmin.

Given this mapping, the variable xij in the relaxation corresponds to the value j in the
domain of the CP variable Xi . Thus, reduced costs c̄ij provide information on the cost of CP
variable domain values, grad(Xi, j) = c̄ij .

Given the results provided by the relaxation we have a first (trivial) propagation based on
the optimal solution value LB of the relaxation. This value is a lower bound on the objective
function Z of the overall problem we are solving. As we mentioned, LB = Dmin. If LB is
greater or equal than the upper bound of the domain of Z, a failure occurs since the domain
of Z becomes empty.

More interestingly, we can implement the propagation from the gradient function
grad(Xi, j) towards the problem decision variables X1, . . . ,Xn. The gradient function pro-
vides an optimistic evaluation on the cost of each variable-value assignment. Given this
information, we can compute an optimistic evaluation on the optimal solution of a problem
where a given variable is assigned to a given value, i.e., LBXi=j (we can do this computation
for each variable and all values belonging to its domain). Thus, if this evaluation is higher
than the best solution found so far, the value can be deleted from the domain of the variable.
More formally, for each domain value j of each variable Xi , we can compute a lower bound
value of the sub-problem generated if value j is assigned to Xi as

LBXi=j = LB + grad(Xi, j)

If LBXi=j is greater or equal to the upper bound of the domain of Z, j can be deleted
from the domain of Xi .

This filtering algorithm performs a real back-propagation from Z to Xi . Such a technique
is known in Mathematical Programming (MP) as variable fixing. However, variable fixing in
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the MP context does not trigger in general an iterative process like constraint propagation, as
happens in CP. Indeed, removing values from variable domains triggers constraints imposed
on modified variables, and it appears therefore particularly suited for CP.

An important point which should be stressed is that this filtering algorithm is general and
can be applied whenever the relaxation is able to provide these pieces of information. The
filtering algorithm is independent on the structure of the relaxation.

5 Linear and non-linear programming with CP

5.1 Integer linear programming via CP

CP models allow users to formulate constraints in the same way as mathematical models.
Let us model a toy transportation problem with

– Three plants, with capacities 500, 300 and 400
– Four clients, with demands 200, 400, 300, 100
– Transportations costs, per unit load, between each plant and each customer

The requirement is to meet the demands from the plants minimizing demand.
The mathematical model is:

minimize
10 A1 + 7 A2 + 11 A3 +
8 B1 + 5 B2 + 10 B3 +
5 C1 + 5 C2 + 8 C3 +
9 D1 + 3 D2 + 7 D3

subject to
A1 + A2 + A3 = 200
B1 + B2 + B3 = 400
C1 + C2 + C3 = 300
D1 + D2 + D3 = 100

A1 + B1 + C1 + D1 =< 500
A2 + B2 + C2 + D2 =< 300
A3 + B3 + C3 + D3 =< 400

The CP model (in ECLiPSe) is:

:- lib(eplex). % Line 1

main(Cost, Vars) :- % Line 2
Vars = [A1, A2, A3, B1, B2, B3, C1, C2, C3, D1, D2, D3],
( foreach(Var,Vars) do Var $>= 0.0 ), % Line 4

A1 + A2 + A3 $= 200,
B1 + B2 + B3 $= 400,
C1 + C2 + C3 $= 300,
D1 + D2 + D3 $= 100,
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A1 + B1 + C1 + D1 $=< 500,
A2 + B2 + C2 + D2 $=< 300,
A3 + B3 + C3 + D3 $=< 400,

optimize(min(
10*A1 + 7*A2 + 11*A3 +
8*B1 + 5*B2 + 10*B3 +
5*C1 + 5*C2 + 8*C3 +
9*D1 + 3*D2 + 7*D3), Cost).

The main difference is in the first four lines of the CP model. The first line specifies which
type of solver will be used for this problem. (eplex is just a name given to refer to a lin-
ear solver.) The actual package used to implement this solver in ECLiPSe can be CPLEX
(ILOG Optimization Team 2008) or Xpress-MP (Guret et al. 2002) or the open source soft-
ware COIN-OR Foundation (2009). In the following when we wish to refer to an external
integer/linear solver, such as CPLEX or Xpress-MP or COIN-OR, we shall call it an eplex
solver.

Line 2 encapsulates this model as a procedure called main. This procedure can be invoked
from any other CP model. In this toy example the parameters to the model are all fixed.
Naturally they could also be passed as parameters in to the procedure. When the user runs the
procedure main(Cost, Vars), the optimal cost with be returned together with a solution giving
a specific value for each decision variable A1,A2, . . .D3 denoting a quantity transported
from a plant to a customer.

Line 3 creates a list of variables called Vars. This list is used to return the solution in the
procedure main(Cost, Vars).

Line 4 constrains each variable to be a non-negative number. By default a variable can
take positive or negative values. This model simply uses all the default settings of the eplex
solver.

None of the variables in this problem are constrained to be integers. If, for some
reason, we required all the transportation variables to be integer, we could add a line
integers(Vars) and then the solver would run a built-in branch-and-bound search to
find an optimum integer solution.

The transportation example is one that is very easy to represent as a mathematical model.
We do not need CP to model toy problems such as this. CP is a very powerful modelling
language because it allows more complex problems to be modelled naturally, and to be
solved by tailored algorithms that may use multiple constraint solvers.

5.2 Row generation via CP

Problem specification. Let us invent a toy non-linear problem to illustrate the possibilities.
There are two variables, W and X, with values in the range 0 . . .10, and W is an integer.
There is just one constraint, that 2 ∗ W + X = 5.

Suppose we wish to minimize the following non-linear expression: W + √
X.

To find the true minimum we include a variable SqrtX in our model, and use a linear
approximation of the constraint SqrtX = √

X.
Initially we post the linear constraint 2 ∗ W + X = 5, and a linear approximation to

SqrtX = √
X: SqrtX ≥ 0, SqrtX × √

10 ≥ X. We minimise W + SqrtX.
For this problem we generate new linear constraints during search which are added to

the initial linear approximation to make it better and better. Search stops when the optimal
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values of X and SqrtX which satisfy the current linear approximation are “near enough” in
the sense that abs(SqrtX − √

X) ≤ ε.

Search for a sufficiently accurate solution. Our nonlinear search nlsearch(X, SqrtX)
can halt when the difference between the two is less than this value.

1. Solve the linear relaxation, returning relaxed solution ValX for X and ValSqrtX for
SqrtX.

2. If abs(ValSqrtX − √
ValX) ≤ ε, then stop

3. Otherwise create a search node. On one branch constrain X ≤ ValX and on the other
constrain X ≥ ValX.

4. Tighten the linear approximation to
√

X. Specifically if the bounds of X are now Min
and Max, impose SqrtX × √

Min ≤ X and SqrtX × √
Max ≥ X. Notice that ValX is

now either Min or Max, and therefore search will stop if X again takes the value ValX,
because the linear approximation to

√
X is exact at these points.

5. Go to 1

Optimisation. To complete the encoding in CP, the above search routine is posted as a
parameter to a minimisation procedure thus

minimize( nlsearch(X, SqrtX), Opt )

The minimize procedure is a generic branch-and-bound procedure that can handle any
search routine.

The beauty of CP is that it enables such user-controlled search routines to be combined
with a linear solver and a generic branch-and-bound routine. The encoding of this example
in the ECLiPSe CP language is presented in detail in Apt and Wallace (2006).

5.3 Logical combinations of constraints via LP and CP

Consider a problem that has logical combinations of linear and non-linear constraints. The
logical combinations can be expressed using reified constraints, with extra boolean variables
to record their entailment or disentailment. Suppose the problem involves a finite domain
variable X which can take integer values in the range 0..3, and there are logical conditions

(X = 1 ↔ Cons1(Y1)) ∧ (X = 2 ↔ Cons2(Y2)) ∧ (X = 3 ↔ Cons3(Y3))

These kinds of constraints can be naturally expressed in CP, and automatically mapped
to a form in which the reified linear constraints and their boolean variables can be mapped
to integer/linear form and sent to the eplex solver.

Indeed, the above compound constraint can be mapped to the following:

B1 + 2 ∗ B2 + 3 ∗ B3 = X ∧ B1 + B2 + B3 = 1

∧RB1 ≥ B1 ∧ RB2 ≥ B2 ∧ RB3 ≥ B3

∧Cons1(Y1,RB1) ∧ Cons2(Y2,RB2) ∧ Cons3(Y3,RB3)

If each of the reified constraints Consj (Yj ,RBj ) can be mapped to integer linear form
then the problem can be automatically mapped to an efficient integer/linear model and solved
by eplex.

More generally the constraints may be sent to both the eplex solver and other solvers
such as the CP propagation solver. In this case the above constraints provide an automatic
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communication link between the finite domain variable X in the CP solver, and the boolean
variables B1,B2,B3 in the eplex solver. If some of the reified constraints are non-linear,
then this kind of communication between different solvers is a key part of the algorithm.
The constraints which maintain the consistency of the variables in the different solvers are
termed channeling constraints (Cheng et al. 1996).

CP models allow a great deal of flexibility, not just in the combination of solvers, but also
in search. Suppose, even for an integer/linear problem, that the problem solver decides to
encode a search algorithm instead of using the eplex built-in optimize. Then instead of using

optimize(min(Objective), Cost)

the problem solver can simply set up the linear constraints, and invoke the specially designed
search routine:

Cost $= Objective % Line 1
eplex_solver_setup(min(Objective), Cost, [], [bounds]),
<Search> % Line 3

In line 1, a new variable Cost is introduced, and equated with the objective function which
is here called Objective. In line 2, the linear constraints (specified earlier in the program) are
loaded in to the linear solver. The last argument [bounds] states that the linear solver will
be rerun every time the bounds of any of the variables are tightened. Such a tightening may
result from a search step or from propagation within another solver.1 Each time the linear
solver is rerun, the Cost variable lower bound is updated to the new optimum found by the
solver. In line 3 the specified search procedure is called.

5.4 Linear solving as a propagation agent

The use of Operations Research techniques in Constraint Programming has shown to be very
effective in practice not only when the relaxation is embedded within a CP global constraint,
but also using a linear solver as if it was a global constraint. These techniques were proposed
first in Beringer and De Backer (1995) and extended by Refalo (2000).

For this purpose the problem model should be stated in the CP solver and also passed to
the linear programming solver. For being effective the interaction between the two solvers
should last during the overall computation. In fact, the linear programming solver should
achieve a tight integration with the standard constraint propagation. Therefore, a communi-
cation link between the CP constraints and the linear solver should be established. For this
purpose, quite often the linear solver is considered as a software component similar to other
constraints, interacting with them and exchanging information. Three pieces of information
should be passed back and forth: variable fixing, bound reduction and the optimal solution
of the relaxation. Each time the CP propagation infers a new bound, it should be passed as
a linear constraint to the linear solver which takes it into account in next re-computations.
Also, variable fixing from the LP solver are passed to the CP solver as traditional propa-
gations. The solution of the relaxation, i.e., the lower bound can be used as described in
Sect. 4.4.3.

Clearly this procedure is more effective if the bound is tight. Therefore, Refalo (2000) has
proposed to tighten the relaxation with cutting planes added during search and coming from

1The third argument of eplex_solver_setup allows the programmer to specify a list of options. In this example
the list is empty.
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CP global constraints. In particular, cutting planes can be derived from global constraints
representing sub-problems and added to the Linear Programming model so as to tighten
the overall relaxation. It is interesting to note that cutting planes can be derived after domain
reduction from the CP side, so as to maintain the tightness of the relaxation during the whole
solution process. Refalo has provided many examples and shown that it is very effective in
practice.

5.5 Constraint Integer Programming—CIP

A recently proposed framework for a tight integration of CP, MIP and SAT methodologies is
the Constraint Integer Programming paradigm—CIP presented in Achterberg et al. (2008).

A Constraint Integer Program (CIP) is defined as the optimization problem

c∗ = min{cx | C(x), x ∈ Z
I × R

N\I }, (1)

where C = {C1, . . . ,Cm} is a set of constraints, and I ⊆ N = {1, . . . , n}. By definition, the
constraint set C has to be such that, once the integer variables have been assigned values, the
remaining problem becomes a linear program.

The corresponding solving framework is called SCIP (Solving Constraint Integer Pro-
grams) see Achterberg (2009). SCIP allows total control of the solution process and access
to detailed information from the solver. SCIP is a framework for branching, cutting, pricing
and propagation, and its implementation is based on the idea of plug-ins, which makes it
highly flexible and easily extensible. The main types of SCIP plug-ins are:

Constraint handlers: Constraint handlers represent the semantics and check the feasibility of
a given constraint class and provides algorithms to handle constraints of the corresponding
type.

Domain propagators: Constraint based domain propagation is supported by the constraint
handler concept of SCIP. In addition, SCIP features two dual domain reduction methods
that are driven by the objective function, namely objective propagation and root reduced-
cost strengthening.

Conflict analyzers: Similarly to SAT, SCIP generalizes conflict analysis to CIP and, as a
special case, to MIP. This aspect is more detailed in Sect. 6.3.

Cutting plane separators: SCIP features separators for many different types of cuts. For cut
selection, SCIP uses efficacy and orthogonality, and parallelism with respect to the objec-
tive function.

Primal heuristics: SCIP relies on different heuristics, which can be classified into four cat-
egories: rounding, diving, objective diving, and improvement.

Node selectors and branching rules: SCIP implements most of the well-known branching
rules, and it allows the user to implement arbitrary branching schemes.

Pre-solving: SCIP implements a full set of primal and dual pre-solving reductions for MIP
problems. It also uses the concept of restarts, which are a well-known ingredient of modern
SAT solvers.

Beside being a framework for enabling MILP, CP and SAT integration, SCIP can also be
used as a pure MILP or as a pure CP solver.

5.6 Lagrangian relaxation

5.6.1 The benefits of Lagrangian relaxation

Lagrangian relaxation is a method of achieving tighter cost bounds for problems which in-
clude different kinds of constraints (Lamaréchal 2003). If tight bounds can be achieved for
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one class of good constraints, then the remaining constraints are relaxed, and instead trans-
formed into extra terms in the optimization function. Each extra term includes a coefficient
called the Lagrangian multiplier. The resulting problem is called the Lagrangian subprob-
lem.

Suppose there are no integrality constraints. If the optimal Lagrangian multipliers are
used, then the optimum value of the Lagrangian subproblem is the optimum value of the
original problem: there is no duality gap.

Suppose, however, there are integrality constraints. Lagrangian relaxation behaves quite
differently from linear relaxation. An optimal solution to the linear relaxation of the in-
teger/linear problem may violate integrality constraints, but it satisfies all the linear con-
straints. An optimal solution to the Lagrangian subproblem may violate the relaxed con-
straints. On the other hand, by a judicious choice of which constraints to relax, we can ensure
that solutions to the Lagrangian subproblem satisfy the integrality constraints instead.

In this case the optimal solution of the Lagrangian subproblem is feasible for the good
constraints—including all the integrality constraints—and it also “approximates” the relaxed
constraints. The remaining work is to manipulate the solution so as to satisfy the relaxed
constraints as well.

5.6.2 Lagrangian relaxation and CP/LP hybrids

Of course hybrid CP/LP techniques are typically used for problems involving different kinds
of constraints. Some constraints, such as application-specific scheduling constraints like
cumulative (see Sect. 4.3), are best handled by CP alone. Some constraints are linear
and well-handled by LP. Often, despite integrality constraints on the variables, the linear
solver meets our needs because the linear constraints are unimodular.

However there are many constraints that are well-handled by CP and MIP. Amongst all
the constraints for which there is a linear relaxation, it is often the case that there are both
good constraints, whose linear relaxation is tight, and other complicating constraints which
weaken the relaxation—often so much that it is practically useless.

These complicating constraints are therefore omitted from the LP subproblem, and han-
dled using propagation. This is, perhaps, the typical form of a hybrid CP/LP algorithm. It
is very effective in case the complicating constraints do not involve any variables occurring
in the cost function. In this case propagation effectively focusses the LP solver on feasible
subspaces where it can quickly discover the optimum.

For problems where the complicating constraints are also important for optimization,
however, the LP relaxation of the good constraints is not so useful. It is for such problems
that Lagrangian relaxation plays a key role within a CP/LP hybrid.

In this case the complicating constraints are handled both by CP, using propagation, and
by LP, using Lagrangian relaxation. The cooperation between CP and LP, described earlier,
results in improved handling of the complicating constraints, and the tighter problem relax-
ation overall results in better search control. The weakness of Lagrangian relaxation, that the
solution of the Lagrangian subproblem may violate the relaxed constraints, is compensated
for by CP. The constraints which are relaxed in the Lagrangian subproblem are still enforced
by CP. Propagation on these constraints rules out variable assignments that are infeasible,
and this information is added to the Lagrangian subproblem in the form of tighter bounds.
Thus the Lagrangian subproblem is driven towards a version where the optimal solution also
satisfies these relaxed constraints.
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5.6.3 An example of Lagrangian relaxation in a CP/LP hybrid

An example of Lagrangian relaxation within a hybrid CP/LP algorithm is presented in Ouaja
and Richards (2005). The application is a multi-commodity network flow problem, compris-
ing network flow constraints and edge capacity constraints. There is a set of demands to be
placed on the network, each of which must be assigned a single route through the network.

The good constraints are the network flow constraints: linear programming quickly re-
turns an optimal path for each flow, whatever cost is associated with each edge. This, inci-
dentally, satisfies the integrality requirement that a single route be assigned to each demand.

The complicating constraints are the capacity constraints: the sum of the demands routed
through any edge must not exceed the capacity of the edge. Whilst these are simple lin-
ear (knapsack) constraints, the combination of the flow and knapsack constraints make the
problem NP-hard. The optimal linear relaxation splits up a single demand through multiple
routes.

The capacity constraints are, instead, relaxed into the optimization function. The result-
ing problem has only the flow constraints, and an extended optimization function. The core
problem is therefore a set of (independent) shortest path problems. Unfortunately the opti-
mal Lagrangian multipliers still cannot guarantee that the resulting Lagrangian subproblem
has an optimal solution that satisfies the relaxed capacity constraints.

The decision variables for this problem are binary variables that record whether or not
a particular demand crosses a particular edge in the network. The CP engine controls the
search by choosing at each search node one such variable which is set to 0 or to 1. This
decision triggers constraint propagation which, for example, if a boolean is set to 1, sets to
0 all demand booleans which would now cause an overflow. More subtly if a boolean is set
to 0 constraint propagation can set other booleans to 1, and by maintaining integer bounds
for boolean variables it can detect a failing branch earlier than the linear solver.

Subsequently the Lagrangian subproblem is repeatedly evaluated in order to improve
the Lagrangian multipliers, until a (near) optimal setting has been discovered for each La-
grangian multiplier. For each intermediate solution of the Lagrangian subproblem the cost
lower bound for the original problem is tightened.

Constraint propagation is triggered at each search node, when a decision variable is fixed,
and after each solution to the Lagrangian subproblem, when the cost lower bound is tight-
ened.

Two additional features of the algorithm enhance its overall efficiency.
Firstly, the capacity constraints on each edge are large—in principle every decision vari-

able appears in every such edge constraint. The dualisation into the optimization function,
would therefore make it unnecessarily complicated. Instead capacity constraints are only
added when they are violated. In this case they are both added to the CP solver and relaxed
into the optimization function at the next node. Finite domain propagation is thus focussed
on constraints and assignments that are violated by Lagrangian subproblem solutions.

Secondly new constraints based on reduced costs, as described in Sect. 4.4.3, are also
added after each tightening of the cost lower bound.

The benefit of Lagrangian relaxation—combined with constraint propagation—over lin-
ear relaxation is reflected in experimental results on a set of large benchmarks (with between
300 and 600 demands). The hybrid algorithm solved some 93% of the benchmarks whilst
MIP could only solve around 53%.
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6 Constructive search and optimization

6.1 Exploring alternatives

Constraint programming search is similar to MIP search in that it explores a search tree
whose leaves are either solutions or inconsistent nodes. In a MIP search tree, each node has
at most two descendants, but in a CP search tree a node may have many descendants. This
is a key difference between CP and MIP search.

Secondly in a MIP search tree a child of a node differs from its parent just in one (tighter)
bound on one variable. In a CP search tree the child typically has one variable instantiated to
a fixed value. This form of search is called “labelling”. Nevertheless in a CP search tree the
extra constraint added at a child node may instead be a tighter bound on a single variable,
or even an arbitrary constraint on any subset of the problem variables. For example in a
scheduling application the added constraint may enforce that one task cannot be scheduled
until another has finished. This is expressed as a constraint on the start times of two variables,
S1 and S2 (if D2 is the duration of the second task, then S1 ≥ S2 +D2). These are some other
forms of CP search that may be used instead of labelling.

Backtrack search is a basic control structure in computer science and finds particular ap-
plication also in Constraint Programming. Backtracking is a well-defined process for explor-
ing alternatives after a failure. In the case of tree search a failure occurs when a node proves
to be inconsistent, or to have no admissible descendants. The basic form of backtracking
algorithm is called chronological backtracking. If this algorithm encounters a failure then it
always backtracks to the previous decision, therefore it is called chronological.

There are many variants of backtrack search. Credit search (Beldiceanu et al. 1997) is a
tree search method where the number of nondeterministic choices is limited a priori. This
is achieved by starting the search at the tree root with a certain integral amount of credit.
This credit is split between the child nodes, their credit between their child nodes, and so on.
A single unit of credit cannot be split any further: subtrees provided with only a single credit
unit are not allowed any non deterministic choices, only one path though these subtrees can
be explored, i.e. only one leaf in the subtree can be visited. Subtrees for which no credit is
left are pruned. Clearly credit search is an incomplete exploration method so the solution to
a feasible problem might eventually be missed.

Another widely used search strategy is the Limited Discrepancy Search. Limited Dis-
crepancy Search (LDS) was first introduced by Harvey and Ginsberg (1995). The idea is
that one can often find the optimal solution by exploring only a small fraction of the space
by relying on tuned (often problem dependent) heuristics. Note that the word heuristics has
a different meaning w.r.t. that used in Operations Research. In fact, with heuristics we mean
a method that serves as an aid to problem solving. It is sometimes defined as any rule of
thumb. Technically, a heuristic is a function that takes a state as input and outputs a value
for that state, often as a guess of how far away that state is from the solution. However, a
perfect heuristic is not always available. LDS addresses the problem of what to do when the
heuristic fails.

Thus, at each node of the search tree, the heuristic is supposed to provide the good
choice (corresponding to the leftmost branch) among possible alternative branches. Any
other choice would be bad and is called a discrepancy. In LDS, one tries to find first the
solution with as few discrepancies as possible. In fact, a perfect heuristic would provide us
the optimal solution immediately. Since this is not often the case, we have to increase the
number of discrepancies so as to make it possible to find the optimal solution after correct-
ing the mistakes made by the heuristic. However, the goal is to use only few discrepancies
since in general good solutions are provided soon.
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LDS builds a search tree in the following way: the first solution explored is that suggested
by the heuristic. Then solutions that follow the heuristic for every variable but one are ex-
plored: these solutions are that of discrepancy equal to one. Then, solutions at discrepancy
equal to two are explored and so on.

It has been shown that this search strategy achieves a significant cutoff of the total num-
ber of nodes with respect to a depth first search with chronological backtracking and itera-
tive sampling (Langley 1992). LDS can be seen both as a complete and incomplete search
strategy. If we search up to a maximal discrepancy, it is incomplete. If instead the tree is ex-
haustively explored with no limitation to the maximal discrepancy, it is a complete, possibly
inefficient, method.

6.1.1 CP heuristics

Traditionally CP search is depth-first. The reason for this is the relatively large amount of
data necessary to represent a search node. This data includes a compact representation of the
domain of each variable, which in many cases reduces to a lower and upper bound, as well
as information about the current state of the problem constraints, which are often simplified
during search. Increasingly systems are supporting more flexible forms of search, such as
depth-first until a solution is found and then best-first. However issues around the number
of “open” nodes to maintain are well-understood in the MIP community and CP brings little
new in this respect. In this section we will therefore focus on heuristics that are special to
CP, and simply assume a depth-first search procedure. These heuristics can be easily adapted
to best-first search where it is available.

For pedagogical purposes we will also assume a labelling search, in which a variable is
instantiated to a different fixed value for each child of a search node. For labelling search
we can distinguish two kinds of heuristics: variable choice and value choice. The variable
choice controls the order in which variables are labelled during search. This ordering dictates
the shape of the search tree.

Assuming, firstly, that the variable ordering is chosen before search begins, and remains
fixed throughout search. If there are three variables, X, Y and Z with domains X ∈ {a},
Y ∈ {b, c} and Z ∈ {d, e, f }, then the orderings 〈X,Y,Z〉 and 〈Z,Y,X〉 yield two quite
different search trees, as shown in Fig. 3.

Both search trees have the same number of leaves (they must have!), but they have a quite
different number of internal nodes. It is therefore preferable to explore the left-hand side
tree with less internal nodes. Good heuristics are those that chose first the most constrained
variables, i.e., the variables with less values in the domain.

Fig. 3 Two search trees based
on different variable orderings
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Fig. 4 Two search trees based
on different value orderings

We now illustrate the effect of different value orderings on the same problem. By revers-
ing the value orderings we can obtain the two trees shown in Fig. 4.

These trees illustrate static ordering heuristics. In practice search orderings are com-
puted dynamically during search, so the variable and value orders are different on different
branches of the tree. However these simple trees can be used to illustrate two principles.

The first principle is for variable ordering heuristics: choose earlier variables that are
more difficult to satisfy. This ordering tends to detect wrong choices as quickly as possible
because failure occur early in the search tree. Moreover for “easier” variables, any values
that are not part of a feasible, or optimal, solution are eliminated because they are incompat-
ible with the previously chosen values for the other variables. Choosing the most difficult
variable to satisfy means for example chose the variable with less values in the domain, or
chose the variable appearing in the highest number of constraints.

Examine the two trees illustrated in Fig. 3 with different variable orderings. In the first
tree the variables with fewer alternative values are chosen first: this heuristic is termed “first
fail”. This tree has fewer nodes than the other tree where the variable with the most alter-
native values, Z, is labelled first. In particular if propagation prunes away nodes lower in
the search tree, the difference is even more marked. There are only 4 nodes in the top three
layers of the first tree, but in the second tree the top three layers have 10 nodes.

The second principle is for value ordering. In this case we clearly seek to choose the best
value first, and only try the less promising values later, if at all. Interestingly, in the case of
a feasibility problem, if there are no solutions then it does not matter what value ordering
we choose: the number of nodes is the same. However for depth-first branch-and-bound
optimization, the value ordering is crucial in order to find good solutions early and thereby
prune the search.

Suppose for instance that values in the example of Fig. 4 have a cost: value a has cost 1,
value b cost 2, value c cost 3, value d cost 4, value e cost 5 and value f cost 6. We have to
minimize the cost of all assignments. Clearly the optimal solution has cost 7. This solution
is found in the first branch in the leftmost tree, while it is found in the last but one branch in
the other tree. Therefore a good value ordering heuristics is the one choosing first low cost
values.

Although we have distinguished variable and value ordering heuristics, there is an im-
portant class of heuristics that address variable and value orderings simultaneously. These
are relaxation heuristics, which are based on the solution of a relaxed problem at each node
of the search tree. The relaxed problem is an “easy” subproblem which, typically, includes
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all the original problem variables but only a subset of the original problem constraints. If
the (optimal) solution to the subproblem is also a feasible solution for the original problem,
we have reached a leaf node of the search tree. If, on the other hand, some of the original
problem constraints are violated, we choose a variable assignment that conflicts with the
constraint. We then assign a different value to the variable in order to satisfy the constraint.
For complete search all such alternative assignments to the variable are tried.

If we allow more general search than just labelling, then MIP search is an example of this
approach. Moreover the constraints omitted from the relaxed problem can be used actively
to guide the search heuristics. An algorithm that uses CP to handle the relaxed constraints
in this way is called unimodular probing (El Sakkout and Wallace 2000).

6.1.2 How to deal with the optimization function

The way Constraint Programming copes with objective functions is quite naive. CP during
search solves a series of feasibility problems imposing for each of them a constraint, called
bounding constraint, imposing that future solutions should be better than the best one found
so far. For instance, suppose we find a solution whose cost is 100. The CP solver imposes in
backtracking that the domain variable representing the cost function C should be less than
100, updating the upper bound of its domain. Clearly the proof of optimality is obtained
when the problem with the last added constraint fails. The last solution found is optimal.

This method is very easy but inefficient. The reasons are mainly two: the first is that
the link between variable C representing the objective function and the problem decision
variables often performs a weak propagation. Consider, as an example, a scheduling problem
where the objective function to be minimized is the sum of setup times. It does not depend
directly on the value of the activities starting times (problem variables), but it depends on
their relative positions. In this case, imposing the bounding constraint affects the activities’
domains only at the very low levels of the search tree when most decisions have been taken.
The second reason concerns the fact that the bounding constraint uses an upper bound for
minimization problems, but no use of lower bound is done.

For this reason, many possibilities have been explored for improving this aspect. One
possibility is to include a linear relaxation into the CP scheme, as shown in Sect. 5.4, or
exploiting cost based information coming from global constraints, as shown in Sect. 4.4. Of
course the tightness of the relaxation is important for guiding the search, and accelerating
branch-and-bound. The amount of propagation is also critical for search guidance, and early
detection of dead branches in the search tree. Let us simplistically divide search control into
two components:

– The choice of which variable to constrain at the next search node
– The choice of how to constrain that variable

The search heuristics supported by propagation are of the first type—how to choose which
variable to constrain next. The search heuristics supported by the relaxations are of both
types, but they are particularly effective for the second type of choice: how to constrain the
variable.

Moreover the two approaches, CP and LP, not only complement each other but they
also support each other. The linear relaxation yields a bound on the cost variable, which
enables more propagation to occur. Propagation, conversely, tightens variable bounds which
in turn tightens the linear relaxation. This again yields a tighter bound on the cost variable
which enables more propagation. Conversely more propagation supports an even tighter
linear relaxation.
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6.2 One-machine scheduling: search

Let us consider again the one-machine scheduling example and let us focus on search. Note
that the start time variables are then sorted according to an ordering heuristic specified in
KeyStarts, and the minimize routine explores a depth-first branch-and-bound search
tree to solve the problem.

The heuristic KeyStarts is used in the search routing and is the latest possible start
time (Due - Dur).

search([]).
search(Starts) :-

remove(Start,Starts, Rest),
get_min(Start,Min),
Start $= Min,
search(Rest).

remove(Start, [_Key-Start|Rest], Rest).
remove(Start, [First | KeyStarts],[First | Rest] ) :-

remove(Start, KeyStarts, Rest).

The search routine simply selects the next task and schedules it as early as pos-
sible. Alternative solutions are obtained by selecting a different task to schedule next.
Consequently the sorting of start times does not change the search space, but only
the order in which alternatives are explored. The selection of the next task is carried
out by remove(Start, Starts, Rest). This predicate first selects the next task
(the heuristically most promising one), and then, on backtracking, it selects other tasks.
(get_min(Start, Min, Start $= Min)) sets the start time to the earliest feasible
time. Finally search calls itself “recursively” on the list of remaining tasks. When there are
no tasks left it stops. This is encoded by (search([])) which represents the termination
condition when the list of activities to be scheduled is finished.

6.3 Learning during search

Recently the idea of learning additional constraints as a result of failures encountered dur-
ing search has been taken up in the propositional problem solving (SAT) community, with
very good results Marques-Silva and Sakallah (1999). The learnt constraints are clauses
(disjunctions of propositional literals), which is the same form as all the other constraints
handled by SAT solvers. The combination of clause learning and repeatedly restarting from
the root of the search tree supports powerful search pruning and search heuristics enabling
early discovery of feasible solutions, or accelerated detection of infeasibility in case there
are none.

A novel form of hybrid between FD and SAT solvers has also been very successfully
applied, in which every propagation step performed by the FD solver yields an additional
learned clause for the SAT solver Ohrimenko et al. (2009).

Current state-of-the-art MIP solvers discard infeasible search nodes, and only learn from
infeasible linear relaxations. However the SCIP system integrates learning and constraint
handling into a MIP framework Achterberg (2009). In case the linear relaxation at a search
node is infeasible, SCIP analyses the LP and identifies a subset of the bounds changes oc-
curring previously in the current branch of the search tree that suffice to render the LP
infeasible. The elicited conflict constraint comprises a set of bound changes, responsible
directly or indirectly for the infeasibility.
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6.4 Decomposition

An alternative way to explore the search space is to decompose the problem at hand into
multiple subproblems and use the solver which is most suited for each part. Clearly the
solvers should interact and exchange information. One of the most successful examples is
the CP-based Benders Decomposition.

6.4.1 Benders decomposition

Benders (1962) decomposition has been studied in the 60’s and is an effective method for
solving a variety of structured problems. It is particularly suited for those problems where
fixing a number of hard variables makes the problem simpler.

Instead of blindly trying tentative values for the hard variables we can solve a master
problem (which takes into account constraints on hard variables). After fixing hard vari-
ables, a subproblem can be solved, taking into account the remaining variables. The process
iterates and converges to the optimal solution. The iteration between the master and the sub-
problem is regulated by the so called Benders cuts. In Operations Research, the subproblem
should be a linear program. Hooker and Ottosson (2003) propose to remove this restriction,
defining the Logic-Based Benders Decomposition framework. In this setting, the subprob-
lem can be expressed as a Constraint Satisfaction Problem.

An interesting and successful application of Logic-based Benders Decomposition is
scheduling with alternative resources, where each activity can run on a set of parallel ma-
chines of different speeds and costs.

As an example, taken from Hooker and Ottosson (2003), let us consider a scheduling
problem where we want to minimize the cost of the schedule. Each task i costs cij when
executed on the machine j . Each task i has a release date Ri , a deadline Di and a duration pi .

The problem can be modelled with two sets of variables: the first being the set of variables
tij for the allocation of tasks to machines. In particular, tij = 1 if the task i is allocated on
machine j , 0 otherwise. The second set of variables Starti are posted for the scheduling part
and represent the starting time of task i.

The master problem model is:

min
∑

i,j cij tij , (2)

subject to
∑

j tij = 1, ∀i, (3)

tij ∈ {0,1}, ∀i, j, (4)

Benders cuts computed at iteration h = 2 to H , (5)

Relaxation of the subproblem (6)

The master problem decides the optimal allocation t̄ of tasks to resources. At the first
iteration the set of Benders cuts is empty, while it is always important to include a relaxation
(6) of the subproblem so as to avoid the generation of trivially infeasible solutions. The re-
laxation avoids the inefficient generate and test mechanism to happen. Now the subproblem
is a scheduling problem with a static allocation of resources to tasks and is a feasibility
problem whose model is:

Starti ≥ Ri ∀i, (7)

Starti + pi ≤ Di ∀j, (8)

cumulativej (Starti |tij = 1) ∀j (9)
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If a feasible schedule does not exist, a Benders cut is generated. It simply states that
the previous solution should not be computed again. Clearly, tighter cuts produce a faster
convergence: they remove not a single solution but a set of solutions. For instance, if we
identify the bottleneck resource r provoking a failure, we can produce a cut stating that only
those tasks previously assigned to r not to be assigned again all together to r or any other
resource homogeneous with r . The cut in both cases is a linear constraint. As soon as the
subproblem finds a feasible solution, it is also optimal for the problem overall.

The above example is the simplest case where the objective function of the overall prob-
lem depends only on the master problem variables. In general, it can depend on the subprob-
lem variables only or on both. In these cases, Benders cuts produce bounds and the fix point
is reached on the basis of optimality reasoning. Examples can be found in Hooker (2004)
and Hooker (2005) and Grossmann and Jain (2001).

7 Improving on non-optimal solutions

7.1 Local search

7.1.1 Contrasting constructive and local search

Branch-and-bound search is the staple of MIP and CP. At each node of the search tree, a
simple constraint is added, and some inferences are made. Down each branch of the search
tree more and more constraints are added until, at the leaf of the tree the inference is enough
to elicit a complete, feasible solution to the problem. If at any stage inference reveals that
the current set of constraints cannot be satisfied (or if any feasible solution is shown to be
non-optimal), the current branch is fathomed, and search continues on another branch.

“Local search” proceeds very differently. Search is initialized by creating a complete
assignment of values to variables. At each search step, this assignment is changed in certain
ways so as to try and improve it. An improved assignment violates less constraints, or it
has a lower cost, or both. Search proceeds using these steps to move from assignment to
assignment around the space of complete assignments, in such a way that the assignments
tend to improve.

7.1.2 Propagating changes with invariants

CP systems such as COMET (Van Hentenryck and Michel 2005) support local search
through facilities to propagate the consequences of change. COMET has the same modeling
power of Constraint Programming languages, but it differs in two ways. First it performs
local search and second, it differs in how constraints are built from a software engineering
viewpoint.

In CP, constraints have an embedded filtering algorithm which works on domain variables
and removes those values that are provably inconsistent. Constraints are maintained in a
constraint store during computation and are awaked each time an event happens on a variable
involved. The events are: the removal of a domain value, the variable fixing and the changing
in a domain bound.

In COMET, constraints are again software components that are maintained in a constraint
store and awaked each time one or more variable change value (i.e., the local search is
moving from one solution to another).

Constraints are called differentiable objects and they maintain properties such as the
satisfiability, or the violation degree, and how much the involved variables contribute to
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it. Constraints can be queried to evaluate the effect of local moves on the properties they
preserve.

As an example consider a problem with decision variables X1,X2, . . .Xn and cost func-
tion X1 + X2 + · · · + Xn. When performing local search it is necessary to compute the cost
of one, or sometimes many, complete assignments when choosing which changes to make at
each search step. The computation required to compute the cost c = val1 + val2 + · · ·+ valn
of an assignment X1 = val1,X2 = val2, . . . ,Xn = valn is proportional to the number of vari-
ables n. Though each computation is very fast, the computation must be done so often during
local search that it can govern the overall performance of the local search algorithm.

However after changing the value of Xi to val′i , the cost of the new complete assign-
ment is c + val′i − vali . The computational effort of computing the new cost based on the
change from the old cost is therefore independent of the size of n. In COMET the cost ex-
pression Cost = X1 +X2 + · · ·+Xn is handled by this more efficient computation, so that a
change in the value of any of the variables Xi is propagated to the cost very efficiently and
incrementally.

The facility to propagate changes efficiently was originally proposed for constraint-based
graphics (Sannella et al. 1993), but has proven key to efficient local search algorithms in CP.
The efficient computation of changes can be applied to any functional expression involving
many variables, for example sum, maximum, minimum, and average. Functional expressions
whose values are efficiently updated in this way are termed invariants (Michel and Van
Hentenryck 2000).

7.1.3 Driving and driven variables

Many local search algorithms make local changes to a set of core “driving” variables. The
remaining “driven” variables’ values are then inferred from the values of the driving vari-
ables. One example of this is in scheduling where efficient local search algorithms only
choose an order for the tasks: a local change just swaps the order of two tasks on the same
machine (Nowicki and Smutnicki 1996). The start times of all the tasks on all the machines
- and the resulting cost of the schedule—are then derived from the order in which the tasks
are executed on each machine. Again these values can be efficiently updated after a local
change using invariants (Van Hentenryck and Michel 2005).

A familiar case of this is the Simplex algorithm, though there are no explicit driving vari-
ables. In the Simplex a solution is defined by the basis. The values of the problem variables
are computed from the choice of basis. The problem variables are the driven variables in this
case, and the choice of basis corresponds to the driving variables.

The pivoting is, in this sense, an efficient scalable procedure for propagating changes: it
propagates a change in the basis to the problem variables.

7.1.4 Feasibility-preserving moves

The simplest local move just changes the value of a single variable, and this local move
suffices to reach any point in the search space. The drawback is that this move often trans-
forms a feasible assignment into an infeasible one. The penalty function associated with the
violated constraints should then force another move to a feasible state. However if several
moves are needed to reach another feasible state the penalty will tend to force the second
move back to the first assignment.

To avoid the overhead of restoring feasibility by extra local moves, it is often more effi-
cient to design a move operator that transforms feasible assignments to feasible assignments.
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In this case the penalty function is doing the job it is designed to do—moving towards so-
lutions with a better cost. A generic local search technique which preserves both feasibil-
ity and optimality was described in Pesant and Gendreau (1999). They used a branch-and-
bound search over the neighbourhood to prune away infeasible unpromising neighbours and
quickly find feasible high-quality moves. The technique was applied to personnel schedul-
ing and vehicle routing and achieved a performance competitive with specialised algorithms.
The advantage of this approach is that the problem constraints can be modelled in the usual
fashion for mathematical, or constraint programming, and the standard branch-and-bound
algorithm automatically delivers the same moves as a tailored neighbourhood operator.

An approach that falls somewhere between constructive and local search has been called
“Large Neighbourhood Search” (LNS). The algorithm iteratively finds a solution; it then
throws away the part of the solution associated with a large subproblem; and it then employs
a branch-and-bound search to extend the remaining partial solution to a complete solution
again. This is a very natural algorithm in which operational research can be exploited for
the branch-and-bound, while constraint programming looks after the move from a complete
solution to the next partial solution. One of the key algorithm design issues that are neces-
sary to make LNS competitive is the choice of large neighbourhood. This issue can also be
tackled using constraint programming (Perron et al. 2004).

Because most problems have many constraints, a local move that preserves feasibility
with respect to all the constraints can be both difficult to design, and inefficient to implement.
Worse still, the resulting search space topology may have regions which are disconnected—
so there may be no sequence of moves that transform a given assignment into an optimal
one. Finally the moves may be so complicated that there is little or no correlation between
the costs of neighbouring solutions.

Consequently a compromise is to design local moves that preserve feasibility with respect
to a certain constraint, or class of constraints, and allow others to be violated. The classic
examples of this are local moves for solving the travelling salesman problem. These include
2-swaps and 3-swaps which map circuits to circuits, and the Lin-Kernighan operator which
performs a sub-optimization as part of the local move (Lin and Kernighan 1973).

A more general way to preserve feasibility after a local move is to use a Simplex pivot as
a move: this is a form of local move which preserves feasibility for all the linear constraints.
The choice of pivot can be controlled by, for example, constraining a specific variable to
take a new value. A multi-layer hybrid exploiting pivoting in this way is Kamarainen and El
Sakkout (2002). In the next section we discuss the use of pivoting as a local search move on
an example application.

7.1.5 Pivoting as a local search move

The pivot is typically used as a local move in Simplex, a hill-climbing algorithm whose local
optimum is a globally optimal solution for linear problems. However it can also be used in
local search algorithms for non-linear problems.

Pivoting as a local move was applied to a network design problem by Crainic et al.
(2000). Given a set of network demands (e.g., a set of required origin-destination flows), the
capacitated network design problem is how to design the cheapest network that can meet
all the demands. The cost of each potential edge in the network is given: the challenge is to
minimize the sum of the costs of the edges that are required.

The problem was modelled using path flow variables: for each demand, with origin O and
destination D, and each path from O to D, a variable was introduced to represent the flow
for that demand on that path. Constraints were imposed that the sum of the flows matched
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the demand, and the total flows through each network edge did not exceed the capacity of
the edge. This subproblem, ignoring the network edge costs, is linear and so pivoting on the
flow variables and constraint slacks, preserves feasibility.

To solve the original network design problem it is only necessary to compute from each
subproblem solution which edges are used, and therefore the total network cost.

A key requirement for local search algorithms is that the solution space is “connected”, so
that from wherever the algorithm starts it can reach an optimum solution by a finite sequence
of moves.

We confirm that an optimum solution to the network design problem can indeed be
reached by enough pivots from any feasible set of flows. Given an optimum solution, we
can reach it by pivoting out all flows through edges which do not belong to this optimum
network.

7.1.6 Pivoting for local search in CP

As we have shown throughout the paper, modern CP systems provide a tight integration with
a linear constraint solver (supporting both Simplex and barrier method variants). The impact
of a pivot operation on the variable in the linear solver are exported to the CP system, and
can then wake further invariants to compute the consequences on other variables.

The network design algorithm, described above, has a further set of driven “required-
edge” variables that do not go into the linear solver. The CP system can use simple invariants
to propagate each non-zero flow to the variables associated with the edges on its path: these
variables are set to 1 (or, more directly, to the cost of the edge). Flows which have become
zero, are also propagated, using a more complex invariant. In this case a “required-edge”
variable is only set to zero if the other flows through that edge are also zero. The efficiency
of this invariant can be enhanced by using a further invariant to maintain a count of the
number of non-zero flows through that edge.

Finally these changes are propagated to the total cost of the network, via an invariant for
sum expressions introduced above.

The search can be controlled from the CP system. The algorithm of Crainic et al. (2000)
used a Tabu list to prevent cycling, for example, and this can be handled by invariants that
check each change against the current Tabu list. The paper by Michel and Van Henten-
ryck (2000) provides an overview of how different forms of local search—including Tabu
search—is specified quite naturally within a CP framework, and implemented very effi-
ciently.

7.2 Column generation

7.2.1 Overview

Column generation is a very different technique for improving on non-optimal solutions. It
is a very useful approach for problems for which an integer-linear model would involve too
many variables—in some cases the number of variables grows exponentially with the size of
the problem. The purpose is to enable an optimal solution to be found, and proven optimal,
without ever considering more than a small proportion of these variables—certainly only a
number that grows polynomially with the problem size.

Indeed the algorithm of Crainic et al. (2000) discussed in the previous section used col-
umn generation because the number of paths in a network grows much faster than the num-
ber of edges. In this algorithm, column generation is employed as a sub-algorithm in a local
search algorithm.
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More typically column generation is the main algorithm and the hybridisation comes
through the choice of the sub-algorithm used to solve the subproblem. In the classic appli-
cation of column generation to crew scheduling, the sub-algorithm is often a shortest path
algorithm on a network whose edge costs are dual prices inherited from the master problem.

7.2.2 Modelling column generation in a CP framework

The constraint programming environment can encapsulate column generation so that it is
possible just to plug in the master problem constraints and the subproblem algorithm.

The functionality is similar to that offered by column generation libraries and packages
such as Abacus (Junger and Thienel 2000) and BC-Opt (Cordier et al. 1999). Column gen-
eration has been used in combination with constraint programming for a range of appli-
cations including time-tabling and crew scheduling (Fahle et al. 2002; Moura et al. 2005;
Demassey 2005).

As an example of the formulation of column generation in CP consider a simple cutting
stock problem. In cutting stock problems the subproblem computes different ways of cutting
the raw material so as to optimally meet the total customer demand. We suppose the raw
material comes in pieces with length 17. The demand is for 25 pieces with length 3, 20
pieces with length 5 and 15 pieces with length 9.

The subproblem constraints are sent to the CP solver. For example using the constraint
#= to express CP equality we can encode the subproblem constraints as

3 * A1 + 5 * A2 + 9 * A3 + Waste #= 17

The master problem, which is here called cutstock, is connected to the subproblem
through the built-in expression implicit_sum constraints:

cutstock: implicit_sum(A1) >= 25
cutstock: implicit_sum(A2) >= 20
cutstock: implicit_sum(A3) >= 15

The Master problem cost is expressed as implicit_sum(Waste).
Each column returned from a subproblem solution is automatically added to the

implicit_sum expressions. The master problem is solved by a built-in predicate (ei-
ther a straight optimization or, if integer solutions are required, a branch-and-price search).
The search behaviour has parameters enabling the user to control the search.

In a column generation problem, the master problem has constraints C1.V1 +· · ·Cn.Vn ≥
RHS in which each coefficient Ci is the value of a solution to the subproblem, and each
variable Vi registers whether (and to what extent) the subproblem solution contributes to the
overall solution of the master problem.

Before the ith subproblem solution is found, and the ith column is generated, the variable
Vi takes the value 0 in all master problem solutions. Until this point, therefore, the above
master problem constraint could be written C1.V1 + · · ·Ci−1.Vi−1 + Expr ≥ RHS where the
variable Expr represents the (currently unknown) expression Ci.Vi + · · · + Cn.Vn. In all
master problem solutions up to this point Expr takes the value 0.

In the CP hybrid, the term implicit_sum(Var) plays the role of Expr. The specific
variable Var is used to link the expression to the relevant component of the subproblem
solution. In this example implict_sum(A1) links directly to a subproblem variable A1.
If in solutions 1, . . . , i − 1, the variable A1 takes values C1, . . . ,Ci−1 respectively, then this
implicit sum represents the expression C1.V1 + · · ·Ci−1.Vi−1 + Expr. In our example, of
course, the ith solution is a way of cutting the raw material, A1 is the number of pieces



Ann Oper Res (2010) 175: 37–76 71

of length 3 in that cutting, and Vi is the number of times that cutting is used to satisfy the
customer requirements.

Each time the master problem is solved, the shadow prices are automatically fed back to
the subproblem, and included in its cost function.

The benefit of CP in solving the subproblem is that it is easy to choose the method
that best meets the needs of the problem. This point was made by Gendron et al. (2005)
where different strategies for solving the subproblem were explored, one which returned
new columns with the best potential for improving the master problem cost, and one which
focussed on master problem integer feasibility. The conclusion was that in devising subprob-
lem solvers it may be best to use hybrid subproblem models which offer flexibility between
the two strategies. CP, with its facility to maintain multiple models connected via channeling
constraints is an ideal implementation vehicle for such hybrid methods.

7.2.3 Branch-and-price

The remaining aspect of column generation is the branch-and-price search, in the usual case
where the master problem includes integrality constraints.

Branch-and-price augments branch-and-bound by adding new columns to the master
problem during search.

Traditionally constraint programming employs depth-first branch-and-bound. Depth-first
search is used to control memory consumption. The total memory used is linear in the size of
the number of problem variables, in contrast to any kind of best-first or breadth-first search
whose memory consumption grows rapidly with the problem size (in theory the memory
requirement is exponential in the problem size). With the growth in computer memory due
to hardware advances, and with very economic representations of the search state, best-first
search is being introduced in constraint programming systems.

A second drawback of this traditional search method in constraint programming is that
information inferred at lower levels within the search tree is lost when the search backtracks
to higher levels of the tree. This architecture cannot accommodate global cuts, which are
inferred at lower levels in the search tree but remain valid for all search states. For the same
reason it cannot accommodate column generation where columns added on one branch of a
search tree need to be kept and reused on other branches.

In fact any branch-and-bound infers a global cut whenever a new optimum is found,
so constraint programming has special mechanisms for handling one kind of global cut—
a new bound on the cost variable. Branch-and-price has driven CP search forwards from its
traditional depth-first framework to a best-first approach where

1. Multiple open search nodes remain at the search frontier
2. New columns added at one node are made available to other nodes when they are ex-

panded. Other columns are dropped.

An example of the integration of branch and price in CP is described in Puchinger et al.
(2008).

8 Conclusion

8.1 Model encapsulation and reuse

The greatest benefit of CP is the support it offers for model encapsulation and reuse. When
an OR researcher develops an efficient new model for a class of problems, others wishing
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to take advantage of this technique are required to read the thesis and implement their own
version. In addition, quite often a set of cutting planes devised for a specific problem are
not so effective when side constraints are added. Therefore, specific cutting planes should
be devised for each problem variant.

Software engineering is about making it easy to “stand on the shoulders of giants”. When
a good model is developed it can be encapsulated as a (user defined or a global) constraint
in CP. The recently introduced modelling language Zinc Marriott et al. (2008) extends OPL
to support encapsulation of models through user-defined predicates and functions. Future
users have many alternative ways of incorporating this constraint into their design models.
The simplest way is to associate a separate solver with each such constraint. In this case the
special properties of the model are not lost, but the scope for coordination with other solvers
is reduced. The most likely communication is via cost lower bounds and infeasibility-driven
cuts. The constraint may be linked in many further ways (for example through standard mas-
ter/subproblem decompositions, through heuristics fed back to the search engine, through
local integration with other user-defined constraints).

CP propagation is particularly adapted to encapsulation and reuse because different prop-
agation constraints cooperate automatically. They achieve this by communicating through
the domains of their shared variables and waking each other up by tightening these domains.

The fix-point behaviour, detailed in Sect. 4.1 above, provides a guarantee that the coop-
eration is, in a well-defined sense, as good as it can possibly be.

The ease with which a new technique can be encapsulated as a constraint and then reused
by everyone in the field is responsible for the rapid advance of CP in recent years. Even quite
complex techniques such as column generation can be encapsulated and reused by other CP
researchers who may never have grappled with the issues of tailing off and repetitive entry of
the same columns etc. that previously any user of column generation has had to overcome.

8.2 Open issues

This emerging research field of the integration of OR techniques in CP is extremely promis-
ing and motivating since there are many open issues and challenges to be addressed and
studied. The first challenge concerns the user support for the problem solving process. The
aim is to provide a solver with an abstract conceptual model and let the solver choose the best
algorithm to solve it. This is too simple and unrealistic of course, but as a first step, research
in this direction should be done in the identification of a mapping between problem struc-
tures and a corresponding efficient algorithm. Also, languages and formalisms should be
studied to support the easy mapping between models and algorithms, possibly encapsulating
these languages in meta-solvers that define the solving strategy. Examples of languages and
meta-solver are Arbab and Monfroy (1998), Michel and Van Hentenryck (2000), ILOG Op-
timization Team (2003), Van Hentenryck (1999), Laburthe and Caseau (2002), Bousonville
et al. (2005). Research directions are different: some researchers look for a minimal set of
algorithm primitives and operators, powerful enough to express combinatorial problems of
any kind. Others tend to embed in the language all possible constraints and their variants so
that the resulting system offers all the tools necessary for solving combinatorial problems
efficiently.

A second challenge concerns the solution of problems whose data are partially unknown
or ill-defined. The problem solving process here should focus not only on searching for
the optimal solution, which is often meaningless, but also on its robustness to the unknown
parameter changing and to external events. In many cases, an interaction with the user or
the environment where the algorithm works is mandatory to acquire problem data while
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the execution is in progress. This interaction opens a number of issues to be addressed and
solved such as dynamic changes and problem requirements modification.

In many cases, the problem is defined on probabilistic data. In this case, stochastic op-
timization should be taken into account. Many approaches have been studied in the field
of Operations Research, like sampling (Ahmed and Shapiro 2002) that uses an approxima-
tion of the expected value with its average value over a given sample; the l-shaped method
(Laporte and Louveaux 1993) which faces two phase problems and is based on Benders De-
composition (Benders 1962). A different method is based on the branch-and-bound extended
for dealing with stochastic variables (Norkin et al. 1998). The constraint programming com-
munity has recently faced stochastic problems: in Walsh (2002) stochastic constraint pro-
gramming is introduced formally and the concept of solution is replaced with the one of
policy. This work has been extended in Tarim et al. (2006) where an algorithm based on the
concept of scenarios is proposed. In particular, the paper shows how to reduce the number
of scenarios, maintaining a good expressiveness. However, up to now, large scale stochastic
problems have never been faced with CP.

A third challenge concerns over-constrained problems, i.e., those problems that have no
solution. These problems are quite common in an industrial setting where solutions rep-
resent compromises and violate some problem constraints. At the state of the art some
approaches have been devised to face these problems: (1) rank constraints into classes of
importance, (2) add a penalty to constraints and (3) count the violation. Again large scale
over-constrained problems have never been faced in CP using these techniques. In addition,
a good inconsistency explanation mechanism is missing in CP, while it is a crucial part of
the programming development environment (Deransart et al. 2000).

A fourth challenge concerns the improvement of each aspect of the constraint program-
ming solving process: propagation and search. As far as propagation is concerned, many
problem structures have been studied and filtering algorithms have been devised, but there
is space for improvement, both for the definition of new structures and new constraints, and
for the improvement of existing algorithms in particular on those structures that represent
NP-hard problems as it happens, for instance, in scheduling and routing related constraints.
As far as search is concerned, tree search lacks of scalability as the dimension of the prob-
lem grows. For large scale problem instances complete tree search is not viable. Indeed,
the constraint programming community has recognized the importance of combining tree
search with local search and meta-heuristics for instance and yet some steps have been done
in this perspective by Pesant and Gendreau (1999), Shaw (1998), Focacci et al. (2003) and
Lhomme and Jussien (2002).
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