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Abstract This paper considers a berth allocation problem (BAP) which requires the de-
termination of exact berthing times and positions of incoming ships in a container port.
The problem is solved by optimizing the berth schedule so as to minimize concurrently the
three objectives of makespan, waiting time, and degree of deviation from a predetermined
priority schedule. These objectives represent the interests of both port and ship operators.
Unlike most existing approaches in the literature which are single-objective-based, a multi-
objective evolutionary algorithm (MOEA) that incorporates the concept of Pareto optimality
is proposed for solving the multi-objective BAP. The MOEA is equipped with three primary
features which are specifically designed to target the optimization of the three objectives.
The features include a local search heuristic, a hybrid solution decoding scheme, and an
optimal berth insertion procedure. The effects that each of these features has on the quality
of berth schedules are studied.

Keywords Berth allocation problem - Evolutionary algorithms - Multi-objective
optimization - Combinatorial problems

1 Introduction

In many container ports in the US and Japan, berths are leased directly to ship operators
where they have exclusive use of the berths. These ports are known as dedicated terminals.
The ship operators themselves are in charge of running the operations of the berths. For
a ship operator handling large volume of containers and ship calls, the productivity will
be high due to economies of scale. However, overcapitalization of the port might result
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if the handled volume is small as operations will be costly (Imai et al. 2001). Multi-user
terminals, commonly found in Europe and East Asia, on the other hand are completely run
by port operators who will assign incoming ships to any berth, not necessarily the same
berth, whenever they call at the port. This type of ports is especially popular in land-scarce
countries, such as Singapore and Hong Kong, as they have limited land that can be set aside
for berths. The productivity of these ports depends largely on the efficient berth allocation
of calling vessels. From the point of view of ship operators, timeliness is an important factor
as delays at one port often result in a cascading effect of late port calls at subsequent ports of
call for the ship. This can result in heavy losses for shipping companies. Thus, the effective
allocation of berths to ships is indeed a very complex and challenging issue that is of concern
to both port operators and shipping companies.

This paper considers the berth allocation problem (BAP) in multi-user terminals. Given a
collection of ships that are to arrive at the port within a planning horizon, the BAP involves
determining the berthing time and location of each of the ships, while satisfying a number
of spatial and temporal constraints, to optimize operations. More details of the problem are
given in Sect. 2.3.

A number of objectives for optimizing port throughput have been considered in the lit-
erature. Imai et al. (2001, 2003, 2005, 2007) considered the BAP by minimizing the total
service time of ships. The service time of each ship includes the waiting time between the
arrival time of the ship at the port and the time the ship berths as well as the handling
time for loading or unloading of containers. Guan et al. (2002) developed a heuristic for the
BAP with the objective of minimizing the total weighted completion time of ship services.
Kim and Moon (2003) solved their version of the BAP by minimizing the penalty cost re-
sulting from delays in the departure of ships and additional handling costs resulting from
non-optimal locations of ships in the port. According to their formulation, each ship has
an optimal berthing location in the port. Park and Kim (2003) solved the same problem by
using a sub-gradient method. In their formulation, additional cost is incurred from early or
late start of ship handling against their estimated time of arrivals. Li et al. (1998) solved the
BAP by minimizing the makespan of the schedule. Imai et al. (2003) tackled the BAP with
service priority, where some ships are given priority, in terms of being serviced earlier, over
others. In their work, they provided several examples and arguments for differentiating the
service treatment of ships. Lim (1998) took a different approach to the BAP by minimizing
the maximum amount of space used for berthing ships. Lai and Shih (1992) proposed some
heuristic algorithms for a BAP which is motivated by the need for more efficient berth usage
at the HIT terminal of Hong Kong. Their problem assumes the first-come-first-serve (FCES)
allocation strategy which in most cases does not lead to optimal schedules. Imai et al. (1997)
considered a BAP for commercial ports. Most service queues are traditionally processed on
a FCFS basis. They concluded that for high port throughput, optimal ship-to-berth assign-
ments should be found without considering the FCFS heuristic. However, they also noted
that this may result in some dissatisfaction among ship operators regarding the order of the
service sequence.

Given the many objectives that have been used to formulate the BAP, it is rather surpris-
ing that very little work has been done in the area of multi-objective optimization in BAPs.
From the studies of Imai et al. (1997), it is apparent that the BAP is inherently a multi-
objective optimization problem. An ideal berthing plan for ship operators is one where ships
do not have to wait to be berthed and be serviced in the shortest possible time. However,
an ideal berthing plan for port operators is one where the makespan, i.e. the time between
the first ship that berths at the port and the last ship that leaves, is minimal to achieve full
use of their resources at all times. Thus, as port operators try to achieve high throughput
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in their ports, the satisfaction of ship operators should be considered concurrently. Despite
this, most of the existing literature uses single-objective-based heuristic methods that incor-
porate penalty functions or combine the different objectives by a weighting function (Imai
et al. 1997, 2003). The drawback of such an objective function approach is that the weights
are difficult to be determined precisely, especially when there is insufficient information
or knowledge concerning the large real-world BAP. Clearly, these issues can be easily ad-
dressed by taking a multi-objective approach that optimizes all objectives concurrently and
effectively without the need of calibrating weighting coefficients.

In this paper, a multi-objective evolutionary algorithm (MOEA) (Tan et al. 2007;
Cheong et al. 2007) is applied to minimize multiple conflicting objectives from the points of
view of port and ship operators. In contrast to existing single-objective-based approaches, it
utilizes the concepts of Pareto optimality to minimize concurrently the makespan of the port
and the dissatisfaction of ship operators by reducing the waiting times of their ships. In addi-
tion, the MOEA is designed to handle service priority by including the degree of adherence
to a predetermined priority schedule as a third objective. This is to allow the port flexibility
in giving service priority to ships. Reasons for maintaining a priority system could include
terms laid down in shipping contracts, affluence of shipping companies, preference of han-
dling ships with larger or smaller container volume first, or simply the preference of the port
management to adopt a FCFS policy to avoid complaints from shipping companies of unfair
treatment. To solve this multi-objective optimization problem, the MOEA is equipped with
three primary features which are specifically designed to target the optimization of the three
objectives. The features include a local search heuristic, a hybrid solution decoding scheme,
and an optimal berth insertion procedure. The effects that each of these features has on the
quality of berth schedules will be studied.

This paper is organized as follows. Section 2 gives some background information on
multi-objective optimization and evolutionary algorithms as well as the problem formulation
of the BAP that is being considered in this paper. Section 3 presents the program flow and
features of the proposed MOEA. Section 4 presents extensive simulation results and analysis
of the proposed algorithm. Conclusions are drawn in Sect. 5.

2 Background information
2.1 Multi-objective optimization

As mentioned in the introduction, the BAP is a multi-objective optimization problem where
a number of objectives, from the points of view of both port and ship operators, need to
be optimized concurrently. These objectives can be non-commensurable and conflicting in
nature (Imai et al. 1997). In contrast to single-objective optimization, the solution to a multi-
objective optimization problem exists in the form of alternate tradeoffs known as the Pareto
optimal set. Each objective component of any non-dominated solution in the Pareto optimal
set can only be improved by degrading at least one of its other objective components. In the
total absence of information regarding the preference of objectives, a ranking scheme based
upon the Pareto optimality is regarded as an appropriate approach to represent the fitness of
each solution in an evolutionary algorithm for multi-objective optimization.

Thus, the role of multi-objective optimization in the BAP is to discover such a set of
Pareto-optimal solutions from which the decision maker can select an optimal solution based
on the situation at hand. The Pareto fitness ranking scheme (Fonseca 1995) for evolution-
ary multi-objective optimization is adopted in this paper to assign the relative strength of

@ Springer



66 Ann Oper Res (2010) 180: 63-103
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solutions. The ranking approach assigns the same smallest rank for all non-dominated solu-
tions, while the dominated ones are inversely ranked according to the number of solutions
dominating them. In Fig. 1, a hypothetical solution (the black dot) is plotted in the objective
domain at coordinates (1, 1, 1). The problem is assumed to involve the minimization of the
three objectives. Each solution will define a rectangular box encompassing the origin (hy-
pothetical ideal point) as shown in the figure. Another solution will dominate this solution
if and only if it is within or on the box defined by the first solution but not equal, in terms of
all the three objectives, to the first solution.

2.2 Evolutionary algorithms

In the search for the Pareto optimal set for the BAP, this paper relies on the optimization
capabilities of evolutionary algorithms. Evolutionary algorithms are a general purpose opti-
mization tool inspired by Darwin’s theory of evolution. They have the capability to produce
optimal or near-optimal solutions for multi-dimensional problems and thus have been suc-
cessfully applied to a wide variety of problems (Ross and Corne 1994).

Evolutionary algorithms operate on a population of solutions represented by some cod-
ing, mapping each solution onto a chromosome. Each chromosome consists of a number
of genes, each representing a unit of information. The search for new solutions is effected
by combining genes from different chromosomes of the population (crossover) to produce
offspring or by altering existing chromosomes of the population (mutation). A simulation of
‘natural selection’ then takes place by first evaluating the quality of each chromosome and
then selecting the fittest ones to survive in the next generation. The surviving chromosomes
at the end of the search are then decoded into the corresponding solutions.

Evolutionary algorithms have been applied by Ying (1995), Foo (2000), Nishimura et
al. (2001), and Imai et al. (2003, 2007) on the BAP but all of them took a single-objective
approach towards the problem.

2.3 Problem formulation
The BAP involves allocating a fixed number of berths to a number of ships arriving at the
port within the planning horizon for container handling by determining the berthing time and

location of each ship. In essence, the BAP bears some resemblance to machine scheduling
problems (Li et al. 1998; Guan et al. 2002), with berths analogous to machines and ships
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analogous to tasks. However, there are also a number of constraints that are exclusive to the
BAP and set it apart from machine scheduling problems.

There are generally two types of berth allocation schemes in the literature. Discrete BAP
(Lai and Shih 1992; Brown et al. 1994, 1997; Imai et al. 1997, 2001, 2003) considers the
berthing space to be a collection of discrete berthing sections where each ship, in terms of
length, must fit within the perimeter of its allocated section and only one ship can be serviced
in each section at any time. Such a scheme simplifies the problem since it only requires
the solver to allocate ships to the finite number of discrete sections. On the other hand,
continuous BAP (Li et al. 1998; Lim 1998; Guan et al. 2002; Park and Kim 2002, 2003; Kim
and Moon 2003) considers the berthing space to be a continuous stretch and multiple ships
can be berthed simultaneously along the stretch as long as the ships are within the perimeter
of the space. This scheme is more complex as it requires the solver to determine the exact
berthing location of each ship along the continuous stretch but it allows the berthing space to
be utilized more efficiently. Most of the existing literature that adopted the continuous berth
allocation scheme limited their studies to a single continuous berthing stretch where all ships
are scheduled within the stretch (Li et al. 1998; Lim 1998; Guan et al. 2002; Park and Kim
2002, 2003; Kim and Moon 2003). This paper adopts a more general scheme where the
entire berthing space consists of a number of discrete sections and the space is continuous
within each section. Each of these discrete sections represents a berth. This scheme is a
hybridization of the discrete and continuous BAPs in that the problem involves the allocation
of incoming ships to berths and the determination of the exact berthing location of each ship
within its allocated berth. Such a scheme is closer to real-world settings where a port consists
of a number of berths which are separated geographically. This hybrid scheme has been
adopted by Nishimura et al. (2001) but their formulation does not require the determination
of the exact berthing location of each ship within its allocated berth. In their work, ships are
allowed to be serviced simultaneously as long as the sum of their lengths does not exceed
the berth length. In reality, this is often not the case. If a ship occupies the centre of a berth
leaving empty berth space at the sides, the succeeding ship may not be able to berth within
the perimeter of the berth even if the berth length condition is satisfied. Therefore, a more
relevant BAP is one where the exact berthing positions of ships are determined. On top of
the physical constraint that a ship must be berthed within the perimeter of its allocated berth,
each berth also has a water depth and ships with drafts larger than the depth are not allowed
to be allocated to the berth.

Regardless of berth allocation scheme, the sequence of events that takes place for each
ship calling at the port is the same. Each of the ships will come into the port, wait for the
scheduled berthing time, berth at the designated position within the allocated berth, load or
unload containers, and leave the port. Figure 2 shows the berth operation timeline for each
ship. In Fig. 2, the service time of a ship at the port includes the waiting time between the
arrival time of the ship and the time the ship berths as well as the handling time for loading
or unloading containers.

The handling time for each ship is different at different berths. This is to take into account
the transportation time for moving the containers to be loaded onto the ship from the original

Fig. 2 Berth operation timeline Arrival time Scheduled Departure
of ship berthing time time
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storage area to the allocated berth (Nishimura et al. 2001; Imai et al. 2001, 2003, 2005). This
handling time is also assumed to be deterministic.
The BAP studied in this paper is then formulated as follows:

Minimize
Max(d;) — Min(b;) 1)
ieV ieV
> (bi—a;) and ©)
ieV
bo: — po. bo: — po.
Z( 0; pol)-zi-l 0; — po;| 3)
ieV
subject to
Y xy=1 VieV “4)
JjeB
b —a; >0 VieV (5)
(LB; — LS)x;; > 0 VieV,VjeB 7
Z(LB,— - > LSuyirxy —LB,)x,-j >0 VieV ®)
jeB i'eV —{i}
o LS, _LS[/ [ .’ . .
|pij — pirjI8f,; = f&?}j Vi,i'eV (i'#i), VjeB ©
bi+d; by +dy . hithiy o g, .
ta _ort 56,,12Q32. Vi,i'eV (i’£i),VjeB (10
2 2 21 2 'y
8 480, =1 Vi,i'eV (i'#i), VjeB (11)
x;; €10, 1} VieV, jeB (12)
pij €L VieV, jeB (13)
bieZ* VieV (14)

where B is the set of berths, V is the set of ships, a; is the arrival time of ship i, b; is the
berthing time of ship i, d; is the departure time of ship i, A;; is the handling time of ship i
at berth j, po; is the priority order of ship i, bo; is the berthing order of ship i, DB; is
the water depth of berth j, DS; is the draft of ship i including the safety vertical distance
for berthing, LB; is the length of berth j, LS; is the length of ship i including the safety
horizontal length, and p;; is the position of ship i in berth j. x;; = 1 if ship i is serviced at
berth j, x;; = O otherwise. y;;» = 1 if ship i begins its service when ship i’ is being serviced at
the same berth, y;» = 0 otherwise. éfl’., = 1 if the non-overlapping restriction of berth space
in berth j is applied for ships i and i/, 8Z,f = 0 otherwise. 81?1.,]. =1 if the non-overlapping
restriction of time in berth j is applied for ships i and i, ‘waj = 0 otherwise.

In the problem formulation above, function (1) represents the objective of minimizing
the makespan of the port. The makespan is defined as the amount of time between the first
ship that berths and the last ship that leaves the port. The second objective is represented
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by function (2), which minimizes the total waiting time incurred by ships. Function (3)
represents the third objective of adhering as closely as possible to a predetermined priority
schedule by minimizing the total number of crossings between ships. The berthing order is
derived by arranging the scheduled ships, regardless of berth, in order of increasing berthing
times. The first ship that berths is given a berthing order value of 1, while the second ship
is given a value of 2 and so on. Similarly, the ship that is given the highest berthing priority
is assigned a priority order value of 1, while the next ship is given a value of 2 and so on.
The number of crossings contributed by a particular ship is then defined as the difference
between its berthing order and priority order when its berthing order is greater than its
priority order (bo; > po;). These three objectives constitute the multi-objective nature of the
BAP considered in this paper. Constraint (4) ensures that every ship can only be serviced at
one berth without disruption. Constraint (5) ensures that ships are serviced only after their
arrivals. Constraints (6) and (7) guarantee that the berths that ships are allocated satisfy the
physical properties in terms of berth length and water depth. Constraint (8) ensures that the
sum of the lengths of ships being serviced simultaneously at a berth does not exceed the
length of the berth. Constraints (9) and (10) are the non-overlapping restrictions. Constraint
(11) requires that for ships berthed at the same berth, either non-overlapping in berth space
or time should be satisfied at all times, i.e. ships allocated to the same berth are not allowed
to overlap in terms of both space and time as that would signify a collision. Constraints (12),
(13), and (14) show the domains of the three decision variables of the BAP.

3 Multi-objective evolutionary algorithm

Having formulated the BAP as a multi-objective problem, this section presents the multi-
objective evolutionary algorithm (MOEA) proposed to solve the BAP by minimizing con-
currently the three objectives of makespan of the port, waiting times of ships, and number of
crossings. The main features of the MOEA will first be introduced in turn before describing
the algorithmic flow.

3.1 Fixed-length chromosome

A fixed-length chromosome representation (Fig. 3) is used in the MOEA. Each chromosome
encodes a complete and feasible berth schedule and consists of a fixed number of berths.
Each berth consists of a number of ships that are allocated to the berth. The order of ships
within each berth indicates the order in which the ships are assigned berthing space and

Fig. 3 Fixed-length
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Fig. 4 Illustration of solution decoding

time. This assignment is carried out using two different solution decoding schemes which
will be described in the next section. In the figure, ships 2 and 5 are allocated to berth 1 and
ship 2 is assigned berthing space and time before ship 5.

3.2 Solution decoding

Given the order of ships in each of the berths in a chromosome, the MOEA has to decode the
candidate solution by assigning the exact berthing positions and times of the ships (Fig. 4).
In this way, the departure, waiting, and service times of the ships can be determined, leading
to the fitness or objective values of the chromosome.

From Fig. 4, it can be seen that the schedule of a particular berth in the port can be
represented by a two-dimensional plane. The horizontal axis represents the position in the
berth, while the vertical axis is the time axis. Each ship is represented by a rectangle such
that the length of the rectangle is the length of the ship and the height of the rectangle is
the handling time of the ship at the berth. The bottom-left corner of the rectangle represents
the berthing time of the ship while the top-left corner represents its departure time. A6, A3,
A13, and A10 in the figure represent the arrival times of the respective ships.

A simple solution decoding scheme to obtain the berth schedule is to treat the order of
ships within each berth of a chromosome as the berthing order, i.e. a ship can only berth at
the same time or later than its preceding ship. This scheme will be referred to as the berthing
order decoding scheme. An example of how this decoding scheme works is illustrated in
Fig. 5(a). The order of ships for the particular berth in the chromosome is ship 4 — ship 1
—> ship 2 — ship 3 — ship 5. In Fig. 5(a), ship 4 is first assigned the leftmost position of the
berth as soon as it arrives at A4. Next, due to the solution decoding scheme, ship 1 cannot
berth at A1 even though berth space is available. It can only berth at the same time or later
than ship 4. Since the berth is long enough to accommodate the simultaneous servicing of
ships 1 and 4, ship 1 berths at A4 next to ship 4. On the other hand, ship 2 cannot berth at
A4 as the berth is not long enough to accommodate the simultaneous servicing of the three
ships. The departure of ship 4 also does not release enough berth space to accommodate
ship 2. As such, ship 2 is assigned the leftmost position of the berth after ship 1 has departed
from the berth. At the same time, ship 3 berths alongside ship 2 since it has already arrived
at A3. Lastly, ship 5 has to wait until ship 3 has left the berth before it gets to berth due to
insufficient berth space.

Other than the berthing order decoding scheme, this paper proposes another decoding
scheme which treats the order of ships within each berth of a chromosome as the assignment

@ Springer



Ann Oper Res (2010) 180: 63-103 71

Fig. 5 Illustration of different
solution decoding schemes 5
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order, assigning a ship a feasible berth space with the earliest possible berthing time starting
from the left. In this scheme, a ship may berth earlier than its preceding ships as long as it
has arrived at the port and berth space is available. This scheme will be referred to as the
assignment order decoding scheme. An example to show how this decoding scheme works is
illustrated in Fig. 5(b). The order of ships in the chromosome is the same as that used in the
berthing order decoding scheme example. Like the berthing order decoding scheme, ship 4
is assigned the leftmost position of the berth as soon as it arrives at A4. A characteristic
of this decoding scheme is that the assignment of berth space to a particular ship renders
the berth space unavailable to succeeding ships until the ship has left the berth, i.e. in this
case the berth space occupied by ship 4 is made unavailable to ships 1, 2, 3, and 5 until
ship 4 has departed from the berth. Unlike the berthing order decoding scheme, ship 1 is
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allowed to berth at Al. However, the scheme dictates that ships are always assigned the
leftmost position of the berth whenever it is available. Since the space to be occupied by
ship 4 has already been rendered unavailable, ship 1 berths at the earliest leftmost available
berth space, which is the space next to ship 4. Another characteristic of this scheme is that
it has two main criteria for determining the berthing location of each ship—earliest possible
berthing time and leftmost position, with the former taking precedence over the latter. It
is for this reason that ship 1 is not berthed at a position where it has to wait for ship 4 to
complete servicing even though that position is to the left of its assigned berthing position.
Next, ship 2 is unable to berth beside ship 1 at A2 since the available berth space is not long
enough to accommodate the ship. As such, it takes over the berth space from ship 1 after
ship 1 has departed from the berth. The same reason explains the assignment of berth space
and time to ship 3. With the inclusion of ship 3 in the schedule, the available berth space
includes the space previously occupied by ship 4 and the space next to ship 3. However,
both spaces are not long enough to accommodate ship 5. As such, ship 5 can only berth after
ship 3 has left the berth and it berths at the leftmost position of the berth.

From Fig. 5, it can be seen that the berth schedules obtained using the two decoding
schemes are very different even though they originated from the same chromosome. This
implies that a chromosome may have two different sets of objective values based on the
two decoding schemes. The effects of the two solution decoding schemes on berth schedule
quality will be studied and discussed in Sect. 4.2.

As a sidenote, one can observe that the berth schedules in Fig. 5 are not favorable as there
are voids in the berth schedules resulting in inefficient usage of the berth space. Figure 6
shows the berth schedule decoded from the sequence ship 1 — ship 2 — ship 3 — ship 4
— ship 5. In this case, both solution decoding schemes lead to the same berth schedule. It
is obvious that the schedule in Fig. 6 has a lower makespan and waiting time than the two
schedules in Fig. 5. From Figs. 5 and 6, it is clear that the order of ships in a chromosome
is an important consideration as it will affect how the berth schedule turns out. Inefficient
berth schedules will result in unsatisfactory objective values of makespan, waiting time, and
number of crossings.

Fig. 6 A more favorable berth
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3.3 Berth-exchange crossover

Berth-exchange crossover allows sequences of genes in a fit chromosome to be shared with
other chromosomes in the evolving population. It involves the exchange of berths between
pairs of parent chromosomes, chosen based on the crossover rate, to produce offspring chro-
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Fig. 7 Illustration of berth-exchange crossover
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Fig. 7 (Continued)

mosomes. The operation of berth-exchange crossover is shown in Fig. 7. The berth to be
exchanged is selected at random and applies to both the parent chromosomes. As the two
identically indexed berths from each pair of parents have the same berth length and water
depth, the exchange of the list of ships at the berth will not result in ships being allocated
to a berth where they do not satisfy the physical constraints (6) and (7). Despite this, some
repair work to the offspring is still required to maintain solution feasibility. Firstly, dupli-
cated ships after crossover are removed from the offspring. These ships are removed from
the original berths, while the newly acquired berth remains intact. This is followed by identi-
fying missing ships in each of the offspring and reinserting them back into the chromosome.
The newly acquired berth is excluded from this reinsertion process unless it is the only berth
that can accommodate the ship considering the physical constraints (6) and (7). The proba-
bility that a ship is inserted into a particular berth is inversely proportional to the handling
time of the ship at the berth. The ship is then inserted at a random position in the selected
berth provided the insertion does not violate the physical constraints (6) and (7), otherwise
another berth will be selected. This insertion process, where a ship has a higher chance of
being inserted into a berth where it has a lower handling time, will be referred to as optimal
berth insertion.

One of the advantages of berth-exchange crossover is that feasibility, in terms of the
physical constraints (6) and (7), is easily maintained. Duplicated ships in each offspring are
easily tracked by going through the ships in the newly acquired berth since only these ships
can cause duplications. Each offspring inherits from both parents the relative order of ships
within each berth since the removal of duplicated ships does not alter the order of ships. The
reinsertion of missing ships provides some genetic variation.

3.4 Mutation

Mutation operators complement crossover operators in allowing a larger search space to be
explored. In the MOEA, chromosomes are chosen to undergo mutation with a probability
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equal to the mutation rate. Mutation involves removing a number of ships, randomly se-
lected based on the reinsertion rate, from the chromosome. These ships are then reinserted
back into the chromosome based on the optimal berth insertion procedure described in the
previous section.

3.5 Local search exploitation

Local exploitation can contribute to the intensification of the optimization results and is
usually regarded as a complement to the evolutionary operators that mainly focus on global
exploration.

The MOEA utilizes a local search operator aimed at reducing the number of crossings in
solutions. The operator simply involves sorting the ships assigned to a berth in accordance
to their priority orders. The operator is applied to all the berths in a chromosome and the or-
der in which the berths are being operated by the heuristic is random. The solution is stored
each time a berth is sorted. At the end of the entire operation on a particular chromosome,
the number of solutions stored is equal to the number of berths in the chromosome. The pool
of solutions is then decoded, evaluated and ranked based on the Pareto ranking scheme. The
non-dominated solutions of the pool are inserted into the original population of chromo-
somes before the local search operator advances to operate on the next chromosome. After
the entire original population has undergone local search, Pareto ranking is applied to the
new population and the poorly ranked solutions will be removed from the population until
the size of the population remains the same as before local search.

The local search operator designed is non-iterative in nature and does not compound to
the computational intensity of the MOEA, which is a population-based search procedure
and whose fitness evaluations are expensive due to the need to compute the values of the
three considered objectives for each chromosome evaluated.

3.6 Algorithmic flow of MOEA

The algorithmic flow of the MOEA is shown in Fig. 8. At the start of the program, the berth
data (berth length, water depth), ship data (ship length, ship draft, ship arrival time), and
handling time data are loaded.

1. Initialization In the population initialization process, each chromosome is formed with
the predefined number of berths. Ships are then inserted into the berths using the optimal
berth insertion procedure that is also utilized in crossover and mutation.

2. Evaluation  After the initial evolving population is formed, all the chromosomes are de-
coded using the solution decoding scheme. The fitness of the chromosomes are evaluated
at the same time and after which, the chromosomes are ranked using the Pareto ranking
scheme. Following the ranking process, an archive population is updated. The archive popu-
lation has the same size as the evolving population and is used to store all the best solutions
found during the search. The archive population updating process consists of a few steps.
The evolving population is first appended to the archive population. All repeated chromo-
somes, in terms of the objective domain, are deleted. Pareto ranking is then performed on
the remaining chromosomes in the population. The higher ranked (weaker) chromosomes
are then deleted such that the size of the archive population remains the same as before the
updating process. The evolving population remains intact throughout the updating process.
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Fig. 8 Flowchart of MOEA
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3. Genetic operations The binary tournament selection scheme is then performed. All the
chromosomes in the evolving population are randomly grouped into pairs and from each
pair, the chromosome with the lower rank is selected for reproduction. This procedure is
performed twice to preserve the original population size. The genetic operators consist of
berth-exchange crossover and mutation. To further improve the quality of berth schedules,
local search is applied to the evolving and archive populations at regular intervals for better
local exploitation in the evolutionary search.

4. Elitism A simple elitism mechanism is employed in the MOEA for faster convergence.
The elitism strategy involves randomly picking a number of non-dominated solutions (5% of
the population size) from the archive population. The chosen solutions then replace the worst
ranked solutions in the evolving population.

This marks one complete generation of the MOEA and the evolution process iterates for
a predefined number of generations.

4 Simulation results and analysis

The MOEA was programmed in C++ and simulations were performed on an Intel Pentium 4
3.2 GHz computer. Table 1 shows the parameter settings chosen after some preliminary
experiments.

Since there is no commonly used benchmark for the BAP in the literature, many re-
searchers have generated their own test problems, with a few of them using information
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Table 1 Parameter settings for

simulation study Parameter Value
Population size 200
Generation number 400
Crossover rate 0.8
Mutation rate 0.3
Reinsertion rate 0.1
Table 2 Test problem parameter .
settings Parameter Characteristic
Berth length Uniformly between 350 to 700
Berth depth Uniformly between 40 to 60
Ship length Uniformly between 100 and 350
Ship draft Uniformly between 30 and 60
Ship arrival Exponential interval with mean 12
Ship handling time 2-Erlangian distribution
Table 3 Characteristics of test problems
Test problem Number of berths Number of ships Priority order
BAPS5 x 100F 5 100 First-come-first-serve
BAPS5 x 100L 5 100 Last-come-first serve
BAP5 x 200F 5 200 First-come-first-serve
BAPS5 x 200L 5 200 Last-come-first serve
BAP10 x 100F 10 100 First-come-first-serve
BAP10 x 100L 10 100 Last-come-first serve
BAP10 x 200F 10 200 First-come-first-serve
BAP10 x 200L 10 200 Last-come-first serve

from their ports of study. The test problems in this paper are generated randomly but sys-
tematically. Ship arrivals are generated using an exponential distribution while ship handling
times are based on a 2-Erlangian distribution. Imai et al. (2001) obtained these distributions
from their survey on the port of Kobe. Based on the parameter settings in Table 2, eight
test problems are generated. The characteristics of these problems are given in Table 3. Two
extreme priority policies are experimented. First-come-first-serve (FCFS) is where ships
are given priority in order of increasing arrival time, while last-come-first-serve (LCFS) is
where the last ship that arrives at the port is given top priority. Although the LCFES priority
order represents an impossible hypothetical port management policy, it provides a contrast-
ing situation to the FCFS policy and is able to reveal certain characteristics of the MOEA.
BAPS5 x 100F and BAP5 x 100L are used for developing the algorithm, while the rest of the
test problems are used to validate the performance of the proposed MOEA.

The subsequent sections present extensive simulation results and analysis of the proposed
MOEA. Sections 4.1, 4.2, and 4.3, respectively, study the effects that the three primary
features of local search exploitation, solution decoding scheme, and optimal berth insertion

@ Springer



78 Ann Oper Res (2010) 180: 63-103

have on the quality of the generated berth schedules. The optimization performance of the
developed MOEA is then validated against a simple MOEA in Sect. 4.4.

4.1 Effects of local exploitation on quality of berth schedules

The MOEA incorporates local search exploitation to complement the evolutionary operators
of berth-exchange crossover and mutation, which focus on global evolutionary optimization.
As described in Sect. 3.5, although the local search operator targets at reducing the number
of crossings in solutions, the addition of the Pareto ranking scheme in the operator ensures
that it accounts for the multi-objective nature of the problem. This section studies how the
frequency of local search can affect the performance of the MOEA. At the same time, it
demonstrates the effectiveness of local search in reducing the number of crossings in solu-
tions, as well as its other implications on the quality of solutions.

Simulations were conducted by varying the frequency at which local search is performed.
LS25, LS50, LS100, and LS200 are the MOEA settings where local search is applied to the
evolving and archive populations every 25, 50, 100, and 200 generations, respectively. NLS
is the setting which does not make use of local search at all. Ten independent runs of each
of the settings were conducted on BAPS x 100F to obtain statistical results.

The convergence traces of the three objectives of makespan, waiting time, and number of
crossings for the five local search settings are plotted in Fig. 9. The convergence traces show
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Fig. 9 (a) Average makespan, (b) average waiting time, and (c) average number of crossings of
non-dominated solutions for different local search settings on BAPS x 100F
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the change in the respective objective values, averaged over all the non-dominated solutions
in the archive population, over the generations. The values are further averaged over the 10
simulation runs performed. Figure 9(c) shows the effectiveness of local exploitation in the
MOEA in reducing the number of crossings in solutions. The local search operator causes
dips in the number of crossings whenever it is applied to solutions. Comparing the conver-
gence traces for the different local search settings, the dips in the number of crossings get
more prominent with the increase in frequency of application of the local search heuristic.

Another observation is that the dips in number of crossings coincide with the dips in
waiting time in Fig. 9(b) and the rises in makespan in Fig. 9(a). As the local search operator
tries to reduce the number of crossings in each solution, it indirectly reduces the waiting time
but increases the makespan of the solution. This seems to suggest that the three objectives
are related to one another. It appears that the objectives of makespan and waiting time are
conflicting with each other, i.e. any attempt to minimize either of the objectives will cause
the other objective to increase.

The same simulations were also conducted on BAP5 x 100L and the corresponding con-
vergence traces are plotted in Fig. 10. Like in Fig. 9(c), in Fig. 10(c), the local search oper-
ator causes dips in the number of crossings whenever it is applied to solutions. While this
observation is expected since the operator is specifically designed to reduce the number of
crossings in solutions, Fig. 10 does provide an interesting result. In contrast to the observa-
tion in Fig. 9 that a reduction in the number of crossings in a solution causes an increase in
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Fig. 10 (a) Average makespan, (b) average waiting time, and (c) average number of crossings of
non-dominated solutions for different local search settings on BAP5 x 100L
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Fig. 11 Pareto front for a random run of LS50 on BAP5 x 100F

makespan and a decrease in waiting time, Fig. 10 shows the exact opposite result, i.e. the
reduction in the number of crossings in a solution leads to a decrease in makespan and an
increase in waiting time. While the results again show that the objectives of makespan and
waiting time are conflicting with each other, their relationships with the third objective have
changed.

To further confirm the relationships between the three objectives in the BAP, the Pareto
fronts, each of which being made up of all the non-dominated solutions in the archive
population, for a random run of LS50 on BAP5 x 100F and BAP5 x 100L are plotted
in Figs. 11(a) and 12(a), respectively. Separate two-dimensional graphs are also plotted
for clarity in analyzing the relationships between the objectives. The plots in Figs. 11(c)
and 12(c) confirm that regardless of the priority policy adopted by the port, the objectives
of makespan and waiting time are conflicting with each other. On hindsight, this relation
between the two objectives can be explained. In minimizing makespan, the port should de-
lay berthing ships even when they have arrived at the port to reduce the berth idle time in
between berthing of ships. In this way, ships would be waiting in the port and can berth
as soon as their preceding ships have been serviced. This practice will, of course, incur the
dissatisfaction of ship operators since their ships have to spend a longer time waiting at
the port. The plots in Figs. 11(b), 11(d), 12(b), and 12(d) show that there is generally no
fixed relation between the number of crossings in a solution and the other two objectives.
However, Fig. 11(d) shows that the FCFS service policy leads to a proportional relationship
between number of crossings and waiting time, i.e. a decrease in the number of crossings in
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Fig. 12 Pareto front for a random run of LS50 on BAP5 x 100L

a solution leads to a decrease in waiting time, while Fig. 12(d) demonstrates that the LCFS
policy leads to a conflicting relationship between the two objectives. Given the conflicting
relation between makespan and waiting time, the relation between makespan and number of
crossings for the LCFS policy is proportional, which can be vaguely observed in Fig. 12(b)
since most of the solutions are situated at the bottom left and top right of the plot. This rela-
tion between makespan and number of crossings suggests that a port targeting to reduce its
makespan should adopt a LCFS service policy, while the FCFS service policy benefits ship
operators more in terms of lower waiting times for their ships.

The previous results have established the relationships between the three objectives of
makespan, waiting time, and number of crossings. Judging from the intricate relationships
between the three objectives, it can be concluded that the BAP is inherently a multi-objective
problem which needs to be solved from the perspectives of both port and ship operators. In
this aspect, the MOEA, which is able to generate a Pareto set of berth schedules from which
a solution that can satisfy both port and ship operators to acceptable degrees can be selected
for implementation, can perform satisfactorily.

Unlike single-objective optimization which produces a single optimal solution such that
solution quality can be easily compared based on the considered objective, the solution
to multi-objective optimization exists in the form of the Pareto optimal set. As such, in
comparing the performance of the different local search settings in this section, it is required
to compare the optimality of their respective Pareto fronts. The optimality of Pareto fronts
are usually compared based on the proximity and diversity with respect to the optimal Pareto
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front (Deb 2001; Bosman and Thierens 2003). Proximity indicates how close a Pareto front
is from the optimal Pareto front, while diversity indicates how well-distributed and diverse
the space along the Pareto front is covered with solutions. There are many multi-objective
performance indicators in the literature measuring the proximity and diversity of a Pareto
front. While some performance indicators require the knowledge of the optimal Pareto front,
some do not. The former are a better indication of multi-objective performance since the
optimal Pareto front provides a basis for comparison. However, it is often the case that the
optimal Pareto front is unknown and it is simply intractable to compute it, especially in large
real-world combinatorial problems such as the BAP. As such, four performance indicators
that do not require the knowledge of the optimal Pareto front have been chosen in this paper
to compare multi-objective optimization performance.

The first performance indicator is the coverage function (C) (Zitzler and Thiele 1999)
which measures the proximity of a Pareto front. It is a binary quality measure which com-
pares the dominance relationship between pairs of solution sets or Pareto fronts (Zitzler et
al. 2003). Given a pair of solution sets (A, B), the coverage function C(A, B) returns the
fraction of solutions in B that are weakly dominated by at least one solution in A. As op-
posed to the definition of dominance given in Sect. 2.1, which is used for ranking solutions
in the MOEA, weak dominance implies that a solution dominates another solution even if
they are equal in terms of all the considered objectives. As such, if C(A, B) returns a value
of 1, it means that all the solutions in B are dominated by or equal to the solutions in A.
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Fig. 13 Coverage results for different local search settings on BAPS x 100F
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The other extreme case, where C (A, B) returns a value of 0, implies that none of the solu-
tions in B is weakly dominated by any of the solutions in A. It should be highlighted that
both C(A, B) and C(B, A) have to be considered for a complete performance assessment.
If C(A, B) returns a high value and C(B, A) returns a low value, it can be implied that the
Pareto front made up of the solutions in A is closer to the optimal Pareto front than that
made up of the solutions in B.

In comparing the performance of the local search settings, due to the binary nature of
the coverage function, LS50 is chosen as the basis for comparison. Since 10 independent
runs of each of the settings were conducted, the comparisons are based on corresponding
runs of each pair of settings, i.e. the Pareto front obtained by run number 1 of a setting is
compared only with the Pareto front obtained by run number 1 of the other setting, as they
share the same random number seed. The results of these comparisons are then represented
in box plots and are shown in Figs. 13 and 14. Each box plot represents the distribution of
the values returned by the coverage function for the 10 comparisons made for each pair of
settings where the horizontal line within the box encodes the median, and the upper and
lower ends of the box are the upper and lower quartiles, respectively. The two horizontal
lines beyond the box give an indication of the spread of the data. A plus sign outside the box
represents an outlier.

Comparing the coverage results in Fig. 13, on BAP5 x 100F, the MOEA performs better
with the increase in frequency of application of the local search heuristic. In Figs. 13(b),
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Fig. 14 Coverage results for different local search settings on BAPS x 100L
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13(c), and 13(d), the difference between the medians of the coverage results gets smaller as
the frequency of local search is increased with LS25 slightly surpassing the performance of
LS50 in Fig. 13(a). In Fig. 14, LS50 generally performs better than the other local search
settings on BAPS x 100L.

Three performance indicators are used to measure the diversity of a Pareto front. The
first is an adaptation of the popular maximum spread measure (Zitzler et al. 2000) which
indicates the maximum range of the optimal Pareto front that is being covered by the gen-
erated solutions. Since the measure assumes the knowledge of the optimal Pareto front, an
alternative measure, which computes the volume in the objective domain covered by the
generated solutions, is used. The measure, referred to as spread, is defined in (15). A larger
spread value implies that the solutions in the Pareto front cover a wider range of values of
each of the objectives, indicating a more diverse solution set.

Spread = (Makespan,,, — Makespan,;,) x (Waiting time_,, — Waiting time;,)

x (Number of crossings,,, — Number of crossings,;,) (15)

max

The next performance indicator is spacing which measures the variance of the distance of
each of the solutions in the Pareto front from its nearest neighbor. Distance is measured with
respect to the Euclidean distance in the three-dimensional objective space. A low spacing
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Fig. 15 (a) Spread, (b) spacing, and (¢) number of non-dominated solutions for different local search settings
on BAP5 x 100F
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value implies that the solutions are more evenly distributed over the entire Pareto front. The
last indicator for measuring the diversity of a Pareto front is simply the number of solutions
that form the Pareto front. It gives an idea of how effective the algorithm is in generating
desired solutions. In order to conclude that a Pareto front is diverse, it has to score well in
all the three performance indicators. If an algorithm performs well in terms of spread and
number of solutions in the Pareto front but does badly in spacing, it only means that there
are many huge gaps in the Pareto front which the algorithm has failed to explore.

The performance of the five local search settings for the three diversity performance
indicators are again represented in box plots in Figs. 15 and 16, which show the distributions
of the respective indicator values over the 10 independent simulation runs.

From the results in Figs. 15 and 16, it is clear that local search is beneficial to the MOEA.
NLS gives poor diversity performance as the generated Pareto front has a significantly lower
spread, larger spacing, and lower number of solutions compared to those generated by the
other settings which make use of local search. LS50 generally performed well for the three
diversity performance indicators. Coupled with its favorable proximity performance as seen
in Figs. 13 and 14, LS50 is selected as the default local search setting for any further analysis
of the MOEA.
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4.2 Effects of solution decoding schemes on quality of berth schedules

Two solution decoding schemes have been introduced in Sect. 3.2 to decode chromosomes
into berth schedules for fitness evaluation. It has been highlighted that a chromosome may
have two different sets of objective values depending on the decoding scheme applied. This
section proposes a hybrid solution decoding scheme which makes use of both decoding
schemes, as well as studies the effects that the two decoding schemes have on the quality of
berth schedules.

Simulations were conducted using five different MOEA settings. BOD is the setting
which uses solely the berthing order decoding scheme for decoding solutions, while AOD
is the setting that uses only the assignment order decoding scheme. A hybrid solution de-
coding scheme, where each solution has a certain chance to be decoded by either of the
decoding schemes, is also tested. Hybrid25, Hybrid50, and Hybrid75, respectively, are the
settings where each solution has a 25%, 50%, and 75% chance of being operated by the
assignment order decoding scheme, otherwise it will be operated by the berthing order de-
coding scheme. Like in the previous section, 10 simulation runs of each of the five settings
were performed on BAP5 x 100F and BAP5 x 100L.

The convergence traces of the three objectives, averaged over the non-dominated solu-
tions and over the 10 simulation runs, for the five settings on BAP5 x 100F and BAP5 x 100L
are plotted in Figs. 17 and 18, respectively. It can be seen in Fig. 17 that AOD and BOD
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Fig. 17 (a) Average makespan, (b) average waiting time, and (c) average number of crossings of
non-dominated solutions for different solution decoding settings on BAP5 x 100F
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non-dominated solutions for different solution decoding settings on BAP5 x 100L

provide two extreme results. While AOD has a tendency of generating solutions with
high makespans and low waiting times, BOD tends to concentrate on solutions with low
makespans and high waiting times. The same results are also observed in Fig. 18 for the
simulations on BAPS x 100L. In terms of number of crossings, AOD achieves better results
than BOD in Fig. 17(c) but performs worse in Fig. 18(c). Given the mixed effects that the
two settings have on the number of crossings in solutions, it can be inferred that the type of
solution decoding scheme does not have any direct effect on the objective. Rather, the type
of decoding scheme has a direct impact on the other two objectives of makespan and wait-
ing time with the assignment order decoding scheme churning berth schedules with high
makespans and low waiting times and the berthing order decoding scheme decoding solu-
tions into schedules with low makespans and high waiting times. Any observable effect on
the number of crossings in solutions is due to the underlying relationships between the three
objectives for FCFS and LCFS problems that have been identified in the previous section.
The effect would not be obvious if a different priority policy were adopted. One probable
explanation for the berthing order decoding scheme generating berth schedules with lower
makespans and higher waiting times can be made with reference to Fig. 5. In Fig. 5(a), the
berth schedule generated by the berthing order decoding scheme has a lower makespan com-
pared to that generated by the assignment order decoding scheme in Fig. 5(b). The berthing
order decoding scheme states that succeeding ships cannot be berthed earlier than ship 4
even though they arrive at the port earlier than ship 4. This results in the berthing times of

@ Springer



88 Ann Oper Res (2010) 180: 63-103
1} — — 1| — T
0.9
09
08
0 07 © 08 —|'
[} [}
S o6 g T
2 2o7
Sos 8
04 06
03 05 J_ _|_
02 T
c) ci2) ceA) ce2) c(1,1) C(1,2) c(2.1) c@2.2)
1: Hybrid50  2:A0D 1: Hybrid50 ~ 2: Hybrid75
(a) (b)
1 —_— —_— 1 A JE
0.9 0.9
8,08 . g 08 T
o g -
g 07 % g 07
(&) (&)
06 IE'
0.6 J_
05 * J_ 05 1
ca) ci2) ce) c@2) C(1,1) C(1,2) c(@.1) C@2.2)
1: Hybrid50  2: Hybrid25 1: Hybrid50  2: BOD
(c) (d)

Fig. 19 Coverage results for different decoding scheme settings on BAPS x 100F

ships 1, 2, 3, and 5 to be pushed back, leading to a lower makespan. However, these ships
would incur longer waiting times compared to their counterparts in Fig. 5(b).

Having seen the contrasting effects that the two solution decoding schemes have on the
quality of berth schedules, it makes sense to use a hybrid decoding scheme that makes use
of both decoding schemes. From Figs. 17 and 18, it can be seen that the three settings which
make use of the hybrid decoding scheme provide intermediate results within the limits set
by the extreme settings of AOD and BOD.

In order to compare the performance of the five settings, the four performance indica-
tors introduced in the previous section are used. Hybrid50 is used as the basis of compari-
son for computing the coverage results. The performance comparison results are shown in
Figs. 19-22.

In general, the hybrid settings show better proximity and diversity results compared to
AOD and BOD. There exists an abnormality though in Fig. 19(a), where AOD obtained
a better coverage result over Hybrid50. In order to investigate the abnormality, the Pareto
fronts for a random run of the two settings on BAP5 x 100F are plotted in Fig. 23.

A comparison of the Pareto fronts of Hybrid50 and AOD in Fig. 23 reveals a glaring defi-
ciency in AOD. The setting is unable to locate any solution with a makespan lower than 600.
It is obvious that the set of solutions generated by AOD is not as complete as that generated
by Hybrid50. This explains the setting’s poor performance in terms of the diversity perfor-
mance indicators of spread and number of generated non-dominated solutions in Figs. 21(a)
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Fig. 21 (a) Spread, (b) spacing, and (¢) number of non-dominated solutions for different decoding scheme
settings on BAP5 x 100F

and 21(c), respectively. A likely reason explaining AOD’s superior proximity performance
over Hybrid50 can be observed in Fig. 23(c). Most of the solutions generated by AOD are
able to dominate and at the same time, not being dominated by solutions generated by Hy-
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Fig. 21 (Continued)

BOD

rTagh

90
@ 80
S
270
17}
2 60
i
Qo
£ 50
z
40
30
AOD  Hybrid75 Hybrid50 Hybrid25
(©
x10"°
13 + 1.4 +
12 . T
11
E] 0.9
e o
« £
o 10 S
t% + (% 0.8
9
8
7
AOD  Hybrid75 Hybrid50 Hybrid25 BOD AOD
(a) (b)
200f — L T . .
199.5
(2}
c
2 199p +
=3
°
(2}
% 1985
o]
e
£ 198
=3
z
1975
197 +

AOD  Hybrid75 Hybrid50 Hybrid25

(c)

BOD

Hybrid75 Hybrid50 Hybrid25

BOD

Fig. 22 (a) Spread, (b) spacing, and (c¢) number of non-dominated solutions for different decoding scheme

settings on BAP5 x 100L

brid50 in terms of the two objectives of makespan and waiting time. It is likely that AOD has
been spending its search efforts on other areas of the search space instead of locating low
makespan solutions. In order to confirm this hypothesis, the search spaces in the objective
domain explored by Hybrid50, AOD, and BOD are plotted in Fig. 24. Each point in the plots
is a point in the objective domain that has been found by the respective settings during the
simulation run. For clarity in analyzing the sizes of the search spaces explored by the three
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Fig. 23 Pareto fronts for a random run of Hybrid50 and AOD on BAP5 x 100F

settings, separate two-dimensional graphs are also plotted and the range of each of the axes
is kept consistent throughout the plots.

Comparing the search spaces of AOD and BOD in Figs. 24(a) and 24(b), it can be
observed that certain parts of the search space that AOD has explored have been left
out by BOD and vice versa. To allow a better visual comparison, the corresponding two-
dimensional search space plots are superimposed onto each other in Fig. 25. Judging from
the search spaces that both settings have left unexplored, it is quite clear that the search
space explored by Hybrid50 in Fig. 24(c) is a union of the search spaces covered by AOD
and BOD. The hybrid setting is able to benefit from the complementary behavior of the
two solution decoding schemes, which allows a larger search space to be explored. This
advantage translates into better proximity and diversity results as have been observed in
Figs. 19-22. Since the proximity and diversity results for the three hybrid settings are rela-
tively comparable, Hybrid50 is chosen as the default setting for any subsequent analysis of
the MOEA.

4.3 Effects of optimal berth insertion on quality of berth schedules
Optimal berth insertion is utilized during population initialization, berth-exchange crossover,
and mutation to insert ships into chromosomes. The insertion procedure gives each ship a

higher chance of being inserted into a berth where it has a lower handling time. This section
presents the performance of the MOEA with and without the insertion procedure. In the
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case where optimal berth insertion is not used, each ship has equal chance of being inserted
into any of the berths. This setting will be known as RAND. Ten independent simulation
runs of the MOEA and RAND were performed on BAP5 x 100F and BAPS x 100L. Since
the optimal berth insertion procedure targets to minimize the handling times of ships, the
convergence traces of the total handling time incurred by the entire fleet of ships, averaged
over the non-dominated solutions and over the 10 simulation runs, for the two settings on
BAPS5 x 100F and BAP5 x 100L are plotted in Fig. 26.

It is obvious from Fig. 26 that the optimal berth insertion procedure has achieved its
aim of reducing the handling times of ships. In most situations, the reduction in handling
time translates directly to a reduction in makespan and waiting time since handling time
is a component of the two objectives. The lower average handling time for the MOEA at
generation 0 shows the positive effect that optimal berth insertion has in population initial-
ization. The steeper decline in average handling time for the MOEA in the initial stages of
evolution is due to the incorporation of optimal berth insertion in berth-exchange crossover
and mutation. To compare the multi-objective optimization performance of the two settings,
the four proximity and diversity performance indicators are computed for the Pareto fronts
generated by the two settings. The comparison results are plotted in Figs. 27 and 28.

From Figs. 27(a) and 28(a), it can be seen that the MOEA is superior to RAND in terms
of the proximity performance measure. However, the three performance metrics of spread,
spacing, and number of generated non-dominated solutions indicate that the two settings
have comparable diversity performance. This finding implies that the optimal berth insertion
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procedure focuses more on improving the proximity of the generated Pareto front. Unlike
local search and the hybrid solution decoding scheme, it has little effect on the diversity of

the obtained Pareto front.
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4.4 Performance of MOEA on other test problems

The previous sections have studied how the three primary features of the MOEA affect the
quality of berth schedules. While local search reduces the number of crossings in solutions,
the hybrid solution decoding scheme is able to exploit on the advantages of the berthing and
assignment order decoding schemes to allow a larger search space to be explored, leading
to a Pareto front that is superior in terms of proximity and diversity. Lastly, optimal berth
insertion reduces the handling times of ships which in turn reduces their waiting times and
the makespan of the port, further improving the proximity of the Pareto front. This section
validates the optimization performance of the proposed MOEA against a simple MOEA
(SMOEA) on the test problems listed in Table 3. SMOEA has the same functions as the
MOEA except that it does not make use of the three proposed features. To decode solutions
for fitness evaluation, SMOEA uses the berthing order decoding scheme.

The performance comparison results of the MOEA and SMOEA are shown in Figs. 29
and 30.

The comparison results show that the MOEA consistently outperforms SMOEA in terms
of coverage and spread. While the MOEA is generally comparable to SMOEA in terms of
spacing and superior in terms of number of non-dominated solutions generated, there are a
few minor exceptions. For BAP5 x 100F, some of the simulation runs of SMOEA are able

@ Springer



97

Ann Oper Res (2010) 180: 63-103

pringer

A's

swoqoid 1s9) S U0 VHOIAS PUB VHOIN Uoamiaq uostredwod aouewniojiod 6 “Siq

4001%01dvd (9)
V3IOWS 2 VIOW:L
V3IONS VY3ION VYIOWS Y3IOW V3IONS Y3ION 0 (220 (120 @no ('Do
s 80 °
oe N S0 .
- 20
g€ m z 3
o g g St v0 Q
sv > 8 3 3
@ 3 2 o
0 & 93 z 8 008
.- — s ge
80
09 ¢ €
22
—_ S9 Ll se B —_ 1
,0FX
d001x5dvd (e)
V3IOWS 2 VIOW:L
V3IONS VY3ION VYIONWS Y3IOW Y3IONS Y3ION (220 (120 @no ('Do
90 +
or 2
00 = 20
05 > 4
S L
3 vo
2]
09 2 AN ° g 2
g + S 8 90 3
os S [ 8 Q
E
2 .
@ 9t oL 80
08
8l
. 23 J— — s
01 X



Ann Oper Res (2010) 180: 63-103

98

(panunuo)) 6T 314

@ @ N~ © 1 3 9 o
o ©o 8 o o ©o © o

4002x01dvd (P)
VIONSZ VIOW:k
VY3IONS VIOW YIONS V3ION VIONS VION (220 (1’20 @0 (Do
og °
L M .
oY = S0
g
2
3 St
0S o H .-
. e s
098 Sl
a
sz
oz
c
. . N N
N,O— x
d00zxsdvd (9)
VIONS 2 VIOW:+
VIONS V30N VIONS LE vIONS V30N (@2)0 (1’20 @10 (1'Do
o5 L = 50
4
z L
09 3 -
g @ o
e B s13
oLg . 2 3 g
< z
08 3
sz se
06
_— € R —_—
or X

abelanon

abeianon

pringer

A's



99

Ann Oper Res (2010) 180: 63-103

swa[qoxd 1591 ST U0 VHOINS PUe VHOIA U29m)2q uosireduiod doueuriojidd (g Srg

90

L0

80

60

90

L0

80

60

1001X01dVd ()
VIONSZ VIOW:L
vIONS V30N VIONS VION ] VIONS V30N (@20 ('2)0 @10 (1'Do
T 90 51
oLk .
suL .
z 80 N sz
08l & 60 ¢
S8l ¢ - s 3
o a a
= : v
061 & b
2 21 sy
g6l .
* ot
—_— 002 Ll + g'g —_— [
O_O_'X
7001x5dvd (8)
VIONSZ VIOW:L
vIONS VION vIONS VION vIONS LEI (22)0 [ER) @10 (1'Do
T 081
90 % v
S8l z 70
m 9
8 802 2
06l & 8 8 3
8 603 g
<
<} *
1 oL
S6t @
. =
* F + 2t
— 002 + z1 + — —
oL X

abesanon

abeianon

pringer

Qs



Ann Oper Res (2010) 180: 63-103

100

(panunuo)) (g ‘314

100zX01dVe (P)
VIONSZ VIOW:L
VIONS V30N vIONS vION VIONS VIOW @20 (1'90 @Vo (1'00
09} S0
T
g0 .
o1 @ — %
L
oLl z
g .
2 ' + Lo
sehg 1 g ® g
08} S 8 3 -]
: : 203
a8l £ z @ gt ®
s
06l @ 60
— 002 - — —
orx
100zx5dvd (9)
VIONS:Z VIONW:I
VIONS vION vIONS V30N VIONS VION (@20 (1’20 @10 ('Do 0
9
90 .
051 vo 590
70 90
- 70
091 w g0 . o
"
oo & o < bg e
o 03 a nQ
08l £ bre . 580 G
5 . vl .
s z 60
* @ % 9L
06+ 1 .
5610
) gl
RN 002 + v * —_— —_— 3

pringer

A's



Ann Oper Res (2010) 180: 63-103 101

2000 .
* MOEA
o
v ° SMOEA
n "&0(&;’
2 @ 1500( O o x 1
k= j=J o b3 o
@ < x %o o]
2 = %eBoo g ° "By
2 1] x7 0% X, & %%8%:@ °
2 < % %O DS Gy g
= < 1000} o gx 0 e
@ 3] x = ¥
£ )
€ 2 .
=1 £ x
z g g‘
Z 500t x g
1500 x
3
Waiting time 00 Makespan % 500 1000 1500
Makespan
(@) (b)
.
7710 % 2000
x%o * MOEA x MOEA
6 38 ° SMOEA ° SMOEA o
39( o* "0%,(0 ®
© [} x
5 o&oog x | g 1500} P i
Bo%x x o £ @0 g% %
g ¥ dog 0 0 o 2 wm%@
=4 e WL | B PR i A
g " 20 o 5 1000¢ L e 1
53 x X 1 g XX
= ¥ £ x * x
2 % 4 =] xx ¥
A Z 500 9« |
' x
1 % j
* M
0 . . % 0% . , .
0 500 1000 1500 0 2 4 6 8
Makespan Waiting time x10*
(© (d)

Fig. 31 Pareto fronts for a random run of the MOEA and SMOEA on BAP5 x 100F

to generate more solutions than those of the MOEA. SMOEA also performs better in terms
of spacing for that test problem. A closer examination of the Pareto fronts for a random
run of the MOEA and SMOEA on BAP5 x 100F in Fig. 31 reveals the superiority of the
MOEA despite the slightly negative results in spacing and number of non-dominated solu-
tions generated. Although the Pareto front obtained by SMOEA consists of more solutions
(78 solutions for SMOEA compared to 67 for the MOEA), most of the solutions are infe-
rior and dominated by the solutions in the Pareto front generated by the MOEA. From the
comparison results in Figs. 29 and 30, it is evident that the three features of local search,
hybrid solution decoding scheme, and optimal berth insertion play an important role in the
optimization performance of the proposed MOEA.

5 Conclusions

In this paper, the berth allocation problem (BAP) has been considered as a multi-objective
optimization problem that involves the minimization of the three objectives of makespan,
waiting time, and degree of deviation from a predetermined priority schedule. These objec-
tives are considered with the interests of both port and ship operators in mind. A multi-
objective evolutionary algorithm (MOEA), featured with a local search heuristic, a hy-
brid solution decoding scheme, and an optimal berth insertion procedure, has been pre-
sented.
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The proposed MOEA differs from most existing single-objective-based approaches in
that it optimizes all objectives concurrently without the need of aggregating them into a
compromise function. Given the intricate relationships between the three objectives that
have been uncovered in this paper, the multi-objective approach appears to be the natural
choice for tackling the BAP. It generates a Pareto set of berth schedules from which the port
management can select a desirable solution for implementation. In addition, the effects that
local search, solution decoding schemes, and optimal berth insertion have on the quality of
berth schedules have been studied. It has been shown and validated that the three features
play a pivotal role in the optimization performance of the MOEA.
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