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Abstract We propose a method for the control of multi-class queueing networks over a fi-
nite time horizon. We approximate the multi-class queueing network by a fluid network and
formulate a fluid optimization problem which we solve as a separated continuous linear pro-
gram. The optimal fluid solution partitions the time horizon to intervals in which constant
fluid flow rates are maintained. We then use a policy by which the queueing network tracks
the fluid solution. To that end we model the deviations between the queuing and the fluid
network in each of the intervals by a multi-class queueing network with some infinite vir-
tual queues. We then keep these deviations stable by an adaptation of a maximum pressure
policy. We show that this method is asymptotically optimal when the number of items that
is processed and the processing speed increase. We illustrate these results through a simple
example of a three stage re-entrant line.

Keywords Queueing control · Multi-class queueing networks · Infinite virtual queues ·
Maximum pressure policies · Fluid approximations · Continuous linear programming

Introduction

Queueing networks are commonly used to model service, manufacturing and communica-
tion systems. In many situations one is interested in control of the network over a finite
time horizon that attempts to minimize costs and maximize utility. In this respect, a sensible
objective is to minimize the holding costs of the queues accumulated over the time horizon.

One theoretical approach to such finite horizon problems is to consider them as deter-
ministic, discrete scheduling problems, cf. Lawler et al. (1993), Goemans and Williamson
(1996) and Fleischer and Sethuraman (2003). In practice however these scheduling problems
are too large to be tractable, and furthermore, an optimal schedule may not withstand the
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trial of application: As it is implemented over time, inaccuracies in the data and unexpected
events (many small ones and a few large ones) accumulate and interfere with the solution,
and there is no theory to say how close or far from optimum the result may be. Another the-
oretical approach is to model these problems by discrete stochastic systems and solve them
as Markov decision problems, or approximate them on a diffusion scale by a continuous
stochastic Brownian control problem, cf. Kushner (2001), Harrison (1988), Wein (1992),
Kelly and Laws (1993), Harrison (1996), Harrison and Van Mieghem (1997) and Maglaras
(1999). Markov decision problems or Brownian control problems usually focus on the op-
timization of the steady state of the system. They may therefore not be suitable for finite
horizon problems, where typically the initial queue lengths and the total number of items
processed are of the same order of magnitude, and one does not expect the system to reach
steady state.

The problem which we address here has features of both approaches: In the finite time
horizon we only schedule a finite batch of jobs, but we model these jobs in a multi-class
queueing network. As suggested in Weiss (1992), the method we use is to solve a determin-
istic fluid optimization problem which approximates the system, and then use decentralized
local on-line controls to track the fluid solution. To carry this out we integrate three recent
ideas which have been developed independently: (1) Solution of separated continuous linear
programs (SCLP) by means of an exact simplex type algorithm, see Weiss (2008). (2) Mod-
eling of queueing systems with unlimited supply of work by means of infinite virtual queues,
as used in Adan and Weiss (2005, 2006), Kopzon and Weiss (2002, 2007) and Weiss (2005).
(3) Maximum Pressure policies for stochastic processing networks as described in Dai and
Lin (2005), see also Dai and Lin (2006).

As a first step, we discard the detailed information on jobs, and aggregate them into
classes which are characterized by average processing times, and by their routes through
the system. This yields a multi-class queueing network, which we wish to control optimally
(Sect. 1). Next, our method approximates the multi-class queueing network by a determin-
istic continuous multi-class fluid network for which we formulate a finite horizon optimal
control problem which is solved as a SCLP. The optimal fluid solution partitions the finite
time horizon into time intervals distinguished by sets of empty and non-empty fluid buffers,
and by constant fluid flow rates (Sect. 2). We now associate with each time interval a multi-
class queueing network where each empty fluid buffer corresponds to a standard queue and
each non-empty fluid buffer corresponds to an infinite virtual queue. The state of this asso-
ciated system measures the deviation of the original system from the fluid solution (Sect. 3).

We then implement an on-line control of the queueing network by the use of a maximum
pressure policy, where the pressure is calculated from the state of the associated network.
This keeps the deviations from the fluid solution stable, and so the queueing network tracks
the optimal fluid solution (Sect. 4). We call this procedure the Maximum Pressure Fluid
Tracking Policy (MaxFTP).

The solution of the fluid control problem is centralized, and performed at the outset. The
maximum pressure tracking is decentralized, and performed on-line using at each queue its
own queue length and the queue lengths of queues directly downstream from it. This scheme
is asymptotically optimal in the following sense: If we scale up the number of jobs in the
system, and speed up the processing by the same amount, then the discrete stochastic system
will converge to the optimal fluid solution, and no other policy can achieve asymptotically
better results (Sect. 5).

Our purpose in this paper is to introduce this method, and to sketch the proofs. In fact
there is not much to prove, as most of the results we need were derived in Weiss (1992)
and Dai and Lin (2005), and we need merely to adapt them to our framework, in Sect. 2,
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in Theorem 4.1 and Corollary 4.2. The main new result is the asymptotic optimality of
MaxFTP which is proven in Theorem 5.1.

To illustrate MaxFTP, we describe its implementation for a simple re-entrant line with 2
servers and 3 classes (this network has been recently studied in Adan and Weiss (2006)). We
demonstrate the effectiveness of our results by means of simulations in which the asymptotic
attributes of MaxFTP are empirically tested (Sect. 6).

Related fluid approaches for controlling multi-class queueing networks have been used
in Avram et al. (1995), Maglaras (1999, 2000), Chen and Meyn (1999), Meyn (2001), Meyn
(2003), Chen et al. (2003) and others. MaxFTP is distinguished in that it is geared to control
the transient finite horizon system, and for that purpose we use an optimal fluid solution.

In the context of wireless communication systems the proposed framework may be ap-
plied to mobile ad-hoc wireless networks (MANETs) that are both highly dynamic and
heavily congested: When the network is highly dynamic, link conditions vary quickly and
as a result link capacities, network topology and routes constantly change. When the net-
work is heavily congested, the sojourn time of messages is high. Combining both highly
variable dynamics and heavy congestion has the consequence that messages may experi-
ence changes in link capacities, network topology and routes while in transit. If a predictive,
location based, routing scheme is employed (such as that presented by Shah and Nahrstedt
in Shah and Nahrstedt (2002)), predictions regarding the relative stability of link conditions
may be made and the duration of the finite time horizons determined. In this case, our finite
horizon approach may be used repeatedly for the short durations in which link conditions
are relatively stable.

1 Finite horizon multi-class queueing networks

Multi-class queueing networks (MCQN) have been studied extensively in the past 15 years.
They were introduced in Harrison (1988) and since then were analyzed mostly in the context
of infinite horizon models with respect to fluid or diffusion approximations, cf. Dai (1995),
Bramson (1998) and Williams (1998).

A MCQN consists of k ∈ K = {1, . . . ,K} job-classes and i ∈ I = {1, . . . , I } servers. Jobs
of class k queue up in buffer k, and we let the queue length Qk(t) be the number of jobs of
class k in the system at time t . We let Qk(0), k ∈ K be the initial queue lengths. Buffer k

is served by server σ(k), and the constituency of server i is Ci = {k | σ(k) = i}. In general
a server may serve several classes, i.e. |Ci | > 1, hence the term multi-class. The topology
of the network is described by the I × K constituency matrix A with elements Aik = 1 if
k ∈ Ci , Aik = 0 otherwise.

We are only interested in the MCQN over a finite time horizon [0, T ]. We may assume
that all the jobs which will be processed during that time are already in the system at time 0.
This assumption is without loss of generality: The general multi-class model has an arrival
stream A(t) which is often thought of as being supplied by buffer 0 that represents the
outside world and contains an infinite supply of jobs. Since we are only interested in a finite
time horizon, the supply of jobs can be taken as finite, so that the outside world can be
replaced by an additional buffer in the network with a finite initial supply of all the jobs that
will be served, and with a dedicated server that will release them into the rest of the system
as the arrival process.

For � = 1,2, . . . , the �’s job out of buffer k requires processing amount Xk(�), after
which the job may either leave the system or move to another buffer. Sk(t) = max{n |∑n

�=1 Xk(�) ≤ t} counts the number of jobs completed at buffer k by processing for a total
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time t . φkk′(�) is the indicator of the event that the �’s job out of buffer k moved into buffer
k′ ∈ K \ k. Let �kk′(n) = ∑n

�=1 φkk′(�), this is a count of the number of jobs routed from
buffer k to k′ out of the first n jobs served at buffer k.

The MCQN is controlled by allocating processing times to the buffers. Let Tk(t) be the
total time allocated to buffer k by server σ(k), during [0, t]. Then the dynamics of the queues
are described by:

Qk(t) = Qk(0) − Sk(Tk(t)) +
∑

k′∈K\k
�k′k(Sk′(Tk′(t))). (1)

The allocated times have to satisfy:

Tk(0) = 0, Tk(t) non decreasing,
∑

k∈Ci

Tk(t) − Tk(s) ≤ t − s for all s < t and each i ∈ I.

In particular each Tk(t) is Lipschitz continuous with constant 1, and its derivative Ṫk(t)

exists for almost all t , and satisfies:

AṪ (t) ≤ 1, Ṫ (t) ≥ 0, 0 < t < T, (2)

where 1 denotes a vector of 1’s.
Additional constraints have to be satisfied by Tk(t), Qk(t), k ∈ K. First and foremost,

Qk(t) ≥ 0 and no processing can occur when Qk(t) = 0. We will also assume throughout
this paper that servers cannot be split so each server can work on only one job at a time. In
addition we assume, that jobs are not preempted. Hence for almost all t , Ṫk = 0 or Ṫk(t) = 1,
and Ṫk(t) can only change from 1 to 0 when Sk(Tk(t)) has a jump of 1, that is when the
processing of a job is completed.

The cost associated with the MCQN over the finite time horizon is

V =
∫ T

0

K∑

k=1

wkQk(t)dt, (3)

which is the total inventory cost over the time horizon with holding costs rates wk . If wk = 1
for all k then V is the total work in process during the time horizon, also equal to the sum
of sojourn times over [0, T ) of all jobs, where we assume that the sojourn time of a job that
does not leave the system by time T is T .

Minimization of V is also equivalent to maximization of the sum of the times from the
completion of each job until T . Minimization of V when Xk(�), φkk′(�) are known is an NP
hard scheduling problem (job shop scheduling). The probabilistic version for infinite time
horizon, with long term average cost minimization, is a Markov decision problem, which
can sometimes be approximated by a Brownian control problem. Exact solution of the finite
horizon problem under probabilistic assumptions is intractable. We will therefore attempt to
solve the problem approximately.

To do so, we first of all discard all the detailed information of Xk(�), φkk′(�), and retain
only averages. Remarkably, our asymptotic results show that for large systems this loss of
information does not degrade the performance: The value achieved by our method converges
to the value of the optimal solution with full information (Theorem 5.1).
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We assume the following about the sequences of processing times and routing of the
jobs:

lim
t→∞

Sk(t)

t
= μk, (4)

lim
n→∞

�kk′(n)

n
= Pkk′ , (5)

lim
n→∞

1

n

n∑

�=1

Xk(�)
1+ε ≤ C, (6)

where the last requirement has to hold for some ε > 0 and some C < ∞. μk is the long term
average processing rate, and Pkk′ the long term routing proportion (P is the K × K matrix
of these values).

It is customary in papers on MCQN to cast (4)–(6) in a probabilistic framework. One
assumes a stochastic process on probability space � and requires (4)–(6) to hold for almost
every ω ∈ �. Examination of the proofs in Dai and Lin (2005) shows that for our purposes
this is not necessary: our results hold for every sequence of Xk(�), φkk′(�) which satisfies
(4)–(6).

We define the input output matrix of the network by:

R = (I − P′)diag(μ), (7)

where I is the identity matrix and diag(μ) is a matrix with the rates μk in the diagonal. Here
Rk′k is the long term average rate at which buffer k′ is depleted as a result of processing
buffer k:

Rk′k =
{

μk k′ = k

−μkPkk′ k′ �= k.

Our approximate solution is in two stages: We first use Q(0),w,R,A to formulate and
solve a fluid optimization problem. This is done off line, centrally. We then use the fluid
solution and the current queue lengths for decentralized tracking of the fluid solution.

The fluid approximation is suitable only when we process a large number of jobs over the
time horizon. Our results are therefore asymptotic when the initial workload and processing
speed are scaled up. We let the queueing network with Q(0) and μ be our basic unit sys-
tem and define a sequence of queueing networks. All the networks share the same sequence
of processing times and routing indicators. For N = 1,2, . . . , the N scaled network is rep-
resented by QN

k (t), T N
k (t), in which we have QN

k (0) = NQk(0), and the processing times
are Xk(�)/N . Thus the initial work load is N times larger than the basic network, and the
processing is speeded up N fold. In particular, μN

k = Nμk , and RN = NR.

Example model

The example model that we use throughout this paper is the K = 3, I = 2 re-entrant line with
C1 = {1,3}, C2 = {2}. An illustration of the network is in Fig. 1. Routing is deterministic:
jobs move from class 1 to class 2 and then to class 3, so that φ12(�) = φ23(�) = 1, � =
1,2, . . . , and all other routing indicators are 0. The processing time sequences are drawn
from independent exponential random variables. The processing rates are μ1 = 1, μ2 = 1

4
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Fig. 1 Example network

and μ3 = 1. The resulting input-output matrix is:

R =
⎛

⎜
⎝

1 0 0

−1 1
4 0

0 − 1
4 1

⎞

⎟
⎠ .

We assume initial queue amounts: Q1(0) = 8, Q2(0) = 1, Q3(0) = 15, a time horizon of
T = 40 and holding costs w1 = w2 = w3 = 1.

2 The multi-class fluid network optimization problem

Fluid approximations have been a major tool in the research on multi-class queueing net-
works, they have been used to verify the stability of networks, to evaluate performance in
steady state, and to control multi-class queueing networks so as to improve their steady
state performance. For some relevant recent work see Chen and Yao (1993), Connors et al.
(1994), Avram et al. (1995), Dai (1995), Chen and Meyn (1999), Meyn (2001, 2003) and
Chen et al. (2003).

Corresponding to the MCQN, we formulate a multi-class fluid network (MCFN) op-
timization problem: find bounded measurable functions uk(t) and absolutely continuous
functions qk(t) such that

minVf =
∫ T

0
w′q(t)dt (8)

s.t.

q(t) = q(0) −
∫ t

0
Ru(s)ds (9)

Au(t) ≤ 1 (10)

q(t), u(t) ≥ 0 (11)

t ∈ [0, T ].

Here the dynamics of q(t) are given by

qk(t) = qk(0) − μkTk(t) +
∑

k′∈K\k
Pk′kμk′Tk′(t) ≥ 0,
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which is the fluid analog of the MCQN dynamics (1). The processing of fluid out of buffer
k is at a deterministic continuous rate μk , and the fluid out of k is routed in exact propor-
tions Pkk′ to the other buffers k′ �= k. Thus instead of the discrete stochastic nature of the
MCQN the MCFN is a continuous deterministic system. A fraction uk(t) of the server σ(k)

is allocated to the fluid buffer k at time t , and Tk(t) = ∫ t

0 uk(s)ds. uk(t) satisfy the same
constraints as Ṫ in (2), but servers are infinitely divisible, so that uk(t) can take any value in
[0,1].

The problem (8)–(11) is a special case of a separated continuous linear program (SCLP),
cf. Anderson (1981), Anderson and Nash (1987), Bellman (1953) and Pullan (1993). A sim-
plex based algorithm that solves a wide class of SCLP problems optimally in a finite number
of steps has been recently found, see Weiss (2008). This has been an open problem for half
a century. Current naive implementations of the simplex based algorithm are able to quickly
solve MCFN problems in which the dimensions of K and I are of the order of 100.

The analysis in Weiss (2008) reveals important features of the solution, essential to our
control method. The MCFN problem is always feasible and bounded, and the SCLP simplex
algorithm will always produce a fluid solution that consists of a partition of the time horizon
0 = t0 < t1 < · · · < tM = T , where M is bounded, and in each of the time intervals the server
allocations uk(t) are constant, and as a result the fluid buffer levels qk(t) are continuous
piecewise linear.

We let τm = (tm−1, tm) denote the m’th time interval of the solution, and we denote by
um

k = uk(t), t ∈ τm the values of the server allocations. During τm, server i will be busy for
a fraction ρm

i = ∑
k∈Ci

um
k . This is the utilization of server i during τm, and is always ≤ 1.

In each τm some of the buffers will be empty throughout the whole time interval, and the
remaining buffers will be non-empty throughout the whole time interval. In general empty
buffers are not inactive: they may have fluid flowing into them as well as out of them, with
the inflow rate and outflow rates equal. We partition K during the m’th time interval as
follows:

Km
0 = {k | qk(t) = 0, t ∈ τm},

Km∞ = {k | qk(t) > 0, t ∈ τm}.
In our control approach, the fluid solution, summarized by τm,um, Km

0 , Km∞, is calculated
off-line at the outset (time 0), from the data T ,w,R,A, and the initial fluid levels qk(0) =
Qk(0). This solution is made available to all the servers.

Solution of the example fluid network

The multi-class fluid network problem for our example is:

minVf =
∫ T

0
q1(t) + q2(t) + q3(t)dt

s.t.

q1(t) = q1(0) −
∫ t

0
μ1u1(s)ds

q2(t) = q2(0) −
∫ t

0
μ2u2(s)ds +

∫ t

0
μ1u1(s)ds (12)

q3(t) = q3(0) −
∫ t

0
μ3u3(s)ds +

∫ t

0
μ2u2(s)ds
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u1(t) + u3(t) ≤ 1

u2(t) ≤ 1

u(t), q(t) ≥ 0,

t ∈ [0, T ].
To understand the dynamic of the fluid solution, we study three different feasible solu-

tions of (12). These are shown in Figs. 2, 3, and 4 where we plot the values {q1(t), q1(t) +
q2(t), q1(t)+ q2(t)+ q3(t)} for 0 < t < T . The three solutions are the last buffer first served
(LBFS) solution, and minimum makespan solution and the optimal solution of (12) respec-
tively.

The LBFS policy for a general re-entrant line with flow 1 → 2 → ·· · → K gives priority
to higher indexed buffers. In our example, server 1 gives priority to buffer 3 over buffer 1,

Fig. 2 LBFS. Vf = 376

Fig. 3 Minimal makespan.
Vf = 360

Fig. 4 Optimal SCLP. Vf = 352
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Table 1 Fluid solution of the example network and parameters of the associated MCQNs with IVQs

Example data

Time interval m = 1 2 3 4

τm = (0, 4) (4, 8) (8, 24) (24, 40)

(um
1 , um

2 , um
3 ) = (0, 0, 1) (0, 1, 1) ( 1

4 , 1, 3
4 ) ( 1

4 , 1, 1
4 )

(ρm
1 , ρm

2 ) = (1, 0) (1, 1) (1, 1) ( 1
2 , 1)

Km
0 = ∅ ∅ {2} {2, 3}

Km∞ = {1, 2, 3} {1, 2, 3} {1, 3} {1}
(αm

1 , αm
2 , αm

3 ) = (0, 0, 1) (0, 1
4 , 1) ( 1

4 , 0, 3
4 ) ( 1

4 , 0, 0)

Rm =
⎛

⎜
⎝

1 0 0

0 1
4 0

0 0 1

⎞

⎟
⎠

⎛

⎜
⎝

1 0 0

0 1
4 0

0 0 1

⎞

⎟
⎠

⎛

⎜
⎝

1 0 0

−1 1
4 0

0 0 1

⎞

⎟
⎠

⎛

⎜
⎝

1 0 0

−1 1
4 0

0 − 1
4 1

⎞

⎟
⎠

and hence it allocates full capacity to buffer 3 until it is empty, and thereafter enough ca-
pacity is allocated to buffer 3 to keep it empty, and the remaining capacity is allocated to
buffer 1. Server 2 is allocating full capacity to buffer 2. This is illustrated in Fig. 2. The cost
over time [0,40] is 376. Note that under LBFS server 2 which is the bottleneck server is
kept idle from time 4 to time 16. If we continue using LBFS after time 40 the system will
empty at 48, for a total cost of 384, (over the time horizon [0,48]).

We can avoid idleness of the bottleneck server, by allocating u1(t) = 1/4 once buffer
2 is empty. Doing so will keep server 2 busy and the system will empty in minimal time:
(q1(0) + q2(0))μ−1

2 = 36. This is called a minimum makespan solution. It is illustrated in
Fig. 3: Server 1 is allocated to buffer 3 until t = 4, when buffer 2 is empty, at which point
server 1 allocates u1 = 1/4 to buffer 1, and the remaining capacity u3 = 3/4 to buffer 3,
which is emptying at rate 3/4. The total cost is 360.

The optimal solution, which minimizes the cost in (12) over the time horizon of T = 40
is presented in Fig. 4. It is a compromise between LBFS and minimal makespan. LBFS is
employed until time t = 8, and after that, the bottleneck server is kept fully utilized. The
optimal cost is 352. All details of this fluid solution are in Table 1.

Let t∗ be the time at which we start to divert processing capacity from buffer 3 to buffer
1 in order that server 2 will be fully utilized. For minimum makespan t∗ = 4, for the optimal
solution it is t∗ = 8 and for LBFS it is t∗ = 16. The cost to empty the system is actually
given by the quadratic function W(t∗) = 1

2 (t∗)2 − 8t∗ + 384 and it is minimized at t∗ = 8.
It thus happens that for our example this simple “local optimization” actually solves the
optimization problem over all possible controls, as we find by solving the SCLP.

3 MCQNs with infinite virtual queues

The fluid solution indicates that in time interval τm, buffers k ∈ Km∞ are not empty throughout
the entire time interval. Assume that we are able to track the fluid solution with the actual
MCQN, so that Qk(t) > 0, k ∈ Km∞ for all t ∈ τm. In that case, the class k buffer always has
work available, and so for the dynamics of the network, its level during τm is not relevant.
This can be modeled by MCQN with infinite virtual queues, which we describe now. For
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some further examples of infinite virtual queues see Adan and Weiss (2005, 2006), Kopzon
and Weiss (2002, 2007) and Weiss (2005).

A multi-class queueing network with infinite virtual queues (MCQN with IVQs) is de-
fined as follows: It consists of classes K = K0 ∪ K∞, servers I and constituency matrix A.
Queues of classes k ∈ K0 are standard queues. Queues of classes k ∈ K∞ are infinite virtual
queues: They always have an unlimited supply of jobs available for processing. Let Sk(t) be
the counting process of job completions after processing duration t . Let �kk′(n) count the
number of jobs routed from queue k to queue k′ out of the first n job completions of class
k, where k ∈ K, and k′ ∈ K0\k. Since buffers with infinite virtual queues are never empty,
we do not keep record of jobs which are routed into them, hence we do not consider �kk′(n)

when k′ ∈ K∞.
For k ∈ K0 we let Qk(t) ≥ 0 denote the number of jobs of class k in the system at time t .

For k ∈ K∞ we indicate the relative state of the queue by counting the departures, and by
relating them to some nominal input rate αk . We denote this relative queue length by Rk(t).
For time allocations Tk(t), k ∈ K we then have the dynamics of a MCQN with IVQs:

Zk(t) =
{

Qk(t) = Qk(0) − Sk(Tk(t)) + ∑
k′∈K\k �k′k(Sk′(Tk′(t))) k ∈ K0

Rk(t) = Rk(0) − Sk(Tk(t)) + αkt k ∈ K∞.
(13)

Here Qk(0) are initial queue lengths, and Rk(0) are some arbitrarily chosen initial values.
To summarize: The MCQN with IVQs is controlled by time allocations Tk(t). The

standard queues Qk(t), k ∈ K0 have input of jobs routed from other queues, and output
Sk(Tk(t)). They are non-negative integer valued. The infinite virtual queues supply a stream
of jobs into the system with their output Sk(Tk(t)) and sustain continuous input themselves at
nominal rates αk . Thus their relative level Rk(t) is not restricted in sign and is not restricted
to be integer.

The infinite virtual queues replace the input stream of standard MCQN. If Rk(t) is stable
in the sense that it is kept close to zero, then the departure process of the infinite virtual
queue provides input to the rest of the system at the rate αk . There are two new elements
here which provide wider modeling capacity: (i) the input streams are controlled from within
the network, by the allocation of processing time Tk(t), and (ii) the infinite virtual queues
share servers with other classes. In particular, if a server i serves some standard as well as
some infinite virtual queues, then it will always have work to do, and so it can work at full
utilization of ρi = 1, and yet, it is possible that the standard queues Qk(t) will be stable, and
behave like queues in light traffic. An illustrative example of this is analyzed in Kopzon and
Weiss (2007).

Let α = (α1, . . . , αK)′ be the vector of nominal input rates for k ∈ K∞ and αk = 0 for
k ∈ K0. The overall traffic intensity ρ for this exogenous input vector α is determined by
the following linear program, which is a modified version of the static planning problem LP
introduced in Harrison (2000):

min ρ

s.t. Ru = α, (14)

Au ≤ 1ρ,

u ≥ 0.
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Here R is the input-output matrix for the MCQN with IVQs and thus the first constraint
in (14) reads:

μkuk − ∑
k′∈K\k Pk′kμk′uk′ = 0, k ∈ K0

μkuk = αk, k ∈ K∞.
(15)

A MCQN with IVQs is called rate stable if limt→∞ 1
t
Z(t) = 0. It can be shown that

a necessary condition for rate stability of MCQN with IVQs, under any policy, is that the
overall traffic intensity is ρ ≤ 1 (see Dai and Lin 2005).

MCQN with IVQs for each time interval

We return to our original MCQN over the finite time horizon, with its fluid solution. We
associate a MCQN with IVQs to each of the M intervals of the fluid solution. During τm

the associated MCQN with IVQs is defined by the partition Km
0 and Km∞. The nominal input

rates of k ∈ Km∞ are set to αm
k = μku

m
k , which is the optimal outflow rate from the non-empty

fluid buffer in the solution of (12). The corresponding matrix Rm is that of (7) changed to
have Rm

k′k = 0 for k′ ∈ Km∞, k′ �= k.
Table 1 describes the 4 MCQN with IVQs associated with the 4 intervals of the fluid

solution of the example network. The flow rates of the fluid solution, um
k , k ∈ K, provide

a feasible solution of (14, 15), with ρm = maxi∈I ρm
i ≤ 1. Hence the necessary condition

for rate stability is satisfied by each of the MCQN with IVQs. Clearly, in the fluid solu-
tion, qk(t) = 0 for k ∈ Km

0 , and so Qk(t) is the deviation from the fluid solution for buffers
k ∈ Km

0 . For the classes k ∈ Km∞ the fluid solution has outflow at rate μku
m
k , and so Rk(t)

measures the deviation from the fluid outflow rate for k ∈ Km∞. If we keep Zm(t) rate stable
we will keep these deviations small. Furthermore, for k ∈ Km∞, rate stability of Zm(t) will
yield that �k′k(Sk′(Tk′(t))) − Pk′kμk′um

k′ will also be stable, but this is the deviation between
the actual fluid inflow into buffer k, and the fluid inflow in the fluid solution. It follows
that keeping Zm(t) rate stable implies good tracking of the fluid solution during τm (this is
formally stated in Theorem 5.1).

4 Maximum pressure policies

Maximum pressure policies were introduced by in Tassiulas (1995). They were studied by
Stolyar (2004) in the context of one pass systems. They were further studied in the more
general framework of stochastic processing networks (introduced by Harrison (2000, 2001,
2002)) in Dai and Lin (2005, 2006). Maximum pressure policies are distinguished by two
properties: Under sufficient conditions they are rate stable for systems with overall traffic
intensity ρ ≤ 1, and in heavy traffic (ρ ≈ 1), networks with complete resource pooling have
optimal diffusion scale approximations. We now briefly describe maximum pressure poli-
cies and their adaptation to MCQN with IVQs. The results presented in this section are an
adaptation from Dai and Lin (2005).

Denote by ak = Ṫk(t) the level at which class k jobs are served. When ak = 1 server
σ(k) serves class k fully. When ak = 0, there is no processing of jobs from class k. Mo-
mentarily assume that we allow processor sharing, thus 0 ≤ ak ≤ 1. The column vector
a = (a1, . . . , aK)′ is an allocation. Let the set of feasible allocations A be defined as the
non-negative vectors a such that

∑
k∈Ci

ak ≤ 1 for all i ∈ I (these are the conditions 2). A is
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a non-empty (contains 0), bounded convex polytope, and has a finite number of extreme
points. Denote the set of extreme points of A by E . While A summarizes the set of alloca-
tions that satisfy the resource consumption constraints, it may be that due to emptiness of
buffers k ∈ K0 some allocations in A are not available at certain times. Denote by A(t) ⊆ A
the set of available allocations at time t . Let E (t) = E ∩ A(t) denote the set of the extreme
allocations which are available at time t .

Denote the column vector that is the state of a MCQN at time t by z = (Z1(t), . . . ,ZK(t))′.
Define the total network pressure for an allocation a to be z′Ra (where z′ is a row vec-
tor, R is the input-output matrix and a is a column allocation vector). A service policy is
said to be a maximum pressure policy if at each time t , the network chooses an allocation
a∗ ∈ argmaxa∈E(t)z

′Ra.
By following all the steps in the proofs of the results of Dai and Lin (2005) one can see

that they hold without any change also for MCQN with IVQs, as defined in Sect. 3. We
therefore adopt Dai and Lin’s main throughput optimality result to our context:

Theorem 4.1 Let Z(t) be a MCQN with IVQs. Assume that the processing and routing
counts satisfy conditions (4)–(6). Let ρ be the overall traffic intensity of the network for
nominal input α, and assume that ρ ≤ 1. Then under maximum pressure policy with no
splitting of servers and with no preemptions limt→∞ 1

t
Z(t) = 0.

We make just one comment about the proof: One needs to show that MCQN with IVQs
satisfy EAA assumption. The steps of the proof are as in Dai and Lin (2005), but we need
to make use of the fact that φkk′(�) = 0 for k′ ∈ K∞.

In fact we need the asymptotic result for slightly different scaling. Let Z(t) be a MCQN
with IVQs. Let Sk(t), �kk′(n) be the processing and routing counts of Z(t), and let α be its
nominal inputs vector. ZN(t) is called an N scaling of Z(t) with initial conditions ZN(0),
if it has processing counts SN

k (t) = Sk(Nt), routing counts �kk′(n), and nominal input Nα.
We then have:

Corollary 4.2 Let Z(t) be a MCQN with IVQs. Assume that the processing and routing
counts satisfy conditions (4)–(6). Let ρ be the overall traffic intensity of the network for
nominal input α, and assume that ρ ≤ 1. Let ZN(t) be a sequence of N scalings of Z(t), with
initial states ZN(0) that satisfy ZN(0)/N → 0 as N → ∞. Then under a maximum pressure
policy with no splitting of servers and with no preemptions, ZN(t)/N → 0 uniformly for
0 < t < T for any T > 0.

As observed in Dai and Lin (2005) and Tassiulas (1995), the maximization of the pressure
z′Ra over Aa ≤ 1, a ≥ 0 separates into maximization of the pressure for each of the servers.
This in turn is achieved by

k∗ ∈ arg max
k∈Ci∪0

{

μk(Zk(t) −
∑

k′∈K0\k
Pkk′Zk′(t)),0

}

,

where k∗ = 0 corresponds to idling because all available queues have non-positive pressure.

5 Maximum pressure tracking of the optimal fluid solution

We come now to integration of the SCLP fluid solution, the associated MCQN with IVQs,
and the maximum pressure policy, as described in Sects. 3–5 into a policy for the solution
of the finite horizon MCQN control problem of Sect. 1.
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Table 2 Calculation of pressure in a re-entrant line, for interval τm. Pressure at buffer k depends on type of
queue and queue length of classes k, k + 1. By convention K + 1 ∈ Km∞

Re-entrant implementation

k ∈ Km
0 k ∈ Km∞

k + 1 ∈ Km
0 μk(Qk(t) − Qk+1(t)) Zm

k
(tm−1) + μk(αk(t − tm−1) − (Sk(Tk(t))

− Sk(Tk(tm−1))) − Qk+1(t))

k + 1 ∈ Km∞ μkQk(t) Zm
k

(tm−1) + μk(αk(t − tm−1) − (Sk(Tk(t))

− Sk(Tk(tm−1)))

Maximum Pressure Fluid Tracking Policy (MaxFTP)

Phase 1 (at time 0, centralized): Use Q(0), w,R,A to solve the fluid network problem (8)–
(11), and obtain the time intervals τm, the sets of empty and non-empty fluid buffers
Km

0 , Km∞ and the flow rates αm
k = um

k μk for k ∈ Km∞.

Phase 2 (on-line, decentralized): Track the fluid solution, for t ∈ [0, T ) by applying a max-
imum pressure policy in each of the intervals τm, m = 1, . . . ,M as follows:

• Let Q(t) be the queue lengths process for t ∈ τm.
• Let Zm(t) for t ∈ τm be the state process of an associated MCQN with IVQs Km∞, and

nominal inputs αm, such that the processing times and routings of Zm(t) are identical to
those of Q for t ∈ τm. (Note that Zm is as defined in (13) but with the time shifted by
tm−1).

• Set initial values for Zm:

Zm
k (tm−1) =

{
Qk(tm−1) k ∈ Km

0
−hm

k αm
k

√|Q(0)| k ∈ Km∞, (16)

where |Q(0)| = ∑
k∈K Qk(0), and hm

k = 0 if k ∈ Km
0 or if k ∈ Km∞ and qk(tm−1) > 0, and

hm
k = min{k′ :Pk′k>0} hm

k′ + 1 for the remaining k.
• At every time t let E (t) be the set of extreme allocations available for Q(t).

Let Zm(t)′Rma be the pressure of allocation a, calculated for Zm(t).
Use the maximum pressure allocation, maxa∈E(t) Z

m(t)′Rma, without processor splitting
or preemptions.

For the example network (and in fact for any re-entrant line), implementation of the
maximum pressure fluid tracking policy is described in Table 2. When server i is available
at time t ∈ τm, it calculates the pressure of all buffers k ∈ Ci which have Qk(t) > 0 according
to Table 2 and starts to process a job from the queue with the highest pressure if the resulting
pressure is positive. Otherwise, it idles.

Our main result is:

Theorem 5.1 Let Q(t) be the queue length process of a finite horizon MCQN. Assume
that the processing and routing counts satisfy conditions (4)–(6). Let QN(t) be N scalings
of Q(t), with QN(0) = NQ(0). Let q(t) be the optimal fluid solution, and let Vf be its
objective value.

(i) Let V N denote the objective value of QN(t) for any general policy. Then

lim inf
N→∞

1

N
V N ≥ Vf
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(ii) Under MaxFTP policy:

lim
N→∞

1

N
QN(t) = q(t) uniformly on 0 ≤ t ≤ T

and limN→∞ 1
N

V N = Vf .

Proof (i) Consider some general policy and let V̄ = lim infN→∞ 1
N

V N . Let r be a sub-
sequence for which V̄ = limr→∞ 1

r
V r . By the argument of Dai and Lin (2005), Section

A.2 we can find a subsequence r ′ of the r such that limr ′→∞( 1
r ′ Qr ′

(t), T r ′
(t), 1

r ′ V r ′
) =

(Q̄(t), T̄ (t), V̄ ) uniformly on [0, T ], where Q̄(t), T̄ (t) are Lipschitz continuous fluid lim-

its, and in particular T̄ has derivative ˙̄T almost everywhere. One can see that Q̄(t), ˙̄T (t), V̄

must be a feasible solution to (8–11). Hence, V̄ ≥ Vf . (ii) We now consider the se-
quence (QN(t),ZN(t), T N(t),V N) under the MaxFTP policy, where ZN are the processes
of deviations from the fluid solution. As above we have that for a subsequence r

limr→∞( 1
r
Qr(t), 1

r
Zr(t), T r(t), 1

r
V r) = (Q̄(t), Z̄(t), T̄ (t), V̄ ), uniformly on [0, T ]. Our

goal is to show that Q̄(t), ˙̄T (t) equal the optimal solution of (8)–(11). We do this by in-
duction on the intervals τm, m = 1, . . . ,M . There is nothing to show for t = 0. Assume then
that Q̄(tm−1) = q(tm−1). Assume first that qk(tm−1) > 0 for all k ∈ Km∞. In that case we have
that the initial values Z

m,N
k (tm−1) as defined by (16) are equal to 0. We define:

¯̄t = min
[
tm, inf{t : tm−1 < t < tm, Q̄k(t) = 0 for some k ∈ Km

∞}].
By continuity of Q̄, ¯̄t > tm−1. Let tm−1 < t̄ < ¯̄t . Then for r > r0 we will have Qr

k(t) > 0 for
tm−1 < t < t̄, k ∈ Km∞. Hence for r > r0 the MaxFTP policy will act on Zm,r(t) identical to
max pressure policy. Consider then the sequence of scalings Zm,r under maximum pressure
policy. The optimal solution of SCLP in the mth interval satisfies:

Rmum =
[

RKm
0 ,Km

0
RKm

0 ,Km∞
0 diag(μKm∞)

]

um = αm,

Aum ≤ 1, um ≥ 0,

hence, comparing with (14) we see that ρ ≤ 1 for the network Zm,1. Hence, by Corollary 4.2,
limr→∞ Zm,r(t) = 0 on 0 < t < t̄ , and because t̄ < ¯̄t was arbitrary the same holds for 0 <

t < ¯̄t . We then have for all 0 < t < ¯̄t :
Q̄k(t) = Z̄k(t) = 0, k ∈ Km

0 ,

Z̄k(t) = αk(t − tm−1) − μk(T̄k(t) − T̄k(tm−1)) = 0 implies ˙̄T k(t) = αk/μk, k ∈ Km
∞

so Q̄k(t) = qk(t), k ∈ Km
0 , and ˙̄T k(t) = um

k , k ∈ Km∞. We next obtain for Km
0 :

Q̄Km
0
(t) = 0 − RKm

0 ,Km
0

[
T̄K0(t) − T̄K0(tm−1)

] − RKm
0 ,Km∞[T̄K∞(t) − T̄K∞(tm−1)] = 0

implies ˙̄T K0(t) = −(RKm
0 ,Km

0
)−1RKm

0 ,Km∞diag(αk/μk)k∈Km∞

and so ˙̄T k(t) = um
k , k ∈ Km

0 . Finally we substitute these values into

Q̄Km∞(t) = Q̄Km∞(tm−1) − RKm∞,Km
0
[T̄K0(t) − T̄K0(tm−1)] − RKm∞,Km∞[T̄K∞(t) − T̄K∞(tm−1)]

to get Q̄k(t) = qk(t), k ∈ Km∞. Since Q̄k(
¯̄t) = qk(

¯̄t) we must have ¯̄t = tm.
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Consider now the case that for some of the k ∈ Km∞, qk(tm−1) = 0. We sketch the proof in
this case. The MaxFTP policy will start off at time tm−1 with negative pressure in these
buffers. As a result there will be no processing out of these buffers for a duration of
hm

k

√
N |Q(0)|. All the buffers with hm

k = 0 will be processed according to maximum pres-
sure. It can then be seen that the buffers with hm

k > 0 will fill up with a quantity of jobs of
the order of magnitude

√
N by the time they reach positive pressure. As a result we get that

d
dt

Q̄(tm−1) > 0, and the proof proceeds as before.
We have shown that each fluid limit must equal the optimal fluid solution, and we also

know that every sequence of scalings has a subsequence which has a fluid limit. This
proves that limN→∞ 1

N
QN(t) = q(t), uniformly on [0, T ]. In particular this implies that

limN→∞ 1
N

V N = Vf . �

6 Simulation results

We simulated the example network for N scalings of up to N = 106. We generated the
processing times for each of the classes as pseudo random i.i.d. exponential random vari-
ables. For each single replicate we used 3 × 4 = 12 generator seeds which gave us long
sequences of processing times for each of the three buffers in each of the four time intervals
of the fluid solution. We then created N scalings of each replicate as defined in Sect. 4.

Figure 5 illustrates the simulation results for 4 such replicates (the four columns) and N

scalings of N = {1, 10, 100}. In the figure we show for each of the 12 simulated queueing
processes the values of QN(t) plotted against the optimal fluid solution for that N (this is the
fluid solution q(t) multiplied by N for each t ). The illustrations show that even for N = 10,
the approximation is quite good.

Figure 6 examines the asymptotics of our policy in more detail and on a mass scale.
Here we have plotted unscaled deviations, namely QN

k (t) − Nqk(t), at the time points t =
4, 8, 24, 40, which are the breakpoint times of the optimal fluid solution. This is performed
for each queue k = 1,2,3. For 100 replicates we have performed the following N scalings:
N = {1, 5 × 103, 104, 5 × 104, 105, 2 × 105, 4 × 105, 6 × 105, 8 × 105, 106}. The N

Fig. 5 Example realizations: 4 replicates (columns) with scalings N = {1,10,100} for each replicate
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Fig. 6 Empirical asymptotics: 100 replicates with N scalings up to N = 106

scalings of each replicate are plotted as a continuous line. This allows us to appreciate how
the deviations evolve along a single sample path, as the scaling increases.

As may be expected, the deviations all appear to be of the order of magnitude of
√

N . An
exception is for the N scalings for k = 3 and t = 40, where the deviations look like queue
lengths of a queue in light traffic (indeed the utilization of server 1 in the last interval is 1/2).
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