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Abstract Outlier detection has important applications in the field of data mining, such as
fraud detection, customer behavior analysis, and intrusion detection. Outlier detection is the
process of detecting the data objects which are grossly different from or inconsistent with the
remaining set of data. Outliers are traditionally considered as single points; however, there is
a key observation that many abnormal events have both temporal and spatial locality, which
might form small clusters that also need to be deemed as outliers. In other words, not only a
single point but also a small cluster can probably be an outlier. In this paper, we present a new
definition for outliers: cluster-based outlier, which is meaningful and provides importance
to the local data behavior, and how to detect outliers by the clustering algorithm LDBSCAN
(Duan et al. in Inf. Syst. 32(7):978-986, 2007) which is capable of finding clusters and
assigning LOF (Breunig et al. in Proceedings of the 2000 ACM SIG MOD International
Conference on Manegement of Data, ACM Press, pp. 93—-104, 2000) to single points.
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1 Introduction

For many KDD applications, such as detecting criminal activities in e-business environment,
finding the rare instances or the outliers can be more interesting than finding the common
patterns. Finding such exceptions and outliers has received as much attention in the KDD
community as some other topics have. An outlier in a dataset is defined informally as an
observation that is considerably different from the remainders as if it is generated by a dif-
ferent mechanism. Many current studies have focused on outlier detection; however, almost
all of them only regard the outlier as a single point that deviates from a certain cluster. This
paper presents a new definition for outliers, namely cluster-based outlier, which is intuitive
and meaningful. Our approach is based on a key observation that many abnormal events
have both temporal and spatial locality, so a small cluster might also be an outlier. Given a
patient who has a fever, his body temperature will increase and be different from the normal
value. However, when the body temperature increases to a certain point, the temperature
will fluctuate around this point instead of drastically deviating from this point. If we sample
the patient’s body temperature every hour, the sampled data during the fever will form a
small cluster deviating from the big cluster formed by the sampled data when he is healthy.
This small cluster is a cluster-based outlier and indicates the anomalous period when he has
the fever. In addition, many literatures on outlier detection regard being an outlier as a bi-
nary property; however, for many scenarios, it is more meaningful to assign to each outlier
a degree of being an outlier and the deviation degree depends on how isolated the outlier
is with respect to the surrounding neighborhood. Therefore, an algorithm is desired which
can detect both single point outliers and cluster-based outliers, and can assign each outlier a
degree of being an outlier.

In this paper, a new approach to detect both single point outliers and cluster-based out-
liers is proposed. The paper is organized as follows. Related work on outlier detection is
briefly introduced in Sect. 2. In Sect. 3, the different notions of an outlier are presented, and
their advantages and disadvantages are carefully discussed. Section 4 briefly introduces the
algorithms LDBSCAN which is used to detect outliers. In Sect. 5, how to detect the outliers
based on the clustering result of LDBSCAN, some theorems about cluster-based outliers,
and the parameter which indicates the degree of deviation are presented. Then, a thorough
experimental evaluation of the effectiveness and efficiency of our approach is carried out in
Sect. 6. Finally Sect. 7 concludes the paper with a summary and some directions for future
research.

2 Related work

Many data mining algorithms in the literature find outliers as a side-product of clustering
algorithms (Ester et al. 1996; Zhang et al. 1996; Wang et al. 1997; Agrawal et al. 1998;
Hinneburg and Keim 1998; Guha et al. 1998; Sheikholeslami et al. 1998; Ankerst et al. 1999;
Li and Xu 2001; Ng and Han 2002; Li et al. 2003; Qiu et al. 2003; Zhang et al. 2003;
Xu 2006; Carvalho and Costa 2007; Hsu and Wallace 2007; Luo et al. 2007; Shi et al. 2007,
Xu et al. 2008). These techniques define outliers as points which do not lie in clusters. Thus,
the techniques implicitly define the outlier as the background noise in which the clusters are
embedded. The noise is typically tolerated or ignored when these algorithms produce the
clustering result. Even if the outliers are not ignored, the notions of an outlier are essentially
binary, which cannot enjoy many desirable properties of assigning to each outlier a degree
of being an outlier (Breunig et al. 2000).
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The statistics community has studied the concept of outliers quite extensively (Barnett
and Lewis 1994). The first category is distribution-based, where a standard distribution is
used to fit the data. Outliers are defined based on the probability distribution. A key draw-
back of this category is that most of the distributions used are univariate while some tests
are multivariate. In addition, for many KDD applications the underlying distribution is un-
known, so fitting the data with standard distributions is costly and may not produce satis-
factory results. Another type of outlier studies in statistics is depth-based. Each data ob-
ject is represented in a k-dimension space, and is assigned a depth (Johnson et al. 1998;
Preparata and Shamos 1988; Tukey 1977). However, depth-based approaches rely on the
computation of k—d convex hulls, so they become inefficient when k > 4.

The notion of distance-based outliers is proposed by Knorr and Ng (1998, 1999). Their
notion generalizes many notions from the distribution-based approaches, and enjoys better
computational complexity than the depth-based approaches for larger values of k. In Ra-
maswamy et al. (2000) the notion of the distance-based outlier is extended by using the
distance of the k-nearest neighbor to rank the outlier, but its notion of an outlier is still
distance-based. Nevertheless, this measure is naturally susceptible to the curse of high di-
mensionality, especially when very different local-density clusters exist in different regions
of data space.

A more effective technique (Breunig et al. 2000) finds outliers based on the density of
local neighborhood. This technique has some advantages in accounting for local levels of
skews and anomalies in data collection. It assigns to each object a degree of being an outlier,
which captures the spirit of local outliers, rather than a binary value to indicate whether or
not the object is an outlier. However, this approach only finds single point outliers while
ignoring cluster-based outliers.

There are some preliminary ideas about cluster-based outliers (He et al. 2003; Jiang et al.
2001; Knorr and Ng 1999); however, these methods have two major problems. First, they try
to evaluate each point in a small cluster instead of evaluating the small cluster as a whole.
Second, the clustering algorithms they use are not suitable to find a small cluster. Distance-
based outlier method also can find cluster-based outliers in some cases; however, the objects
it finds are each isolated point and it doesn’t know which points belong to the same cluster.

3 Definition of outlier

Some of existing work in outlier detection lies in the field of statistics. Intuitively, outlier
can be defined as given by Hawkins (1980).

Definition 1 (Hawkins-Outlier) An outlier is an observation that deviates so much from
other observations as to arouse suspicion that it is generated by a different mechanism.

Throughout this paper, we use o, p, ¢ to denote objects in a dataset and use the notation
d(p, q) to denote the distance between object p and ¢. Also C is used for a set of objects
and d(p, C) denotes the minimum distance between p and object ¢ in C, i.e. d(p,C) =
min{d(p,q) | q € C}.

Definition 2 (DB(pct, dmin)-Outlier) An object p in a dataset D is a DB(pct, dmin)-outlier
if at least percentage pct of the objects in D lies greater than distance dmin from p, i.e., the
cardinality of the set {g € D | d(p, q) <= dimin} is less than or equal to (100-pct)% of the
size of D.
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Fig. 1 Dataset DS1 C‘l.-_' = ]
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The above definition captures only certain kinds of outliers. Because the definition takes
a global view of the dataset, these outliers can be viewed as “global” outliers. However,
for many interesting real-world datasets which exhibit a more complex structure, there is
another kind of outlier. There can be objects that are outlying relative to their local neigh-
borhoods, particularly with respect to the densities of the neighborhoods.

Consider the example given in Fig. 1. This is a simple 2-dimensional dataset containing
502 objects. There are 400 objects in the first cluster C;, 100 objects in the cluster C,, and
two additional objects 0 and 0,. According to Hawkins’ definition, both 0, and o, should
be called outliers, while objects in C; and C, should not be. However, within the framework
of distance-based outlier, only o; is a reasonable DB(pct, dmin)-outlier. If for every object
q in Cy, the distance between q and its nearest neighbor is greater than the distance between
0, and C,, there is no appropriate value of pct and dmin such that o, is a DB(pct, dmin)-
outlier but the objects in C; are not. In order to solve this problem, a formal definition of
density-based local outlier is developed, which avoids the shortcomings presented above.
The key difference between density-based local outlier and DB(pct, dmin)-outlier is that
being outlier is no longer a binary property. Instead, each object is assigned a local outlier
factor, which indicates the degree of the outlying object.

Definition 3 (Density-based local outlier) Given the lowest acceptable bound of LOF (Bre-
unig et al. 2000), an object p in a dataset D is a density-based local outlier if LOF(p) >
LOFLB.

The core idea of LOF is comparing its local density with the local densities of its neigh-
bors. The local density of an object p is the inverse of the average distance to its k-nearest
neighbors. The concept of the local density is very intuitive. The farther away p is from its
k-nearest neighbors, the sparser its local density is. The LOF of an object p is the ratio of the
local density of p and those of p’s k-nearest neighbors. It is easy to see that the lower p’s
local density is, and the higher the local densities of p’s k-nearest neighbors are, the higher
the LOF of p is. The following figure gives us an intuitive impression of LOF. Figure 2(a)
shows a 2-dimensional dataset containing one low density Gaussian cluster of 200 objects
and three large clusters of 500 objects each. Among these three, one is a dense Gaussian
cluster and the other two are uniform cluster of different densities. Besides, it contains a few
outliers. Figure 2(b) plots the LOF of all the objects as a third dimension. The objects in any
cluster have their LOF close to 1. Slightly outside of the Gaussian clusters, there are several
weak outliers whose LOFs are relatively low but larger than 1. The remaining objects have
significantly larger LOF. From Fig. 2, it is clear that the LOF of each object depends on the
density of the cluster relative to it and the distance between it and the cluster.
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Fig. 2 LOFs for points
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Fig. 3 Cluster-based outliers
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Consider the example given in Fig. 3. The LOF of each object contained in cluster C;
and Cj is approximate to 1. According to definition of density-based local outlier, they are
not outliers. However, it is more reasonable to consider C; and Cj3 as outliers according
to Hawkins’ definition. In order to solve this problem, a formal definition of cluster-based
outliers is developed. The density-based local outlier works well in finding single point
outliers while ignoring the existence of cluster-based outliers. In order to find out cluster-
based outliers as well as single point outliers, first we present the algorithm LDBSCAN
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which is used to calculate the LOF of each object and discover all the clusters in a dataset.
Then a cluster-based outlier factor, which is called CBOF, is assigned to each discovered
cluster. Finally outliers in the dataset are located.

4 Brief introduction of LDBSCAN

The formal definitions and pseudo-code for the procedure of LDBSCAN are shortly intro-
duced in the following. More details are provided in Duan et al. (2007).

Definition 1 (k-distance of an object p) For any positive integer k, the k-distance of object
p, denoted as k-distance(p), is defined as the distance d(p, 0) between p and an object
o € D such that:

(1) for at least k objects o’ € D\{p} it holds that d(p, 0') < d(p, 0), and
(2) for at most k — 1 objects o’ € D\{p} it holds that d(p, 0’) < d(p, 0).

Definition 2 (k-distance neighborhood of an object p) Given the k-distance of p, the k-
distance neighborhood of p contains every object whose distance from p is not greater than
the k-distance, i.e. Ni_gisiance(p)(P) = {g € D\{p}ld(p, q) < k-distance(p)}. These objects g
are called the k-nearest neighbors of p.

As no confusion arises, the notation can be simplified to use Ny(p) as a shorthand for
Nk—d[stance(p) (P) .

Definition 3 (Reachability distance of an object p w.r.t. object o) Let k be a natural
number. The reachability distance of object p with respect to object o is defined as
reach-dist,(p, 0) = max{k-distance(0), d(p, 0)}.

Definition 4 (Local reachability density of an object p) The local reachability density of p
is defined as

LRDyjinpis(p) = 1 / ( 2 oeNyginps () "EACH-distyineis (P, 0))
MinPts -
! | Nptinpis(P)|

Intuitively, the local reachability density of an object p is the inverse of the average reach-
ability distance based on the MinPts-nearest neighbors of p.

Definition 5 (Local outlier factor of an object p) The local outlier factor of p is defined as

Z LRDpinpis(0)
0€NMinPis(P) LRDpfinpis(p)

LOF pinpis(p) =

|NMinPts (P) |

The local outlier factor of object p is the average of the ratio of the local reachability density
of p and those of p’s MinPts-nearest neighbors.

Definition 6 (Core point) A point p is a core point w.r.t. LOFUB if LOF(p) < LOFUB.

If LOF(p) is small enough, it means that point p is not an outlier and must belong to
some clusters. Therefore it can be regarded as a core point.
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Definition 7 (Directly local-density-reachable) A point p is directly local-density-reachable
from a point ¢ w.r.t. pct and MinPts if

(1) p € Nyineis(q) and
(2) LRD(q)/(1 + pct) < LRD(p) < LRD(g) * (1 + pct).

Definition 8 (Local-density-reachable) A point p is local-density-reachable from the point
q w.r.t. pct and MinPts if there is a chain of points py, pa, ..., pu, P1 =¢, pn = p such that
pi+1 1s directly local-density-reachable from p;.

Definition 9 (Local-density-connected) A point p is local-density-connected to a point g
from o w.r.t. pct and MinPts if there is a point o such that both p and ¢ are local-density-
reachable from o w.r.t. pct and MinPts.

Definition 10 (Cluster) Let D be a database of points, and point o is a selected core point
of C, i.e. 0 € C and LOF(0) < LOFUB. A cluster C w.r.t. LOFUB, pct and MinPts is a
non-empty subset of D satisfying the following conditions:

(1) Vvp: pislocal-density-reachable from o w.r.t. pct and MinPts, then p € C. (Maximality)
(2) vp,q € C: p is local-density-connected g by o w.r.t. LOFUB, pct and MinPts. (Con-
nectivity)

Definition 11 (Noise) Let Cy, ..., C; be the clusters of the database D w.r.t. parameters
LOFUB, pct and MinPts. Then we define the noise as the set of points in the database D not
belonging to any cluster C;,i.e. noise={pe D |Vi:p ¢ C;}.

Given the parameters LOFUB, pct and MinPts, clusters can be found with a two-step
approach. First, an arbitrary point p from the database satisfying the core point condition
LOF(p) < LOFUB as a seed is chosen. Second, all points that are local-density-reachable
from the seed obtaining the cluster which contains the seed are retrieved.

In the following, we present a basic version of LDBSCAN without details of data types
and generation of additional information about clusters:

LDBSCAN (SetOfPoints, LOFUB, pct, MinPts)
/1 SetOfPoints is UNCLASSIFIED
InitSet (SetOfPoints); // calculate LRD and LOF of each point
ClusterID :=0;
FOR i FROM 1 TO SetOfPoints.size DO
Point := SetOfPoints.get(i);
IF Point.Clld = UNCLASSIFIED THEN
IF LOF(Point) < LOFUB THEN // core point
ClusterID := ClusterID + 1;
ExpandCluster(SetOfPoints, Point, ClusterID, pct, MinPts);
ELSE // no core point
SetOfPoint.changeClId(Point, NOISE);
END IF
END IF
END FOR
END; /LDBSCAN
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SetOfPoints is the set of the whole database. LOFUB, pct and MinPts are the carefully
chosen parameters. The function SetOfPoints.get(i) returns the i-th element of SetOfPoints.
Points which have been marked to be NOISE may be changed later if they are local-density-
reachable from some core points of the database. The most important function used by
LDBSCAN is ExpandCluster which is presented in the following:

ExpandCluster(SetOfPoints, Point, ClusterID, pct, MinPts)
SetOfPoint.changeClId(Point, ClusterID);
FOR i FROM 1 TO MinPts DO
currentP := Point.Neighbor(i);
IF currentP.ClId IN {UNCLASSIFIED, NOISE} and
DirectReachability(currentP, Point)
THEN
Temp Vector.add(currentP);
SetOfPoint.changeClId(currentP, ClusterID);
END IF
END FOR
WHILE TempVector <> Empty DO
Point := Temp Vector.firstElement();
Temp Vector.remove(Point);
FOR i FROM 1 TO MinPts DO
currentP := Point.Neighbor(i);
IF currentP.ClId IN {UNCLASSIFIED, NOISE} and
DirectReachability(currentP, Point) THEN
Temp Vector.add(currentP);
SetOfPoint.changeClId(currentP, ClusterID);
END IF
END FOR
END WHILE
END:; //ExpandCluster

The function DirectReachability(currentP, Point) is presented in the following:

DirectReachability(currentP, Point) : Boolean
IF LRD(currentP) > LRD(Point) /(1 4 pct) and
LRD(currentP) < LRD(Point) x (1 + pct) THEN
RETURN True;
ELSE
RETURN False;
END:; //DirectReachability

The LDBSCAN algorithm randomly selects one core point which has not been clustered,

and then retrieves all points that are local-density-reachable from the chosen core point to
form a cluster. It won’t stop until there is no unclustered core point.

5 Cluster-based outliers

In this section, we give the definition of cluster-based outliers and conduct a detailed analysis
on the properties of cluster-based outliers. The goal is to show how to discover cluster-based
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outliers and how the definition of the cluster-based outlier factor (CBOF) captures the spirit
of cluster-based outliers. The higher the CBOF is, the more abnormal the cluster-based
outliers are.

5.1 Definition of cluster-based outliers

Intuitively, most data points in the data set should not be outliers; therefore, only the clusters
that hold a small portion of data points are candidates for cluster-based outliers. Considering
the different and complicated situations, it is impossible to provide a definite number as the
upper bound of the number of the objects contained in a cluster-based outlier (UBCBO).
Here, only a guideline is provided to find the reasonable upper bound.

Definition 12 (Upper bound of the cluster-based outlier) Let Cy, ..., C; be the clusters of
the database D discovered by LDBSCAN in the sequence that [C}| > |Cy| > -+ > |Cy].
Given parameters «, the number of the objects in the cluster C; is the UBCBO if (|C;| +
[C2l+ -+ 1Cimi) = D] * e and (|Cy| +Co| + -+ + [Cia]) < |D] * cx.

Definition 12 gives quantitative measure to UBCBO. Consider that most data points in
the dataset are not outliers; therefore, clusters that hold a large portion of data points should
not be considered as outliers. For example, if « is set to 90%, we intend to regard clusters
which contain 90% of data points as normal clusters.

Definition 13 (Cluster-based outlier) Let Cy, ..., C; be the clusters of the database D dis-
covered by LDBSCAN. Cluster-based outliers are the clusters in which the number of the
objects is no more than UBCBO.

Note that this guideline is not always appropriate. For example, in some cases the ab-
normal cluster deviated from a large cluster might contain more points than a certain small
normal cluster. In fact, due to spatial and temporal locality, it would be more proper to
choose the clusters which have small spatial or temporal span as cluster-based outliers than
the clusters which contain few objects. The notion of cluster-based outliers depends on sit-
uations.

5.2 The lower bound of the number of the objects contained in a cluster

Comparing with single point outliers, cluster-based outliers are more interesting. Many sin-
gle point outliers are related to occasional trivial events, while cluster-based outliers concern
some important lasting abnormal events. Generally speaking, it is reckless to form a cluster
with only 2 or 3 objects, so the lower bound of the number of the objects contained in a
cluster generated by LDBSCAN will be discussed in the following.

Definition 14 (Distance between two clusters) Let C;, C, be the clusters of the database D.
The distance between C; and C, is defined as

dist(Cy, C2) = min{dist(p,q) | p € C1, q € G2}
Theorem 1 Let C| be the smallest cluster discovered by LDBSCAN w.r.t. appropriate

parameters LOFUB, pct and MinPts, and C, which is large enough be the closest nor-
mal cluster to C;. Let LRD(C,) denote the minimum LRD of all the objects in Cy, i.e.,
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Fig. 4 2-d Datase DS2 C2
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LRD(Cy) = min{LRD(p) | p € C:}. Similarly, let LRD(C,) denote the minimum LRD of all
the objects in C;.

Then for LBC, the lower bound of the number of the objects contained in a cluster, such
that:

LBC— [ (MinPts + 1)LRD(q) — (LOFUB x MinPts + 1)LRD(p) ] L

LRD(q) — LRD(p)

Proof (Sketch): Let p; denote the i-th object in C; and ¢; ; be the j-th close object to p;
in C,. And let k be the number of the objects in C;. To simplify our proof, we only consider
the situation that each point only has k-nearest neighbors and the density within a cluster
fluctuates slightly.

(a) If k > MinPts + 1, according to the definition of LOF, the LOF of any object in C; is
approximately equal to 1. That is, LOF(p;) < LOFUB and each object in C; is a core
point. In addition, each object in C, has the similar LRD to its neighbors which belong
to the same cluster with it. According to the definition of the cluster, the cluster C,
would be discovered by LDBSCAN. Thus, LBC is no more than MinPts + 1.

(b) In the following, the situation when k < MinPts is discussed. Since k < MinPts, the
MinPts-distance neighbors of p; contain the kK — 1 rest objects in C; and the other
MinPts — k + 1 neighbors in C,. Obviously, the MinPts-distance of each fixed ob-
ject p; in C; is greater than the distance between any object p; in C; and p;, so
reach-dist(p;, p;) = MinPts-distance(p;). Furthermore, the MinPts-distance(q; ;) <
dist(Cy, C2) <d(pi, qi,j)-

a=1

k
= LRDyjinpis(pi) = MinPts / (Z MinPts-dist(p,) — MinPts-dist(p;)

MinPts—k+1
+ Y. dp, Qi,a))

a=1

LRDjinpis(qi) = MinPts / Z reach-distyinpis(qi, 0)  and
0€NMinp1s(qi)

Vp; € C

Let MinPts-dist(p) = min{MinPts-dist(p;) | pi € C:}, and then MinPts-dist(p;) =
MinPts-dist(p) + ¢;. Similarly, let d(p, g) = min{d(p;,q; ;) | pi € C1, qi,j € C> and gq; ;
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is the MinPts-neighbor of p;} and d(p;, q; ;) =d(p, q) + &; ;. Because we assume that the
density within a cluster fluctuates slightly, MinPts-dist(p) > ¢; and d(p, q) > &, ;.
Compare the LRD of object p; with that of its neighbor p; in C;.

LRDpinpss(pi)
LRDpyinpis(pj)

Z]; | MinPts-dist(pa) — MinPts-dist(pj) + ZM["P”_HI d(pj.qj.a)

a=1

Za \ MinPts-dist(p,) — MinPts-dist(p;) + ZM'"P“ g d(pi,qi.a)

Za | MinPts-dist(p,) — MinPts-dist(p) — & + ZM'"P” —k+1 d(p.q) +¢€j.a)
Za \ MinPts-dist(p,) — MinPts-dist(p) — &; + ZMI"P” —kt d(p,q) +¢ia)

Za | MinPts-dist(p,) — MinPts-dist(p) + (MinPts —k + 1) xd(p, q) + ZM'"M kg Eja—E&j
Za | MinPts-dist(p,) — MinPits-dist(p) + (MinPts —k + 1) xd(p, q) + ZMI"P“ kg i — &i

~ 1

Thus, the objects in C; have the similar LRD.
Now consider the ratio of the LRD of the object p; to that of its neighbor g; in C». Let

reach-dist-max be the maximum reachability distance of the object g; which is the object
in Cz.

. MinPts-dist(p;) > dist(Cy,C,) and d(p;,q; ;) > dist(Cy, C3)

 LRDyjinpis(q;) Za \ MinPts-dist(p,) — MinPts-dist(p;) + ZMZ"P" i, Gia)
" LRDpjinpis(pi) 2 oeNagiprs (qr) T€ACh-distytinpis(qi , 0)
MinPts x dist(Cy, C5) dist(Cy, Cy)
~ MinPts % reach-dist-max _ reach-dist-max
. dist(Cy, Cy) > reach-dist-max

and the appropriate pct < 1 (Duan et al. 2007).
. EggZ’: ; > 2 > 1+ pct. That is, objects in C, will not be assigned to cluster C;.

Then, if objects in C; form a cluster which can be discovered by LDBSCAN, the in-
equality, Min(LOF yjinpis(pi)) < LOFUB, must be satisfied.

= Min(LOF yinpis(pi))

= Min Za 1 LRDMum (pa) - LRDMum (pl) + ZMWP’& ! LRD(qi*“)
MinPts % LRDinpis(pi)

- (k — 1)LRD(p) 4+ (MinPts — k + 1)LRD(q)
- MinPts x (LRD(p) + €;)

(k — 1)LRD(p) + (MinPts — k + 1)LRD(q)
MinPts % (LRD(p) + &;)

= (MinPts + 1)LRD(q) — LRD(p)

<LOFUB

< LOFUB % MinPts(LRD(p) + &;) + k * (LRD(q) — LRD(p))

(MmPts + 1)LRD(q) — (LOFUB * MinPts + 1)LRD(p) — LOFUB * MinPts % ¢;
LRD(q) — LRD(p)
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LBC— [ (MinPts + 1)LRD(q) — (LOFUB % MinPts + 1)LRD(p) ] o

LRD(q) — LRD(p)

Since the LOF of objects deep in a cluster is approximately equal to 1, the LOFUB must be
greater than 1. Then

1BC — |:(MinPts + 1)LRD(q) — (LOFUB * MinPts + 1)LRD(p)i| 4

LRD(q) — LRD(p)
|:(MinPts + 1)LRD(q) — (MinPts + 1)LRD(p)
= LRD(q) — LRD(p)

] + 1= MinPts + 2.

In other words, LBC satisfies the inequality, LBC < MinPts + 1, discussed in part (a). Let’s
consider another extreme situation. The LOFUB is so big that (LOFUB * MinPts + 1) %
LRD(p) is bigger than (MinPts + 1) x LRD(q), and in this case LBC is less than 1. As a
matter of fact, it is impossible for LBC to be less than 1. When LOFUB is big enough, the
object p which is a single point outlier still satisfies the core point condition, LOF(p) <
LOFUB; therefore, the object p is deemed as a core point that should belong to a certain
cluster. In this case, it forms a cluster which contains only one object by itself. ]

5.3 The cluster-based outlier factor

Since outliers are far more than a binary property (Breunig et al. 2000), a cluster-based
outlier also needs a value to demonstrate its degree of being an outlier. In the following we
give the definition of the cluster-based outlier factor.

Definition 15 (Cluster-based outlier factor) Let C; be a cluster-based outlier and C; be the
nearest non-outlier cluster of C;. The cluster-based outlier factor of C; is defined as

CBOF(C)) = |C,| xdist(Cy, Cy) * Z lrd(p;)/|Cal.

Pi€Cy

The cluster-based outlier factor of the cluster C; is the result of multiplying the number of
the objects in C; by the product of the distance between C and its nearest normal cluster C,
and the average local reachability density of C,. The outlier factor of cluster C; captures the
degree to which we call C; an outlier. Assume that C; as a cluster-based outlier is deviated
from its nearest normal cluster C,. It is easy to see that the more objects C; contains, and
the farther away C; is from C,, and the more dense Cj is, the higher the CBOF of C; is and
the more abnormal Cj is.

6 Experiments

A comprehensive performance study has been conducted to evaluate our algorithm. In this
section, we describe those experiments and their results. The algorithm was run on both real-
life datasets obtained from the UCI Machine Learning Repository and synthetic datasets.

6.1 Comet-like data

In order to demonstrate the accuracy of the clustering results of LDBSCAN, both LDB-
SCAN and OPTICS are applied to a 2-dimension dataset shown in the following Fig. 5.
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Fig. 5 Comet-like clusters

LDBSCAN discovers the cluster C; consisting of small rectangle points, the cluster C, con-
sisting of small circle points, and the outlier P;, P», P; denoted by hollow rectangle points.
OPTICS discovers the clusters whose reachability-distance falls into the dents and assigns
the point to a cluster according to its reachability-distance, regardless its neighborhood den-
sity. Because the reachability-distance of the point P; is similar to that of the points in the
right side of the cluster C,, the side whose density is relatively low, OPTICS would assign
the point P; to the cluster C,, while LDBSCAN discovers the point P; as an outlier due
to its different local density from its neighbors. Although both OPTICS and LDBSCAN
can discover the points P;, P, as outliers, the clustering result of OPTICS is not accurate
especially when the border density of a cluster varies, such as the comet-like cluster.

6.2 Wisconsin breast cancer data

The second used dataset is the Wisconsin breast cancer data set, which has 699 instances
with nine attributes, and each record is labeled as benign (458 or 65.5%) or malignant (241 or
34.5%). In order to avoid the situation in which the local density can be oo if there are more
than MinPts objects, different from each other, but sharing the same spatial coordinates, only
3 duplicates of certain spatial coordinates are reserved and the rest are removed. In addition,
the 16 records with missing values are also removed. Therefore, the resultant dataset has
327 (57.8%) benign records and 239 (42.2%) malignant records.

The algorithm processed the dataset when pct = 0.5, LOFUB = 3, MinPts = 10, and
a = 0.95. Both LOF and our algorithm find the 4 following noise records which are sing
point outliers shown in Table 1. Understandably, our algorithm processes based on the result
of LOF, and thus both can find the same single point outliers.

Besides the single point outliers, our algorithm discovers 3 clusters shown in Table 2,
among which there are 2 big clusters and 1 small cluster. One big cluster A contains 296
benign records and 6 malignant records, and the other one B contains 26 benign records
and 233 malignant records. The small cluster C contains only 1 record p. Among all the
MinPts-nearest neighbors of the only one record in C, six neighbors belong to the cluster A
and the other four belong to the cluster B. The record p is in the middle of cluster A and B,
and LOF(p) = 1.795. It is closer to A than B, but has the similar local reachability density
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Table 1 Single point outliers in

Wisconsin breast cancer dataset Sample code number Value Type LOF
1033078 2,1,1,1,2,1,1, 1,5 Benign 3.142
1177512 1,1,1,1,10,1,1, 1,1 Benign 4.047
1197440 1,1,1,2,1,3,1,1,7 Benign 3.024
654546 1,1,1,1,2,1,1,1,8 Benign 4.655
Table 2 Clusters in Wisconsin
breast cancer dataset Cluster name Number of Number of Average local
benign malignant reachability
records records density
A 296 6 0.743
B 26 233 0.167
C 1 0 0.170

to B rather than A. Thus, it forms a cluster by itself. This kind of special record cannot be
easily discovered by LOF when its MinPts-nearest neighborhood overlaps with more than
one cluster.

6.3 Boston housing data

The Boston housing dataset, which is taken from the StatLib library, concerns housing val-
ues in suburbs of Boston. It contains 506 instances with 14 attributes. Before clustering,
data need to be standardized in order to assign each variable an equal weight. Here the
z-score process is used because using mean absolute deviation is more robust than using
standard deviation (Han and Kamber 2006). The mean absolute deviation is calculated:
sp=n(xiy —myl+1x2p —my| 44 vy —my]) where my = L(x1 7 +xap + -+ Xup).
And then the standardized measurement (z-score) is retrieved: z;; = % The algorithm

processed the dataset when pct = 0.5, LOFUB = 2, MinPts = 10, and o = 0.9. One single
point outlier, 3 normal clusters and 6 cluster-based outliers are discovered. There are few
single point outliers in this dataset. The maximum LOF, the value of the 381st record, is
2.624 which indicates that there is not a significant deviation. In addition, the 381st record
is assigned to the 9" cluster which is a cluster-based outlier. Its LOF exceeds LOFUB due
to the small number of the objects contained in the 9" cluster to which it belongs. The small
number, which is less than MinPts, would affect the accuracy of LOF. Eight of all the nine
records whose LOF exceeds LOFUB are assigned to a certain cluster and the LOF of the
only single point outlier, the 215" record, is 2.116. The 215" record has a smaller proportion
of owner-occupied units built prior to 1940, the 7 attribute, than its neighbors.

However, the 6 cluster-based outliers are more interesting than the only single point out-
lier. Table 3 demonstrates the information of all the 9 clusters, and the additional informa-
tion of the cluster-based outliers is shown in Table 4. The 3" cluster, which is a cluster-
based outlier and has the maximum CBOF, deviates from the 1% cluster. Its 12" attribute,
1000(Bk — 0.63)? where Bk is the proportion of blacks by town, is much lower than that of
the 1* cluster. Both the 9" cluster and the 6 cluster deviate from the 1°* cluster. Although
the 6" cluster contains more object than the 9™ cluster, the CBOF of the 6™ cluster is less
than that of the 9" cluster because the 9" cluster is farther away from the 1% cluster than the
6™ cluster. The records in the 9™ cluster have significantly big per capita crime rate by town,
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Table 3 Clusters in Boston

housing dataset Cluster Id  Number of records ~ Average local reachability density

1 82 0.556
2 345 0.528
3 26 0.477
4 34 0.266
5 1 0.303
6 9 0.228
7 1 0.228
8 1 0.155
9 6 0.127

Table 4 Cluster-based outliers in Boston housing dataset

ClusterId CBOF  Nearest  dist(Cy,C7)  The nearest The contained records

cluster object pair
3 54.094 1 3.744 436-445 412,416, 417, 420, 424, 425, 426, 427,
429,430,431, 432, 433, 434, 435, 436,
437,438, 439, 446, 451, 455, 456, 457,
458, 467
9 24514 1 7.353 415-385 381, 406, 411, 415, 419, 428
20.005 1 4.000 399401 366, 368, 369, 372, 399, 405, 413, 414,
418
2.452 2 4.648 103-35 103
2.269 1 4.084 410-461 410
1.468 4 5.522 284-283 284

comparing with those of the 1% cluster. However, it is not easy to do not differentiate the
records in the 6 cluster from those of the 1% cluster. Moreover, the relationship between
the 4™ cluster and the 8" cluster is also impressive. There are 35 records which show that its
tract bounds the Charles River, demonstrated by the 4 attribute, in the whole dataset, and
34 of them is discovered in the 4™ cluster. The only exceptional record, the 284 record,
has a slightly high proportion of residential land zoned for lots over 25,000 square feet, the
274 attribute, and a relatively low proportion of non-retail business acres per town, the 3™
attribute. The area denoted by the 284" record is more like a residential area than the other
areas along the Charles River.

6.4 Abnormal network throughput detection

The cluster-based outlier detection has been applied to the Backbone Anomaly Detection
System for CSTNET, an Internet Service Provider for all the institutes of Chinese Academy
of Sciences. The Backbone Anomaly Detection System continuously monitors the input and
output throughput of about 300 network nodes of CSTNET. Each node generates its average
throughput record every five minutes, so the Backbone Anomaly Detection System checks
the node state 300 x 12 = 3600 times each hour. Network throughput has the character-
istic that are consistent with self-similarity (Crovella and Bestavros 1997). Under normal
circumstances, the throughput of a certain node forms a cluster. When abnormal events hap-
pen, the throughput might drastically change. But during the period of an abnormal event,
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Fig. 6 An example of an = Current data = Recent data = History data
abnormal event Current Time:2005-10-10 18:20:00

input axis

output axis

the throughput exhibits temporal locality, i.e., it forms a new cluster which is different from
history. The following Fig. 6 is an example of an abnormal event. If applying LOF, the
best algorithm for single point outlier detection, the Backbone Anomaly Detection System
generates 50 alerts per hour. And many of the alerts are related to normal occasional fluc-
tuations. If applying cluster-based outlier detection, the system generates 10 alerts per hour.
Some alerts of cluster-based outlier detection might not relate to real abnormal events, but
according to the feedback of the network administrators in CSTNET, cluster-based outlier
detection generates more accurate and reasonable alerts than single point outlier detection.

7 Conclusion

Outlier detection is attractive for the task of detecting unusual patterns in spatial database;
however, previous researches fail to realize the importance of discovering cluster-based out-
liers. In this paper, an outlier detection algorithm which relies on the clustering result of
LDBSCAN is proposed. Experiments have been carried out on both real data and synthetic
data. The experiments show that the proposed algorithm provides more accurate clusters
than OPTICS and outperforms LOF on identifying meaningful and interesting outliers.

There are several opportunities for future research. The guideline to discover the cluster-
based outliers needs to be improved. In addition, the effectiveness of our algorithm is di-
minishing due to the distance function with the increasing dimension of data space (Beyer
et al. 1999; Hinneburg et al. 2000). An effective distance function for high-dimensional data
is desired. With it, our algorithm can yield a reasonable result in high-dimensional spaces as
well.
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