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Abstract We consider the problem of makespan minimization on a flexible flow shop with
k stages and ms machines at any stage. We propose a heuristic algorithm based on the identi-
fication and exploitation of the bottleneck stage, which is simple to use and to understand by
practitioners. A computational experiment is conducted to evaluate the performance of the
proposed method. The study shows that our method is, in average, comparable with other
bottleneck-based algorithms, but with smaller variance, and that it requires less computa-
tional effort.

Keywords Flexible flow-shop · Heuristic · Computational experiments

1 Introduction

We consider the flexible flow shop (FFS) machine environment with k stages in series; at
stage s, s = 1, . . . , k, there are ms identical machines in parallel. There is unlimited inter-
mediate storage between two successive stages. Job j, j = 1, . . . , n has to be processed
at each stage on any one machine. The processing times of job j at the various stages are
p1j ,p2j , . . . , pkj . The goal is to find a schedule without preemption that minimizes the max-
imum completion time of all jobs (makespan). The flexible flow shop scheduling problem
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Fig. 1 Flexible (hybrid)
flow-shop

is often found in electronic manufacturing environment such as IC packaging and make-to-
stock wafer manufacturing. Figure 1 shows an example of job routing in a FFS with 4 stages
and variable number of machines at each stage.

Since the two-stage FFS is strongly NP-hard (Gupta 1988), our problem is at least that
difficult. In the literature, most of the work is on two-stage problems, for which several
exact methods, involving mathematical programming formulations and branch-and-bound
algorithms, as well as approximation algorithms and dedicated heuristics have been pro-
posed, e.g. (Brah and Hunsucker 1991; Chen 1995; Haouari and M’Hallah 1997; Dessouky
et al. 1998; Moursli and Pochet 2000). State-of-the-art surveys are proposed in (Chen 1994;
Linn and Zhang 1999).

While interesting results have been obtained for the two-stage FFS problems, there has
been less work on the k-stage (k ≥ 3) ones to minimize the makespan. Lee and Vairak-
tarakis (1994) developed heuristics by extending results for a two-stage FFS and aggre-
gating machines at each stage. Soewandi and Elmaghraby (2001) proposed heuristic al-
gorithms for the three-stage FFS and derived lower bounds on their performance. Riane
et al. (1998) considered a three-stage FFS with two machines at the second stage and one
at each of the other stages, and developed a dynamic programming-based heuristic. Vig-
nier et al. (1997) proposed a branch-and-bound approach for the makespan criterion on a
k-stage FFS. The Shifting Bottleneck (SB) heuristic for the jobshop problem can be adapted
to solve the FFS problem (Pinedo 1994). Other configurations of the FFS with various sets
of constraints or objective functions have also been studied: availability constraints (Allaoui
and Artiba 2006), flow time minimization or total completion time (Azizoglu et al. 2001;
Guinet and Solomon 1996), job recirculation (Bertel and Billaut 2004), precedence con-
straints (Botta-Genoulaz 2000; Tang et al. 2006), state-dependent processing times (Sriskan-
darajah and Wagneur 1991), limited intermediate storage (Sawik 2002), pre-emption in job
processing (Djellab and Djellab 2002), or even batch processing of jobs (Xuan and Tang
2007). Integrated planning and scheduling approach for shops with multiple processors in
parallel has also been proposed (Riane et al. 2001). Metaheuristics algorithms have also
been analyzed for various versions of the FFS problem (Portmann et al. 1998; Jin et al. 2006;
Ruíz and Maroto 2006).

In this paper, we are interested in studying the general case with k stages and ms machines
at station s, where the number ms may be different for each one of the stages, as illustrated
in Fig. 1. We are proposing a heuristic algorithm based on the identification and exploitation
of the bottleneck station in order to optimize the performance of the whole system (instead
of local optima).

The remainder of this paper is organized as follows. Section 2 presents a mathematical
formulation of the FFS using linear program. The bottleneck-based heuristic is presented in
Sect. 3 as well as an illustrative example of its implementation. Section 4 is devoted to the
computational study. Finally, some concluding remarks are given in Sect. 5.
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2 Mathematical formulation

This section presents a linear program of the flexible flow shop problem in order to for-
malize the relation between the different parameters and decision variables. An interesting
mixed-integer program was proposed by Jungwattanakit et al. (2006) for a special case with
unrelated parallel machines and set-up times. The formulation presented here is based on
the following hypothesis:

• All n jobs are independent and available for processing at the initial time.
• The production cell (stage) has sufficient capacity to store and manage the work-in-

process (WIP) inventory generated during the execution of the complete set of jobs. That
is, we suppose infinite storage capacity at each stage.

• One machine can process only one job at a time and one job can be processed by only
one machine at any time.

• The ready times for all machines (times when the machines become available to process
the set of jobs to be scheduled) are known.

• For all the jobs, the processing times at each stage are known and deterministic.
• Job set-up times are sequence-independent and are included in the job processing time at

the corresponding stage.
• Travel time between consecutive stages is negligible. In instances where this assumption

does not hold true, inter-stage travel can be treated as a processing step with the process
time equal to the travel time.

• Pre-emption is not allowed, that is no interruption of a job processing is allowed.

To present the mathematical, the following notation is needed:

Xjis : a binary variable that is equal to 1 if job j is assigned to machine i at the stage s,
0 otherwise,
Yhjs : a binary variable that is equal to 1 if job h precedes job j when processing at
stage s,0 otherwise,
Rj : release time of job j ,
Sjs : starting time of job j at stage s,
Cjs : completion time of job j at stage s,
M : is a large constant (M → ∞).

The problem can now be formulated as:

Minimize Cmax, (1)

Subject to: Cmax ≥ Cjs, for all s = 1, . . . , k, j = 1, . . . , n, (2)

Cjs = Sjs + psj , (3)
ms∑

i=1

Xjis = 1, for all s = 1, . . . , k, j = 1, . . . , n, (4)

Cjs ≤ Sj(s+1), for s = 1, . . . , k − 1, (5)

Shs ≥ Cjs − MYhjs, for all job pairs (h, j), (6)

Sjs ≥ Chs − (1 − M)Yhjs, for all job pairs (h, j), (7)

Sj1 ≥ Rj for all j = 1, . . . , n, (8)

Xjis ∈ {0,1}, Yjhj ∈ {0,1}
for all j = 1, . . . , n, i = 1, . . . ,ms, and s = 1, . . . , k. (9)
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The objective function (1) considers the minimization of the makespan and constraints (2)
ensure that the makespan is at least equal to the completion times of the last job. Because
the objective is to minimize the makespan, constraints in this set will be tight at optimality
whenever Cmax is positive. The set of constraints (3) correspond to the computation of the
completion time of job psj being the processing time of job j at stage s. Constraint (4)
ensures that each job is assigned to exactly one machine at each stage. The set of constraints
(5) forces to start the processing of each job only when it has been completed at the precedent
stage. The set of constraints (5) and (6) ensure that only one job is on a machine of a stage
at any one time. When Yhjs = 1, and job h is before job j , the constraint in (6) is trivially
satisfied. Equation (7) requires that the starting time of job j at stage s must be after the
completion time for job h. When Yhjs = 0, indicating that job j is before job h, the constraint
in (7) is trivially satisfied and the starting time of job h at stage s must be the completion
time for job j at stage s to satisfy (6). Constraints (8) bound the job starting times to be after
job release times in the system. Finally, constraint (9) forces both variable Xjis and Yhjs to
assume binary values 0 or 1.

3 The heuristic algorithm

This section presents the proposed bottleneck-based heuristic for the flexible flow shop
scheduling problem. A simple example with 7 jobs and 5 stages, each one containing 3
or 2 identical parallel machines, is also given in order to illustrate the implementation of the
algorithm.

3.1 Algorithm description

The proposed method is inspired by the Theory of Constraints (TOC), which is an easy-to-
understand manufacturing philosophy already implemented in various manufacturing envi-
ronments. TOC states that a local optimum is not an optimum at all, and that the overall
system performance is governed by the bottleneck resource (Goldratt and Cox 1992). The
idea is thus to find the bottleneck stage and to optimize the whole system performance
by exploiting it. The basic approach of our heuristic consists on three steps: (i) bottleneck
identification, (ii) times windows and scheduling of jobs at the bottleneck stage, and (iii)
scheduling of jobs at non-bottleneck stages. The algorithm is now described more in detail.

TOC-based heuristic for flexible flow shop scheduling

1. Identifying the bottleneck stage

– For each stage s, compute the flow ratio FRs = ∑n

j=1
psj

ms
, between the workload and

the total available capacity.
– Select the stage with maxFRs . Let denote SB such stage.
– Compute release times RB

i for each job j from the bottleneck stage SB as the sum of
processing times in the stations before SB .

– Compute the estimated flow for each job j as the sum of flows for all the stages.
– Compute tails to the bottleneck station DB

i for each job j as the difference between
the estimated flow and the sum of processing times in the stations before SB .
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2. Sequencing on the bottleneck stage SB

– Schedule jobs in a list by increasing order of RB
j . If there is more than one job with

the same RB
j , then rank them by increasing value of DB

j . If there is more than one job
satisfying the criterion, then prioritize them by increasing order of processing times.

– Schedule jobs on the machines according with the precedent ranking. If there is more
than one machine available at time t , then assign the next job to the machine with
less workload until time t . Compute starting and completion times for each job on the
bottleneck stage.

3. Sequencing on non-bottleneck stages

– Stages after the bottleneck station: proceed in a similar way as for SB , but job j may
be scheduled as soon as it is completed by the precedent stage.

– Stages before the bottleneck station: in order to respect the delivery time to the bottle-
neck station, jobs are scheduled according to DB

j and RB
j , and processing times criteria

explained in step 2.

3.2 Illustrative example

In order to illustrate the use of the proposed TOC-based heuristic, this section presents an
simple example of a hybrid flowshop with 7 jobs and 5 stages, each one containing 3 or 2
identical parallel machines. Processing times of jobs on each stage are presented in Table 1.

The first step when applying the procedure is the computation of the mean flow ratio for
each stage. Results are presented in the last row of Table 1. We can observe the stage 3 is
the bottleneck stage. Hence, release times RB

j are computed for each job j at this bottle-
neck stage: RB

j = {12,17,20,15,14,13,12}. Tail times DB
j of job j at this bottleneck stage

are also computed: DB
j = {105.5,100.5,102.5,104.5,103.5,104.5,105.5}. Now, jobs are

assigned to the bottleneck station, as shown in Table 2.
So, for job j = 1, which is the first to be executed, we compute R1 = 12 because (p11 +

p12 = 12), and its delivery time is computed as {mean flow time − (p14 + p15)} = 117.5 −
(5 + 7) = 105.5.

The next step in the procedure is to schedule jobs on the stage 2, which is the immediate
predecessor of stage 3. Table 3 presents such schedule.

Following the procedure, jobs are now scheduled on stages preceding the bottleneck stage
until arriving to the first stage. Then, jobs are scheduled on stages following the bottleneck
stage until arriving to the last station. In order to adjust the global schedule, all jobs are

Table 1 Processing times for the example

Stages 1 2 3 4 5

Machines 1 2 3 1 2 1 2 1 2 3 1 2

Jobs

1 7 7 7 5 5 10 10 7 7 7 5 5
2 10 10 10 7 7 10 10 10 10 10 7 7
3 12 12 12 8 8 12 12 7 7 7 8 8
4 8 8 8 7 7 8 8 8 8 8 5 5
5 7 7 7 7 7 8 8 7 7 7 7 7
6 5 5 5 8 8 15 15 5 5 5 8 8
7 9 9 9 3 3 10 10 9 9 9 3 3

Mean flow 19.33 22.50 36.50* 17.67 21.50
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Table 2 Schedule for stage 3, the bottleneck station

j M1 M2 Rj Dj M1 M2 M1 M2 T

[j] Pj1 Pj2 [s, c] [s, c]

1 [1] 12 105.5 10 10 12 22 12

2 [6] 17 100.5 10 10 37 47 37

3 [7] 20 102.5 12 12 38 50 38

4 [5] 15 104.5 8 8 30 38 30

5 [4] 14 103.5 8 8 22 30 22

6 [3] 13 104.5 15 15 22 37 22

7 [2] 12 105.5 10 10 12 22 12

Table 3 Schedule for stage 2, the immediate predecessor of the bottleneck station

j M1 M2 Rj Dj M1 M2 M1 M2 T

[j] Pj1 Pj2 [s, c] [s, c]

1 [7] 7 12 5 5 7 12 12

2 [2] 10 37 7 7 30 37 37

3 [1] 12 38 8 8 30 38 38

4 [3] 8 30 7 7 23 30 30

5 [4] 7 22 7 7 15 22 22

6 [5] 5 22 8 8 14 22 22

7 [6] 9 12 3 3 9 12 12

Fig. 2 Gantt chart for the data of the illustrative example
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shifted to the right so that the first job is started at time zero. Finally, the makespan in
computed. For this example, the makespan is 65. The Gantt chart is presented in Fig. 2.

4 Computational study

For comparison purpose, an experimental study was performed in order to compare the be-
haviour of the proposed bottleneck-based heuristic algorithm with other well-known heuris-
tics for this scheduling problem, as well as with optimal solutions for small instances and
with a lower bound for large instances. The first experiment was performed using the same
instances proposed in Acero et al. (2004). The second study was performed using the same
instances proposed in Sivrikaya Serifoglu and Ulusoy (2004). The description of the exper-
iments in presented next.

4.1 Comparison of the bottleneck heuristic with the optimal solutions and other heuristics
for small instances

A computational experiment was conducted in order to evaluate the performance of the
TOC-based method, and to compare with both the famous shifting bottleneck heuristic
(SBG), and a hybrid shifting bottleneck-local search (SB-LS) heuristic (Pinedo 1994). Al-
gorithms were implemented in C++ language, and tests were performed on a PC Pentium 4
(750 MHz). A total of 7 sets of instances, with number of jobs ranging from 5 to 9, number
of stages ranging from 3 to 5, and number of machines within stages ranging from 2 to 4,
have been generated and solved by the three heuristics algorithms as well as an optimal one.
The processing times of the jobs were randomly generated from a uniform distribution from
1 to 100. These algorithms were evaluated on the basis of the deviation from the optimal
solution using the formula:

dev = Cheur
max − C

opt
max

C
opt
max

× 100. (10)

We were interested in looking into the mean and the interval of deviation from the opti-
mal solution obtained for instance using the 0-1 linear program presented in Sect. 2. It is
to notice that, because of the NP-completeness of the flexible flow shop problem, finding
optimal solutions for large instances is very computationally expensive. For that reason, the
set of instances is limited to a small number of jobs and machines within each stage. These
results are shown in Table 4, together with the worst-case obtained for the tested instances.
Our heuristic outperformed the SBG and SB-LS in 71.4% of the cases. Some makespan
values obtained with the proposed heuristic are a little higher than to the one of the Shifting
Bottleneck algorithm (SBG). When computing the interval of the deviation form the op-
timal solution, we obtain, respectively, makespans of [0, 5.23]; [0, 6.98] and [0, 21.5] for
the proposed method, the SBG and SB-LS heuristics. So that, the proposed method has a
smaller interval of deviation over the total set of instances tested. These results allow us to
conclude that the proposed algorithm produces results comparable with those given by other
bottleneck-based methods proposed by other researchers.

An evaluation of the CPU time requirements of these algorithms is also presented in Ta-
ble 4. The highest value obtained for our heuristic was 0.23 seconds, while those for the
SBG and SB-LS heuristics were 11 and 45 seconds, respectively. It is to note that the com-
putational requirement of our algorithm increases with the number of stages, but it always
takes less time than the others (with a factor between 17.4 and 256.4 times lower).
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Table 4 Comparison with the optimum and with other heuristics for small instances

Instance This paper (TOC) SBG SB-LS Optimum

CTOC
max CPU sec. CSBG

max CPU sec. CSB-LS
max CPU sec. COPT

max

I1 172 0.22 172 9 209 45 172

I2 145 0.22 140 9 161 4 137

I3 181 0.23 172 10 172 4 172

I4 557 0.22 579 11 578 4 541

I5 378 0.17 380 11 451 43 373

I6 198 0.16 202 8 194 3 189

I7 36 0.16 36 8 36 4 34

Average 0.20 9.43 15.29

Max. 0.23 11 45

4.2 Comparison of the bottleneck heuristic with a lower bound and other heuristics for
large instances

In order to compare our algorithm with the Shifting Bottleneck-based heuristics for large in-
stances, a set of experiments was performed using a similar experiment to the one proposed
by Oguz et al. (2004) and Sivrikaya Serifoglu and Ulusoy (2004). The actual values of data
used for this test can be found on the website at http://www.benchmark.ibu.tr/mpt-hfsp.
Problem data files given in such website are named as follows: “nmha‘InstNo’.dat”, where
‘h’ stands for ‘hundred’ and denotes that processing time requirements are from [1,100], “a”
denotes the data set name (which implies that the number of machines at the stages may not
be the same), “InstNo” denotes the number of the problem instance. For example, 52ha1.dat
denotes the first problem of the data set of type “a” with 5 jobs and 2 stages. The results
of this experiment are presented in Table 5. These results were obtained treating instances
including 5, 10 and 20 jobs, as well as 2, 5, 8, and 10 stages for each case. These larger
instances were experimented under same operational conditions than for small ones.

As indicated previously, since the hybrid flow shop problem is NP-complete, obtaining
optimal solutions for large instances in extensive time consuming. Instead of computing
optimal solutions, Santos et al. (1995) developed the lower bound shown below, where the
set of jobs is denoted by J and the set of stages is denoted by M :

LB = max
s∈M

{
min
j∈J

s−1∑

i=1

pij + 1

ms

∑

j∈J

pkj + min
j∈J

k∑

i=s+1

pij

}
. (11)

According to each heuristic’s capability, our algorithm is able to process 20 jobs top as
well as SB-LS one, meanwhile SBG is able to process up to 30 jobs more (50 jobs top in
total), but taking much more time than 5200 CPU seconds. Therefore, it clearly becomes
computationally expensive. In general terms, computational requirements of our algorithm
for treating larger instances increases with the number of stages, as well as in case of small
ones, highlighting it goes on taking less time than SB-based heuristics for delivering Cmax

value for each treatment. The same performance was shown after analyzing results in Table 4
previously. Considering the lower bound computation, last column in Table 5 presents the
values obtained for this lower bound. Comparing the proposed heuristic, we can observe an

http://www.benchmark.ibu.tr/mpt-hfsp
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Table 5 Comparison among heuristics for large instances

Instance This paper (TOC) SBG SB-LS Stage-based

CTOC
max CPU sec. CSBG

max CPU sec. CSB-LS
max CPU sec. lower bound

52ha1 200 0.016 189 1 231 2 182

102ha1 623 0.031 627 1 627 3 623

202ha1 567 0.031 541 4 553 5 541

55ha1 298 0.062 298 1 298 2 293

105ha1 473 0.125 408 4 464 5 374

205ha1 1063 0.125 950 40 1037 14 972

58ha1 579 0.125 478 1 553 3 393

105ha1 707 0.219 734 5 783 6 652

208ha1 1541 0.219 1475 88 1513 28 1397

510ha1 899 0.235 923 7 892 9 824

1010ha1 1475 0.234 1326 128 1367 32 1210

Average 0.129 25.45 9.91

Max. 0.235 128 32

average deviation of 13% from the LB value, having a maximum of 47% and obtained the
same value for one instance.

Motivated by those results, additional experiments were performed in order to analyze
the average deviation of the makespan for large instances given by the TOC-heuristic against
the lower bound in comparison with the other heuristics. The experiment was performed for
20-jobs instances with processing times ranging from 1 to 100 and 2, 5, 8 and 10 stages.
The number of machines at each stage was the same as considered for 20-jobs instances in
Table 5. For each combination of parameters, 10 replications were performed, thus giving a
total of 40 instances for this particular experiment. Results are summarized in Tables 6 and 7.
Table 6 presents the average deviation of the corresponding heuristic computed against the
lower bound, similarly as described by (10). The CPU time (in seconds) is also given in
average. With respect to the absolute makespan value, our algorithm gave a better makespan
in more than 42% of the instances, compared with SB-LS heuristic, and almost 8% com-
pared with SBG. In addition, as observed in Table 6, the maximal deviation of the makespan
given by the proposed procedure, against the lower bound, is about 10%. It is to note, how-
ever, that our heuristic is quite competitive: its makespan is only 6% and 1.8% higher than
the one respectively given by SBG and SB-LS. Besides, a highlight compared with those
heuristic, is that our procedure requires less amount of computational effort for given quite
competitive solutions. The TOC-procedure is, in average, more 99% faster than the other
two heuristics. In addition, it can be seen in Table 7, which presents the results of the hy-
pothesis test for mean differences, that there is no significant difference between heuristics’
performance with a 99% confidence level. These results show the competitiveness of our
procedure compared with other that already exist in the literature.

Using this last experiment, the performance of our heuristic can be compared with es-
timated optima. As stated by Sivrikaya Serifoglu and Ulusoy (2004), the discussion of the
statistical estimation of optimal values for combinatorial optimization problems was pro-
posed by Rardin and Uzsoy (2001) as a way to evaluate the performance of heuristics. The
basis of the estimation method applied here is a result by Fisher and Tippett (1928) about
the distribution of least values, which briefly states that the least of M random variables with
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Table 6 Average values the 10-replications experiment among heuristics for large instances

No. of stages This paper (TOC) SBG SB-LS LB (avg.)

% dev CPU sec. % dev CPU sec. % dev CPU sec.

2 2.6% 0.017 0.1% 5.5 0.5% 6 495.1

5 9.9% 0.0793 0.5% 59 8.0% 21 1075.6

8 8.2% 0.1424 3.5% 155.6 7.4% 36 1299.6

10 10.7% 0.15 6.3% 239.1 8.7% 51 1309

Table 7 Summary of results of the hypothesis test for the 10-replications large instances experiment

Mean values for makespan 99% confidence intervals

This paper SBG SB-LS TOC versus SBG TOC versus SB-LS

(TOC) Lower value Upper value Lower value Upper value

2 stages 507.4 480.9 498 −7701.92 7754.917 −7156.179 7174.979

5 stages 1183.2 1081.1 1161 −19636.6 19840.75 −19743.54 19787.94

8 stages 1406.2 1345.7 1394.4 −24263.6 24384.61 −20125.18 20148.78

10 stages 1449.4 1392.4 1423.1 −21252.8 21366.75 −19494.33 19546.93

a common distribution on real numbers greater than or equal to a is asymptotically distrib-
uted Weibull with a being the location parameter. For the estimation process, K independent
samples each consisting of Tk objective values are obtained. Let zi be the minimum value
of sample i, i = 1, . . . ,K . These sample minima, assumed to be independent, are sorted so
that z(1) ≤ z(2) ≤ · · · ≤ z(K). As shown by Zanakis (1979), the location parameter a of the
Weibull distribution can then be estimated as:

â = z(1)z(K) − z2
(2)

z(1) + z(K) − 2z(2)

. (12)

This estimate of a also provides an estimate of the optimum solution value.
Ghashghai and Rardin (1998) make use of the solutions generated by their GA algo-

rithm to estimate the optima for the problem of finding sub-graphs that meet survivability
requirements. Ovacık et al. (2000) integrate such an estimation procedure with a simulated
annealing heuristic and apply it on a single machine maximum lateness problem with se-
quence dependent set-up times. Sivrikaya Serifoglu and Ulusoy (2004) used the estimation
technique to analyze a particular multiresource flowshop problem with resource utilization
constraints.

Here, estimated optima analysis is applied to the 10-replication 20-jobs instances with
processing times ranging from 1 to 100, as described previously. Table 8 summarizes the re-
sults. The column % dev corresponds to the deviation from the estimate computed using (10)
as previously explained. These few experiments show that the deviation, in percentage, of
the proposed TOC heuristic from the estimated optimum makespan values is ranging from
15% to 27%, with being 20% the average.
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Table 8 Comparison of TOC
procedure against estimated
optima for some large instances

Stages Avg. CTOC
max (this paper) Estimated optima (Ĉmax) % dev

2 507.4 415.4 22%

5 1183.2 928.5 27%

8 1406.2 1226.6 15%

10 1449.4 1253.5 16%

Average 1136.5 956 20%

5 Concluding remarks

The proposed bottleneck-based algorithm for the flexible flowshop problem produces results
comparable with those proposed by other researchers. The performance of the proposed
procedure was shown to be statistically similar to the Shifting Bottleneck-based procedures
of the literature. Since it uses a strategy based on well-known principles of the Theory
of Constraints (TOC), the proposed heuristic is simple to use and simple to understand
by practitioners. In particular, by exploiting the bottleneck stage, our algorithm looks at a
global system optimization driving to a better utilization of production resources, instead to
use ranking rules normally employed from the parallel machine environment, as suggested
by other researchers (i.e. LPT-based). Further work can be performed on to relax some
constraints of the conventional FFS problem (i.e. including limited inter-stage storage or
considering explicit transportation times) in order to adapt the algorithm to more real-life
production scheduling problems.
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