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Abstract An interleaved integration of the planning and scheduling process is presented
with the idea of including soft temporal constraints in a partial order planner that is being
used as the core module of an intelligent decision support system for the design forest fire
fighting plans. These soft temporal constraints have been defined through fuzzy sets. This
representation allows us a flexible representation and handling of temporal information. The
scheduler model consists of a fuzzy temporal constraints network whose main goal is the
consistency checking of the network associated to each partial order plan. Moreover, we
present a model of estimating this consistency, and show the monitoring and rescheduling
capabilities of the system. The resulting approach is able to tackle problems with ill defined
knowledge, to obtain plans that are approximately consistent and to adapt the execution of
plans to unexpected delays.

1 Introduction

Artificial Intelligence Planning techniques have shown very useful in the resolution of dif-
ferent problems related to logistics and workflow domains, just to cite a few (Biundo et al.
2003). However, many real world problems require the inclusion of an implicit represen-
tation and handling of time for the plans to be correctly executed so that some scheduling
techniques must be imported into a planning framework. But on the other hand, many re-
alistic scheduling problems still require the inclusion of some planning techniques to work
properly (Bartok and Mecl 2003). The work presented in this paper is based on one of these
interdisciplinary domains devoted to mobile workforce management in crisis situations: the
SIADEX project (de la Asuncién et al. 2003, 2005). Ithough the techniques being devel-
oped in this project are devoted to the assisted design of forest fire fighting plans, they are

This work has been partially supported under the project MCyT TIC2002-04146-C05-2 and the contract
NET033957 with the Andalusian Regional Government.

M. de la Asuncion - L. Castillo (2<) - J. Fernandez-Olivares - O. Garcia-Pérez - A. Gonzalez - F. Palao
Dpto. Ciencias de la Computacion e Inteligencia Artificial, ETSI Informética, Universidad de Granada,
18071 Granada, Spain

e-mail: L.Castillo@decsai.ugr.es

@ Springer



392 Ann Oper Res (2007) 155: 391-415

general enough so as to be of application to other crisis management domains either in
military frameworks (operations planning (Wilkins and Desimone 1994), air campaign de-
sign (Myers 1999) or noncombatant evacuation operations (Munoz-Avila et al. 1999)) or in
civil frameworks (oil spills (Bienkowski 1995), floods (Biundo and Schattenberg 2001) or
forest fires (Avesani et al. 2000; Cohen et al. 1989)). In these real domains one must con-
sider many different techniques but this paper focuses on two of them that are particularly
relevant.

On the one hand, there is a need to integrate planning and scheduling techniques so that
intelligent decision support systems are able not only to reason about action and changes,
but also about time and resources.

On the other hand, in order to solve this kind of problems it is necessary to consider a
flexible representation and handling of time. Temporal planners (Bacchus and Ady 2001;
Do and Kambhampati 2001; Haslum and Geffner 2001; Smith and Weld 1999) use a rather
rigid notion of time in the sense that time and durations are assigned and compared taking
into account only strict equality. Hence these temporal planners may only be applied to
problems where temporal knowledge is sharply defined and resulting temporal plans have
to be executed exactly in the time line defined by the planner since, otherwise, the plan will
fail. Let us suppose that in a forest fire episode, two fire fighting brigades are expected to
arrive to the waiting area exactly at 10:00 am, but they arrive at 10:05 am and 10:10 am
respectively. Is the plan still valid?

In many real applications the temporal bounds of activities, like deadlines or durations,
are implicitly considered as flexible bounds at some extent, that is, they are not a rigid
matter because of incomplete or vague knowledge or preferences, unpredictable behaviors
or execution errors. Therefore this paper presents MACHINE? ¥, an extension of a previous
work of the authors (Castillo et al. 2001), based both on the use of an interleaved integration
of the planning and scheduling processes and on the representation and handling of soft
temporal constraints. For example, when one makes a plan in order to transport by truck
a fire fighting brigade to a forest fire, one doesn’t know the exact time needed to activate
the members of the brigade, nor the exact time that the drive takes to complete the route by
truck, nor the exact time of arrival at the waiting area. Instead, all these temporal constraints
are roughly defined, but these plans can easily be designed by an expert. So this paper
explains how to represent these soft temporal constraints and how to include successfully
soft constraint handling procedures into a planning framework.

Soft constraints have been defined by means of fuzzy sets (Dubois et al. 2003), a very
expressive formalism to represent imprecision and preference of the user when he/she uses
soft temporal constraints. Hence, the basic representation of the temporal knowledge will be
a Fuzzy Temporal Constraint Network (FTCN) (Vila and Godo 1994b; Marin et al. 1997).
This also allows the planner to build plans based on vague temporal constraints of the form:
“the action of driving the truck will take about 100 time units” or “action a must be delayed
more or less between 20 and 30 time units after action b”. This type of “soft constraints”
provide several advantages:

e It is possible to model domains in which temporal knowledge is vaguely defined and to
obtain temporal plans of practical use for these domains.

e It becomes a very interesting approach in time critical problems, like crisis management,
space missions or complex scheduling problems, where execution times are very tight
and perhaps a solution that completely meets the temporal constraints is not possible and,
instead, a relaxation of the constraints is feasible and an approximate solution could be
found.
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e A temporal plan built on top of a FTCN is not a single solution, but a class of possible
solutions, i.e., a set of solutions for which the set of actions is always the same, but their
temporal interleaving might slightly change from each other. In fact, slightly different
temporal schedules of the same set of actions might be obtained by a solution extraction
procedure as explained in the paper. This flexible representation of plans would allow to
adapt to possible delays during the execution of the plan without the need to re-plan a
new sequence: let us suppose that a sequence of actions has been designed and that it has
already started its execution, if an unexpected delay occurs, it is still possible to obtain
a new time line for the remaining of the plan just by changing to an alternative schedule
able to adapt to the existing delay.

The basic process of MACHINE” ¥ is a partial order model in which at every step the
plan being designed by the planner is passed to the scheduler module in order to determine
its consistency. An inconsistent plan is immediately detected, even prior to complete all its
actions, and rejected. In the case of consistent plans, since the consistency in a FTCN is a
degree matter the degree of temporal consistency is used by the heuristic of the partial order
planner in order to search plans appropriate to the preferences of the user. The problem of
an efficient estimation of the consistency is addressed through the calculus of optimistic and
pessimistic bounds of the consistency.

The paper is organized as follows. It does not discuss the domain of crisis management
(forest fires) in detail, instead, it is focused on the techniques underlying the approach to
integrate planning and scheduling and to represent and handle soft temporal constraints. For
a more general description of SIADEX, see de la Asuncién et al. (2003, 2005). After giving
a description of the integration of planning and scheduling we have used in Sect. 2, we first
describe in Sect. 3 how the fuzzy sets are used as a model of knowledge representation, and
then turn in Sect. 4 to the description of the scheduler process based on the use of FTCN
and the problem of estimation of the consistency for these networks is addressed. Section 5
shows the monitoring and rescheduling capacities of MACHINE” 7 and an example of the
process. Section 6 presents a monitoring example and Sect. 7 concludes.

2 Integration of planning and scheduling

The main goal of this work is the representation and handling of soft temporal constraints
in a partial order planner. Moreover, we are interested in the application of the model to
real problems, like the assistance to experts in the task of designing forest fire extinction
plans described above in the context of the SIADEX project. Therefore, a flexible enough
handling of time in the complete process is needed.

Thus, in order to successfully deal with temporal constraints, the planning algorithm
should be extended to cope with some temporal reasoning capabilities that traditionally
belong to scheduling systems like constraint posting and propagation, consistency checking
or solution extraction. In the literature, there are mainly two families of architectures for the
integration of planning and scheduling. On the one hand (Fig. 1) a planner and a scheduler
execute one after the other in a waterfall model. This model is easier to implement but has
many drawbacks mainly related to backtracking points between both isolated systems.

Instead, we have followed an interleaved integration (Fig. 2) where part of the decisions
of the scheduler have been introduced intimately into the planning engine.

The main idea of this integration model is to allow the collaboration between the planner
and the scheduler in order to search the best plan for the problem. After every step of the
planning engine the current plan under construction is sent to the scheduler. It checks the
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Fig. 2 An integrated model of planning and scheduling

temporal consistency of the constraints associated to this current plan, and this information
is used by the planner to reject the plan, in the case of inconsistency, or to follow with the
refinement of this plan, in the case of a consistent plan. Therefore, the integration between
planner and scheduler overcomes the backtracking problems of the former approach so that,
for example, an inconsistency of the constraints makes the planner to backtrack immediately.

Another important point is the inclusion in the partial order planner of temporal infor-
mation in the way of soft temporal constraints. Some examples of these constraints are the
statement of a makespan, the duration of actions, the temporal distance between pair of
actions or deadlines goals.

In the next section we propose an extension of the knowledge representation of our plan-
ner MACHINE (Castillo et al. 2001), a partial order causal link based planner (Weld 1994),
able to deal with soft temporal constraints.

3 Extending the knowledge representation
The starting point to be addressed when extending a planning model to account for new

knowledge is its model of actions, that is, the way the planning framework represent changes
in the world. Other issues to be defined are the definition of problems and the definition of
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plans. In this case, we have extended the basic model of action of our planner MACHINE
(Castillo et al. 2001) (basically the same than PDDL 2.1 (Long and Fox 2003b)), to allow
the representation of fuzzy temporal constraints.

3.1 Representing and handling fuzzy temporal constraints

Planning for real problems is nothing without a valid execution of the plan, and this often
implies the need to deal with temporal constraints if one wants to obtain a realistic solution.
There are several examples in the literature that have defined approaches to deal with these
constraints (Do and Kambhampati 2001; Haslum and Geffner 2001; Smith and Weld 1999),
however, in many real problems, some (or many) of these constraints are not rigidly defined.
This lack of rigidity appears in several different ways.

Let us consider that we have designed a plan to carry a fire fighting brigade from
one location to another including transportation and loading and unloading their tools.
Let us suppose that the maximum duration for the unloading operation is 60 time units
and the whole makespan is 240 time units maximum. A rigid interpretation of tem-
poral constraints would imply a chain of execution failures if the unloading of tools
and material takes 61 time units and the makespan finally grows up to 243 time units,
and also, in the case of more complex plans, it will surely raise important questions
about the causal correctness of the remaining plan. In real life, and depending on ac-
ceptance criteria, this relative delay could be acceptable if nothing else can be done
and the goal is finally achieved. Perhaps an interval based representation could be
appropriate and we could accept that the duration of the unloading could be repre-
sented like [60 — §;,60 + §;] and the makespan like [0,240 + &,] where §;,8, de-
pend on acceptance criteria. This interval based representation has been used in the lit-
erature as a valid means to deal with temporal imprecision or temporal preference in
planning systems (Laborie and Ghallab 1995; Muscettola 1994), however it presents
some drawbacks that need to be clarified. Let us suppose in the previous example
that §; = 2 and 8, = 4. This would make the execution of the previous plan accept-
able, but it would also allow the planner to accept a longer plan with a makespan of
say 244.

However, this does not reflect exactly the desires of the user when he relaxed the re-
strictions. A relaxation of the temporal constraints is not only a widening of the bounds
of the constraint, but also a distribution of his preference. In the example, he accepts a
makespan between 240 and 244 but, and this is the most important, not all of them are
equally preferred, the planner should give priority to plans whose makespan is closer or un-
der 240 time units. At this point it is clear that an interval based representation is not able
to represent this information and, therefore, it does not seem expressive enough to represent
appropriately the semantics of a relaxation of the constraints in a planning and scheduling
framework.

In order to solve this representation problem, we propose the use of fuzzy intervals to
model the concept of soft temporal constraints in a planning and scheduling framework as
a more expressive formalism able to represent the preferences of the user when he relaxes
a temporal constraint, so that the initial constraint represents what the user desires, with the
highest priority, and the relaxed constraint represents what the user would admit in the case
that his desires cannot be satisfied and giving priority to the values closer to the initial sat-
isfiability. A fuzzy interval, like that shown in Fig. 3a, is able to represent this information
by means of its membership function w, i.e., the degree of satisfaction of a temporal con-
straint over the time line (Dubois et al. 1993). Initial satisfiability is represented as the set of
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values ¢ such that u(7) = 1, that is, the strict desires of the user. The soft constraint is repre-
sented as the set of values ¢ such that 0 < u(t) < 1, i.e., those values that are admissible and
that are ordered in preference to the initial satisfiability, and finally, those values ¢ such that
u(t) = 0 are not admissible at all, that is, the user cannot admit these values in any case.
Therefore, the preferences of the user regarding a relaxed and flexible temporal constraint
C are perfectly represented by the following membership function

VieT, uc(t)=aqa,

where « € [0, 1] represents the degree of user satisfaction of the constraint C. This model
of soft temporal constraints implies a certain degree of controllability of the duration of
actions, since during their execution, the executive (human or computer) may be required
to shorten or enlarge its duration to better fit the overall temporal constraints. However, the
model is also subject to the occurrence of exogenous events that might modify the duration
of an action. Exogenous events are not controllable, that is, they fall outside of the scope of
the executive, but the approach described in this paper is able to monitor these exogenous
changes and to suggest the executive to modify the duration of subsequent actions in order
to accommodate to possible delays while maintaining consistency.

This idea of constraint relaxation is well known in many constraints satisfaction prob-
lems approaches (Dechter 2003) and it is the main motivation of this paper for dealing with
fuzzy sets. In particular, the remaining of this paper assumes the use of convex trapezoidal
fuzzy subsets like the fuzzy subset F' shown in Fig. 3b that will be noted as tuple with their
respective points F = (a, b, ¢, d). Obviously, this fuzzy notation may also be used to rep-
resent crisp subsets, i.e. subsets with no relaxation at all, for example, the tuple (b, b, ¢, ¢)
represents the classic strict interval [b, c].
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In particular, the different types of fuzzy temporal constraints that will be used are shown
in Figs. 4, 5 and 6, where in all the cases the value § encodes the admissibility limits for each
constraint, and it may also be different for each side of the fuzzy set.

3.2 Actions, preconditions and effects

An action @ in MACHINE” ¥ is represented taking into account the following issues.

e It is represented by means of two time points, namely start(a) and end(a).

e An action has effects, that is, changes in its environment and every effect takes some time
to be achieved. This time may not be precisely known, so it is represented as the fuzzy
temporal constraint “about 7, time units” (Fig. 4) or “more or less between ¢, and f, time
units” (Fig. 5) that must be between start(a) and end(a). This knowledge represents a
flexible constraint where the initial constraint has been relaxed through a parameter §.
Obviously, if the delay is strictly bounded and the user doesn’t permit the relaxation then
§=0.

e An action has preconditions, that is, conditions that have to be made true by the effect
of another action prior to its execution. Since effects take some time to be achieved this
is one of the main source of (soft) temporal constraint posting between actions. Let us
consider that the condition f of action « is satisfied by the effect f of action b that takes
“about 7, time units” to be achieved. Then there must be a (soft) temporal constraint that
enforces start(a) to be “more than ¢, time units” after start(b) (Fig. 6).

e Actions have a duration that may be either unlimited (although it is calculated during the
planning process) or bounded, that is, they may have a maximum duration (maxbound)
allowed specified in terms of “less than maxbound time units” (Fig. 6). All the actions
have an minimum duration, that is, the duration required to obtain all its effects.

Then, the domain of a planning problem is the set of actions available to solve that prob-
lem.

Example 1 This example, inspired in zeno problems of the international planning compe-
tition (Penberthy and Weld 1994; Long and Fox 2003a), presents a transport problem in a
crisis situation. The problem, depicted in Fig. 7 consists in carrying two fire fighting brigades
from their respective bases (i.e., city-a and city-b) to the crisis scenario (city-c). In order to
do that, a helicopter able to transport one brigade must be used. This helicopter has its base
at city-a and must pick up brigade-1 and brigade-2 and carry them to city-c. The helicopter
may fly at two different speeds: a slow speed (named fly) that takes “more or less” 10000
time units to travel from city-a to city-c and a fast speed (named zoom) that takes “more or
less” 7000 time units. In addition to this, brigade-1 must reach city-c before 7500 time units
from the begining of the plan (fuzzy temporal reference (0, 0, 7500, 7600)), but brigade-2
does not have any deadline.
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Fig. 7 A transport domain inspired in the domain Zeno
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(:agent helicopterl
(:states (ground flying norefuel refueling
noboard boarding debarking))
(:action fly
:parameters (?cityl ?city2)
:max-duration (6900 7000 7000 7100)
:pre-condition
(and (helicopter-at helicopterl 7cityl)
(refueled helicopterl)
(state helicopterl ground))
:sim-condition
nil
:effects
(and ((not (helicopter-at helicopterl ?cityl)) (0 0 0 0))
((not (state helicopterl ground)) (0 0 0 0))
((not (refueled helicopterl)) (6900 7000 7000 7100))
((helicopter-at helicopterl ?city2) (6900 7000 7000 7100))
((state helicopterl flying) (0 0 0 0))))
:action refuel
:parameters nil
:max-duration (75 100 100 225)
:pre-condition
(state helicopterl norefueling)
:sim-condition
(state helicopterl ground)
:effects
(and ((not (state helicopterl norefuel)) (0 0 0 0))
((refueled helicopterl) (75 100 200 225))
((state helicopterl refueling) (0 0 0 0))))

~

Fig. 8 The structure and part of the domain of the travel domain of Example 1. All the available actions
for the helicopter are shown. Note that there are two modes of flight depending on their speed: a fast flight
(zoom), that takes shorter, and a slow flight (fly), that takes longer

In this case, the domain representing all possible actions is represented in Fig. 8. The
operation of the helicopter is represented as a finite state automaton at the top of the figure,
showing all possible states for the helicopter. The figure also shows the representation of
actions fly and refuel with their respective preconditions and effects.

As can be seen, the helicopter must fly at its maximum speed to meet the given constraints
to reach city-c since flying at the minimum speed would be too slow to meet the constraint
imposed on the transportation of brigade-1. This is depicted in Fig. 9 where the initial part
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Fig.9 A soft temporal plan for part of problem of Example 1 under the deadline constraint (0, 0, 7500, 7600)
for brigade-1 to be at city-c. Every action is labeled with its respective execution time as a fuzzy temporal
reference

of the plan devoted to carry brigade-1 is shown. There may be seen that the refuelling action
may be executed in parallel with the boarding of the brigade and its equipment and also
that the plan finally ends a bit earlier than required (7200, 7401, 7500, 7600), that is, the
earliest ending time is 7401 time units although, in the case of an unexpected delay, it could
be delayed up to 7500 time units with the highest possibility degree.

3.3 Problems

Problems are stated like a conjunction of subproblems (literals) that must be solved, so the
planner must design a sequence of actions from the domain that achieve these subproblems.
In the domain of Example 1 a possible goal would be (at brigade-1 city-c) to
find a plan for a trip from city-a to city-c. However, a problem may also include soft
temporal constraints.

e Deadlines. Some of the literals have to be achieved at a given time. Deadlines are ex-
pressed as a soft constraint in any of the forms shown in Figs. 4, 5 or 6. For example the
deadline goal

(at brigade-1 city-c) AT (llpm-§,1lpm,llpm,l1lpm+§)
might be used to require Brigade-1 to arrive in city-c “more or less at 11 pm”.

e Makespans. The total length of the plan may also be restricted by means of a soft temporal
constraint like any of the ones shown in Figs. 4, 5 or 6. An example could be to find a
plan with “approximately less than or equal to 7500 time units”.

3.4 Plans

Plans are a partially ordered sequence of actions and in MACHINE” ¥

a Fuzzy Simple Temporal Constraint Network.

they are deployed over

Definition 1 AFTCN N = (X, C) is composed of a set of variables X = { X, X1, ..., X,11}
and a set of fuzzy binary temporal constraints defined between them C = {C;;|0 < i, j <
n + 1} (Marin et al. 1997).

Every variable X; is a crisp variable whose domain is the real time scale 7. Variables
Xo and X, are two dummy variables used to represent the beginning and the end of the
network. Every fuzzy binary constraint C;; restricts the possible relative values of X; and
X;,ie., X; — X; < C;;. Every constraint C;; is defined as any of the types shown in Figs. 4,
6 or 5 is represented by a possibility distribution 7;; over the continuous time scale 7. In
the framework of MACHINET”, a FTCN is used to represent a fuzzy temporal plan where
every variable represents the execution time of one of the actions of the plan and every fuzzy
binary temporal constraint is posted during the resolution process every time that an action
solves a subgoal or when actions are reordered to avoid interferences between them, as will
be explained later. Figure 9 shows a soft temporal plan where the annotations under each
action a represent the soft constraint defined for start(a), i.e., Cggri(a),0 in the FTCN.
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4 The scheduler

The scheduler module we used in Fig. 2 takes as input a partial plan. This partial plan is the
current plan under construction by the planner, that can be even an plan with some actions
missing, and the main idea is to check the temporal consistency of this plan. That is, the main
goal of the scheduler is to study if there are solutions to the constraints set associated with
the partial plan. Therefore, in a first step the scheduler generates the FTCN of the partial
plan, analyzes and propagate all the constraints, and finally it gives as output information
about the consistency of such network.

4.1 Fuzzy temporal constraint network concepts

In this process it is very important to take into account the fuzzy representation of the tem-
poral information we have used. Thus, we can see how in a soft temporal plan, like the
one shown in Fig. 9, we don’t represent a unique solution but a set of solutions such that
all of them have the same actions, but they might be scheduled for execution in different
orders, all of them consistent with the FTCN of the temporal plan. This is very important
since during the design of the plan, MACHINE” ¥ does not commit to assign a precise ex-
ecution time for every action like most temporal planners (Do and Kambhampati 2001;
Haslum and Geffner 2001; Smith and Weld 1999). This excess of commitment would make
the planner to increase the number of backtracks. Instead, MACHINE? ¥ maintains only the
consistency of the soft temporal plan without committing to a crisp solution. Only at the end
of the planning process, a ground solution is found and scheduled for execution.

In other words, a crisp solution to a FTCN is a tuple of crisp values s = (xg, ..., Xy+1)
which represents an assignment of the form X; = x;,x; € T. In the framework of MA-
CHINETF | a solution is an schedule of its actions, that is, an assignment of a crisp execution
time for every action of the plan that may be used to execute the plan in practice. The set
of solutions of a FTCN may be easily obtained by a solution extraction procedure (Fig. 11)
and every solution has a degree of consistency which quantifies how accurate the solution is
with respect to the constraints of the FTCN.

Definition 2 A o -possible solution of a FTCN N is a tuple s = (xg, X1, ..., X,+1) that veri-
fies that w5(s) = o and

ws(s) = min m;;(x; — x;). (H
0<i,j<n+1

Additionally, the most accurate solution that could be obtained from the set of solutions to
a FTCN is given by the following value «, that may be used as a measure of the “goodness”
of the FTCN (the fuzzy temporal plan).

Definition 3 A FTCN is a-consistent if the set of possible solutions § € R"*? verifies

supms(s) = o 2)

seS§

Example 2 Table 1 shows a possible solution for the fuzzy plan of Fig. 9. This solution is
1-consistent, meaning that all the constraints have been completely satisfied.

Table 2 shows an alternative solution of the same plan but now the consistency is 0.73,
meaning that some constraints have not been completely verified. In this case there is only
one constraint that is not completely satisfied, and this one is the constraint between actions
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Table 1 A consistent solution

OB CB REFUEL STOP-REFUEL ZOOM STOP oD CD END o

1 201 1 101 201 7201 7201 7401 7401 1

Table 2 A 0.73-consistent solution

OB CB REFUEL  STOP-REFUEL ZOOM STOP  OD CD END o

1 201 1 180 300 7340 7340  7526.6  7526.6  0.73

OD (Open Debarking) and CD (Close Debarking). This solution could have been obtained
after the happening of some delay that make impossible the previous solution (in this case it
is produced by a delay of action OD).

The equivalent to the classical (or not fuzzy) situation is the 1-consistency, or we can say
only consistency. The inconsistency is related to the absence of solutions (o = 0). When the
network is 1-consistency then the distribution g is normalized, that is, there is at least a
solution that completely verifies the desires of the user, although there may also be solutions
with a different and intermediate consistency value.

In the framework of MACHINE'?, the meaning of the value « is a generalization of the
motivation for using fuzzy sets and it needs a further explanation. MACHINE” ¥ is determin-
istic, that is, all the plans found are valid to solve the problem, so the main difference be-
tween all possible valid plans is the degree of satisfaction of the soft temporal constraints o.
Those valid plans with the highest value, « = 1, are those plans such that there is at least
a solution (schedule) that satisfy completely the desires of the user. On the contrary, those
plans such that 0 < o« < 1 are admissible plans, that is, plans that contain at least one ad-
missible solution (schedule) that doesn’t satisfy the original desires of the user but they still
satisfy the constraints of the user at some degree greater than 0.

In this way, the consistency can be considered as a quality measure of the partial plan
since reflects the desires of the user. In order to study the consistency of a network, next we
present some previous concept and results described in (Marin et al. 1997).

Definition 4 Two FTCN A and M with the same number of variables are equivalent if and
only if every o -possible solution of one of them is also a o-possible solution of the other,
that is,

md () =g (s),

where 7 é\' and 7w} are the distribution associated with the fuzzy sets of the possible solutions
of the FTCN A and M respectively.

An FTCN M is said to be a minimal network if its constraints are minimal, regarding
inclusion, with respect to all its equivalent FTCNs . The constraints M;; of the minimal
network are obtained by means of an exhaustive propagation of constraints, through the
following expression:

n+1
M;;=()L*
ij— ij’
k=0
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Fig. 10 Constraints propagation for k=0 to n+1
for i=0 to n+1
for j=0 to n+1
M;; = My; 0 (Mg, © My;)
If M;; = mp then the network is inconsistent

where ij is the constraint induced by all the paths of length k that connect variables X;
and X ;:

= CE e i St Lig=i i = j,

1011 ,,,,, ik : :Llp 1sip*

The network N is inconsistent if and only if its minimal constraint is the empty distribu-
tion, that is 7r4(x) = 0 Vx € R. The network is consistent (or 1-consistent) if and only if the
constraints M;; are normalized. The degree of consistency of the network is calculated by

a= sup mwg(s)= sup min ;(x; — Xx;),
seRM+2 seRn+2 0<i,j<n+1

where each 7;; is associated the minimal constraint between the variables X; and X ;.
The minimal network always verifies

M;; CMy®M;, i, jk<n+l.

This means that a new constraint propagation process would not provide any additional in-
formation on M;;. In our case, the minimal network will be used to detect the consistency or
inconsistency of the network. The algorithm to calculate the minimal network (see Fig. 10)
is a fuzzy generalization (Marin et al. 1997; Vila and Godo 1994a) of the shortest-path al-
gorithm proposed in (Dechter et al. 1991).

As the constraints have been defined as trapezoidal fuzzy numbers, we can easily ma-
nipulate them using the well known arithmetic described in (Dubois and Prade 1978). Thus,
by using normalized trapezoidal fuzzy numbers this minimization algorithm is executed in
polynomial time. The fuzzy operation required are:

(a,b,c,d)® (e, f,g,h)=(a+e,b+ f,c+g,d+h),

(a,b,c,d)N (e, f, g, h) = (max{a, e}, max{b, f}, min{c, g}, min{d, h}).

Finally, other important concept that we use in the interpretation of the use of the FTCN
in the planning process is the independence between network variables.

Definition 5 Two variables X; and X ; belonging to a FTCN \ are independent if and only
if the minimal constraints M;;, M;o and My; verify M;; = M;o @ My, Vi, j.

When the variables are independent then the constraints M;o and M, contains all the
needed information to make variable assignment without consider the rest of constraints.

These results will be used in the next subsection to interpret and estimate the consistency
of a network.
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4.2 Consistency checking

The main goal of the scheduler module is determining the consistency of the network asso-
ciated with the partial plan analyzed by the planner. In the fuzzy case, the consistency of the
network is a degree value. Obviously, a consistency value o = 0 implies the inconsistency
of the network and there are no possible solutions. In other case, the scheduler returns to the
planner a real value between 0 and 1. This value represents the degree in which the desires of
the users are satisfied by the best solution of the network, and therefore it can be interpreted
as a quality measure of the solutions associated with the network. The idea is to integrate
this value in the heuristic function of the search process of the planner. Therefore, the first
step is the calculus of the consistency of the network.

This calculus may seem easy but it poses a difficult question. Given (2), the value of the
maximum degree of consistency « of a FTCN might be a very good source of information
for decision making, but up to now, it cannot be obtained analytically.

In order to obtain the consistency value, we focus on the minimal network M of the
original one. Thus, when all of the fuzzy temporal constraints in the minimal network are
normalized, i.e.,

hgt(mij) =1,
where

hgt(wr) =maxm(t),
teT

the degree of consistency « is equal to 1, that is, there is at least one solution that completely
meets the constraints (Marin et al. 1997) representing the initial desires of the user, otherwise
0 <« < 1 and thus, it is not possible to find a solution that verifies completely all the initial
desires of the user but in any case verifies the soft constraints in a degree. In these cases
some search algorithm like simulated annealing or genetic algorithms could be used to find
that value, but this will degrade severely the performance of MACHINE? ¥ since this process
should be launched to evaluate every possible plan being built.

In the framework of MACHINE’ 7, although the value of o is not known, it may be
bounded and used to guide the search of the planning process. Thus, the idea is to set bounds
to the value of the consistency, and to use these bounds to estimate it.

The algorithm (Marin et al. 1997) described in Fig. 11 allow us to obtain solutions for a
minimal FTCN once the consistency value is a known value.

In any case, we don’t know the consistency value «, and therefore this procedure can-
not be used directly. With the aim of obtaining a pessimistic estimation of the consistency
we propose a greedy algorithm that consists in an iterative procedure that encapsulates the
solution extraction algorithm.

Initially, we take o = 0, and therefore we work on the support sets! of the fuzzy con-
straints of the minimal network. Following the algorithm of solution extraction we select
a value of the support set for each one of the F sets. The set F contains in each step the
possible values of each variable, taking into account the own constraints of the variable and
the new constraints generated by the new assignments made by the algorithm. The selection
procedure is not determined in the algorithm, therefore we have checked different possibili-
ties (to select the minimum value of the support set, the center point of the support set, ...).
The best results have been obtained when we select the minimum value of the mode, i.e.,
the core set of values of a fuzzy set m(A) = {u, ua(u) = 1} (Fig. 12).

IThe support of a fuzzy set A is the set s(A) = {u, u4 (1) > 0}.

@ Springer



404 Ann Oper Res (2007) 155: 391-415

Fig. 11 Solution extraction Algorithm Solution Extraction
let (X, M) a minimal FTCN and o € [0,1],0 < «

Xo=0
for i=1 to n+1
F=((z; & M)

Jj<i
Select z; such that np(z;) > o
X = x;
s = (éb'oeiL'ls e 7wn+l)

Return s, mg(s) > o

Fig. 12 The minimum value of |
the mode of a fuzzy set

Once this value has been selected for each variable, we have a solution that can be evalu-
ated through (1) obtaining a value ;. Now, we know that the value of the consistency of the
network is equal or greater that o, since the consistency is the greatest s for all the possible
solutions.

The next step consists in using again the algorithm of solution extraction but now with
o, as new o parameter. In this case we have selected a random value of the o,-cut of each
F set. Following the same steps as above we obtain a new solution of the minimal network,
and we repeat the process until we obtain oy = 1 or alternatively during a fixed number of
runs. The infeasible solutions (o, = 0) are rejected, and the remaining ones are used to give
a pessimistic estimation of the consistency:

8 =maxmg(sol;)), i=1,...,k,

where sol; are the set of solutions considered by the previous process and k is the number
of runs. Clearly,

& <a.

On the other hand, let us consider the following value
8, = minhgt (my;)

for a minimal FTCN. Now, we are going to prove that this value is an optimistic estimation
of the consistency, that is, o« < §,,.
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Proposition 1 The consistency value « is always equal or less than the value min; hgt (),
that is, @ < §,.

Proof Let §; = hgt (7ry;) the height of the fuzzy number 7;, since my; are trapezoidal fuzzy
numbers

* *
Elxi |7'[(),' ()Ci ) = 8,‘.
We can take as solution
* * * *
8T = (X0, X1 ooy Xpyy)-

Because of the selection process of each x}*
7o (i) < 7wo; (x]°)
for any x;, then
75(s) = min7;; (x; — x;) < minmy (x;) < min g (x;) = ming; = §,
] 1 1 1
and therefore
o =supms(s) <4,. O
s

Moreover, this result can be improved when the variables are independent. For each
constraint My; we consider its modal interval defined by

L; = mod(Mo;)

corresponding to all the elements of the domain whose membership function is equal to the
height of the fuzzy constraints. We define

L:L()XLlX-“XL,,Jr].

When the variables are independent all the element of L are solutions of the network and the
consistency coincide with the value of §,.

Proposition 2 When the variables of the FTCN are all independent then every element s of
L is a §,-possible solution of the network, and

o=34,.
Proof For independent variable we know that
M;; = M;o © My;,

and therefore
M;j = Mo; © M.
By taking a solution

s= (X1, X2, ..., Xu41) €L
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thenx; € L; y x; € L, and
(Xj — .X,') (S mOd(M()j S] M()l')
and
nij(xj — Xl') = min{B,-, 5]}
then
min 7 (x;, x;j) = min{minnol-(x,-), min 7;; (x;, x,—)} =4,
ij i i#0,

and obviously taking into account the selection of the elements of the solution

o=34,. O

For independent variable the estimation of the consistency is really simple, since the
modal interval of the constraints My, define completely the set of solutions. In the general
case, the situation is more complex since the rest of binary constraints need to be taken
into account, and the solution can be obtained outside the set L. In any case, the previous
result gives us an interesting interpretation of the estimation §,. We can say that this is a
rather good estimation since it has been obtained from a simplified model, that is, a model
in which the variables have been considered as independent ones.

In any case, both estimation values §; and §, bounds the unknown value of «

o €[5, 8]

Since the exact value of « is unknown, the centroid of this interval is used to approxi-
mate it. This value is then used by MACHINE?* as a secondary ranking criterion during the
search process, where the primary ranking criterion is the heuristic evaluation function of
MACHINE, that has proven to be very useful in several domains (Castillo et al. 2001). This
implies a deeper integration of planning and scheduling techniques since now the heuristic
evaluation that guides the steps of the planner also takes into account the degree of temporal
consistency in such a way that, given two plans with the same solving power, MACHINET ¥
will choose that with the higher temporal consistency. Next section shows how the planner
handles all the soft temporal constraints.

4.3 Handling soft temporal constraints during planning

The main loop of the planning algorithm is a best first search guided by a ranking function
that takes into account the usefulness of the plan being constructed (Castillo et al. 2001) and
the soft consistency of temporal constraints, as explained before. At every step, a pending
subgoal is selected for its resolution so that either a new action or a existing one are used to
solve it. In both cases new soft temporal constraints are posted to ensure a correct ordering
of actions, propagated by means of an all-pairs polynomial algorithm (Fig. 10), and the soft
temporal consistency of the resulting plan is evaluated and taken into account for its ranking.
Eventually, if some interferences between concurrent actions is detected, this is corrected by
adding new soft temporal constraints to produce a reordering of the actions that avoids the
interference.
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Goal satisfaction Let us suppose that an action a with an effect f that takes “about ¢ time
units”, solves a precondition of an action b. Then the following soft temporal constraint

start(b) > start(a) @ (ty — 8, ty,tp,ty +65)

is posted and propagated (Fig. 10). The satisfaction of a subgoal is recorded in a structure
called causal link in order to avoid that no action that deletes f could overlap in the interval
between start(a) and start(b).

Duration of actions For all actions, either with maximum duration maxbound or not, we
first calculate the following values:

dur™™(a) = max (tp — 8.t tp,tp +8),
flin effects(a) f Forgn s
(—00, —00, +00, +00) (unspecified),
(maxbound — 8, maxbound, maxbound, maxbound + §) (bounded)

dur™(a) = {

and next we post and propagate the following constraint:
start(a) ® dur™ (a) > end(a) > start(a) & dur™™(a).

Deadline goals For every deadline goal g, with deadline (#in — 8, mins fmaxs fmax +6), mean-
ing that goal g must be achieved “more or less between times #yin, and fyax ", Which has been
solved by an action a with its effect f that takes “about 7, time units”, the following soft
constraint is posted and propagated

start(a) = (tmin — 8, tmins fmaxs fmax + 8) © (tf -4, Iy, tfy tf + 8)

Concurrent actions and threats Say that action ¢ with the effect (not f) that takes “about
Ihot(r) time units” overlaps with a casual link from actions a to b with respect to the effect f.
Then, the overlapping must be avoided by reordering the threatening action ¢ by promotion
(putting c after all the effects of b)

start(c) > start(b) ® dur™ (b)
or demotion (putting a after the negative effect of ¢)

Start(a) > start(c) ® (tnot(f) - 8: tm)t(f), tnot(f)v tnot(f) + 5)
With these new capabilities for handling soft temporal constraints, MACHINE” 7 is able to
obtain soft temporal plans like that shown in Fig. 9 by means of the solution extraction pro-
cedure shown in Fig. 11 and execute the plan. However, there are some additional features
that must be mentioned.

5 Monitoring and rescheduling
One of the advantages of MACHINE ¥ is that the underlying FTCN in a fuzzy temporal plan
may be used to monitor its execution and to reschedule part of the plan in the case that a

delay has occurred during its execution but maintaining the causal structure of the plan. In
the case of MACHINETF there may be three different types of delays.
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1. Initialization
e Given IT = {ao,a1,...,an+1} a fuzzy temporal plan
e C=0Pand Q=10
e Initialize TIME

2. Design a possible time line T'

e Fix the execution time for every action in C' and consider TIMFE to be the
execution time for every action in @

e Use the solution extraction procedure to obtain a time line s = {z;|a; € [IU Q}
with a degree of consistency o = wg(s) given by equation 1 so that action a; is
scheduled to be executed at time x;.

3. Monitoring the execution

(a) If II and @ are empty then SUCCESS
(b) For every action a; € II such that z; = TIME
e Extract aj from IT
o If preconds(a;) are true in the environment, then execute a; (C' = CU{a;})
e Otherwise delay a; (Q = QU {a;})
(c¢) Advance TIME in ATIME
4. If Q # 0 then monitor the queue.

(a) For every action a; € Q
e If mo;(TIME) = 0 then ERROR: TIME OUT
o If preconds(aj) are true in the environment, then extract a; from @ and
execute a; (C = CU{a;})
(b) Go to Step 2

5. Go to Step 3

Fig. 13 Monitoring algorithm for fuzzy temporal plans

1. Local delays. They are delays that only affect locally to an isolated branch of the temporal
plan without affecting the remaining actions. This is the easiest case since it could not
affect deadline goals or makespans which depend on more global temporal constraints.
In these cases, a new reschedule may be found only for the actions of the affected branch
leaving the remaining schedule unaltered.

2. Global delays. They are more important since they may affect all of the remaining ac-
tions and deadline goals or makespans might also be affected and hence, a whole new
reschedule might be needed.

3. Infeasible delays. When an action a; has been delayed more than it is acceptable even
taking into account the existence of soft temporal constraints, i.e., o, (delay) = 0, then
no reschedule is possible and the possibility of re-planning should be considered.

The algorithm to monitor the execution of fuzzy temporal plans is shown in Fig. 13. It
uses the set of actions of the plan still to be executed I1, a set of already executed actions C
and a queue of delayed actions Q, that is, actions that should have executed before but they
are not able to execute because, for some reason, some of its preconditions have not been
achieved yet by their producing actions. The variable TIME is used to track the evolution
of the schedule. It works as follows. The monitoring procedure defines a tentative schedule
by obtaining a solution with maximal consistency. If nothing goes wrong (Q = ¥), every
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action whose execution time equals to TIME and whose preconditions have already been
satisfied, is executed and the variable TIME is increased to the earliest execution time of the
remaining actions in IT.

However a delay (either with local scope or global scope) might occur at time TIME, that
is, some of the effects of an action might take longer than expected producing the delay of
all of the actions that had been scheduled to time TIME but that have that missing effect in
their preconditions. In this case, delayed actions are included in the queue Q and variable
TIME is continuously increased by a minimum ATIME producing, in every iteration, a re-
computation of the schedule for actions either in Q or I1. This reschedule of the remaining
actions in the plan is needed to propagate the delay of the actions in Q to any future action
that could have any temporal constraint relative to them. This procedure allows to readapt
the schedule to the detected delay. It must be said that, in the case of delays, since new
schedules are being continuously obtained to fit the delay, the consistency o of the sched-
ules may decrease due to the violation of any fuzzy temporal constraint but it will still be
acceptable whenever o > 0. The extreme case is when the accumulated delay is completely
unacceptable and the consistency of the schedule is 0. This is detected in step 4 when the
variable TIME takes an infeasible value for some action a; such that 7y ; (TIME) = 0.

This capability for monitoring fuzzy temporal plans is very useful in realistic domains.
One could have argued that this could have also been achieved by obtaining a rigid temporal
plan and executing it in a flexible manner, however this would pose severe questions on the
consistency of the explicit delay of an action since it might produce unsolvable flaws with
respect to future actions causally dependent of the delayed action or produce any unexpected
interference with the effects of other concurrent actions. In the case of MACHINE” ¥, the
delay of actions in order to flexibly modify a previous schedule is a safe process since it
is based on the fuzzy temporal constraints explicitly included in the plan, which have been
obtained taking into account the existence of threats and causal relations between actions,
as explained in previous sections. Hence, no feasible delay nor reschedule obtained on the
basis of the FTCN of the plan could produce an unexpected interference between parallel
actions, either on local delays or global delays.

6 An example

The following example shows the monitoring of the plan in Fig. 9 and simulates the occur-
rence of several unexpected delays as well as the corresponding reschedule of actions. The
simulation is shown in Table 3.

The first row is the initial schedule with o =1 and it is shown in Fig. 14a. Once the
execution starts, four delays have been simulated.

1. The first one (Stop-Refuel) is a local delay that only affects one action. The remain-
ing delays are global ones.

2. It may also be seen that the first global delay (ZOOM) only produces a reschedule of the
actions without affecting the consistency (quality) of the plan (o = 1, Fig. 14b).

3. However the second global delay (STOP) degrade a little the consistency of the plan,
that is, it produces a delay that does not completely satisfy the strict makespan, but it
might be acceptable in the terms of the fuzzy temporal constraints represented in the
domain (o = 0.73). It is worth noting that the solution extraction procedure also suggest
reducing the expected duration of action Close-Debark (CD) in order to maintain the
highest consistency. The duration of action CD encoded in the domain is the fuzzy subset
Top—cp = (150 200 300 350), its duration in every previous schedule had been fixed to
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Fig. 14 Two different schedules START 7 l
obtained from the plan in Fig. 9. Open Boarding .. SESSRRORORRRRIUNY IO [
a The original schedule with Close Boarding e S
o = 1. b The reschedule after the Refuel ||
second delay with o =1 Zoom CitF;gfl-l(I%itStg
top ||
Open Debarking
CloseDebarkinB................... ........
EN

1101 201 7201 7401

START [} r
Open Boarding
Close Boarding

Refuel g" ‘

Refuel Sto

Zoom City-A City- ‘
top

Open Debarking

Close Debarllgiﬂg : : \

1 180 201 300 7300 7500

(b)

200 time units (o p_cp(200) = 1) but after this delay, the solution extraction procedure
suggests to fix it to 186.6 time units (7o p_cp(186.6) =0.73).

4. However, this is not finally possible and there is a new delay of action CD that ends the
plan with a consistency of o = 0.6.

7 Some experiments

This section shows the performance of MACHINE! ¥ in several realistic problems and one

problem based on the zeno travel domain shown along the paper. The description of these
problems is as follows.

Problem # 1. It is the problem in the zeno travel domain, as seen up to now with fuzzy
durations.

Problem # 2. It is a sample problem in the fire fighting scenario.

Problem # 3. MACHINE”? is also able to deal with problems from other domains, like
manufacturing systems. This third problem is a real-life example of batch manufacturing
for a dairy products problem (Castillo et al. 2000, 2001) with fuzzy due dates. It consists
of 48 different possible actions.

The results of the execution of MACHINE” ¥ in these domains are shown in Table 4. In
realistic domains with a complex knowledge representation, run times do not seem to scale
as efficiently as many of the high performance planners that take part in the International
Planning Competition (Long and Fox 2003a) but, on the other hand, its temporal expressive-
ness enable it to deal with realistic problems where these other planners may not succeed,
that is, problems with ill defined temporal knowledge, to obtain approximately consistent
temporal plans and to adapt the execution of these plans to unexpected delays during the
execution.
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Table 4 Experimental results of MACHINETF in several domains.
(DS) Domain Size: number of possible actions. (PL) Plan length: num-
ber of actions included in the plan. (NE) Search effort: nodes of the
search space explored by the planning algorithm. (CT) CPU time in
seconds, running CLISP and Linux on a Pentium IV 1.6 GHz

Problem DS PL NE CT
P#1 9 18 28 2.1
P#2 17 19 337 27
P#3 48 40 1913 1619.7

8 Final remarks

This paper has outlined MACHINE””, a temporal planner based on the representation of
fuzzy temporal knowledge able to build fuzzy temporal plans. The main contributions of
MACHINE"F are the following.

e It is able to obtain plans in domains in which time is not precisely known. This is very
important in real world problems and mainly with respect to classic temporal planners
and schedulers, which need a rigid representation of time and, therefore, they lose much
of the temporal expressiveness of these domains.

e Itis also able to obtain approximate solutions where exact solutions are not feasible, given
a soft interpretation of temporal constraints. This is also very important in hard temporal
problems since it transforms the inconsistency in a matter of preference and degrees, more
in accordance with most usual constraints in real life.

e And finally, fuzzy temporal plans obtained provide a flexible time line for its execution.
Given that a fuzzy temporal plan may be scheduled in different time lines, depending on
the solution that has been extracted, if an unexpected delay occurs (due to an error, a delay
in the execution of an action, etc.), a new schedule adapted to the new situation may be
re-extracted without the need to re-plan.

To illustrate the results of these techniques, some examples extracted from the domain of
crisis management have been shown. These examples are inspired in the work being done by
the authors under a research contract with the Andalusian Regional Ministry of Environment
(de la Asuncién et al. 2003, 2005) devoted to an intelligent decision support system for the
assisted design of forest fire fighting plans.

However there are some open problems that need further work. The first one is the need
to improve the featuring of FTCNs in order to obtain a better estimation of the global con-
sistency «. The second one is related to the monitoring procedure. As explained before, in
the case of delays (Q # ) the procedure continuously reschedules the remaining actions
propagating the delay along the existing constraints. This is mainly done by a shortest path
algorithm whose efficiency is O(n*) where n is the number of time points (actions) of the
FTCN. This means that, if the number of actions is very large and the needed temporal res-
olution to advance TIME is very small, there might be no time to complete the propagation.
Therefore, a post-processing of the FTCN that could restrict the propagation of constraints to
make the reschedule faster might be used. In fact, a reformulation like the one in proposed
in (Morris and Muscettola 2000) defined on TCNs could be adapted to the case of fuzzy
constraints to cope with degrees of consistency and applied to the fuzzy temporal plans of
MACHINETF before the monitoring procedure.
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9 Related work

MACHINET? is a deterministic planner and uncertainty is restricted only to the time
of occurrence of events so it is a classical goal-oriented planner leaving out of its
scope other approaches to handle uncertainty that involve nondeterminism and a plan-
ning process focused on optimizing a plan utility function like in MDPs (Blythe 1999;
Bresina et al. 2002). However it still faces a very important problem in deterministic do-
mains, that is, how to obtain and execute a plan when part (or the whole) of the temporal
knowledge is uncertain.

The need to represent and reason about uncertain temporal knowledge has been a very
active field in the literature devoted to real problems. The approach presented in this paper
is based on the use of possibility distributions (Zadeh 1978) to model either uncertainty
or imprecision or a preference criterion in same the sense of (Khatib et al. 2001) (in fact
fuzzy temporal constraints are a special case of this approach) and not necessarily related
to probabilistic uncertainty like in (Bresina et al. 2002). There are also other approaches
that deal with temporal uncertainty that have been built over STN (Dechter et al. 1991)
like STNUs, simple temporal networks under uncertainty (Vidal and Fargier 1999; Morris
and Muscettola 2000). These approaches are based on the use of contingent (uncertain)
constraints defined on pairs of temporal points to represent uncertain temporal knowledge.
Contingent temporal constraints do no explicitly affect the consistency of the STNU, that is
still a crisp result in {0, 1}, although it does affect the schedule of a solution. The duration
of a contingent constraint cannot be predicted before execution, and variables related to a
contingent constraint must be maintained uninstantiated until the execution of the plan.? In
the case of MACHINET ¥, fuzzy temporal constraints provide a little more of expressiveness
and they define a possibility measure over these contingent links to represent degrees of
uncertainty or preference so final solutions will also have associated a o -consistency varying
softly in [0, 1]. Although MACHINE'? can make predictions, with maximal possibility, on
these contingent links during the monitoring of the plan, there is no way to guarantee that
this prediction will be finally obtained in a o-consistent real schedule nor that the final
schedule will be o -consistent, o > 0.

There are also works on scheduling temporal plans either on STNs (Muscettola et al.
1998) or STNUs (Morris and Muscettola 2000) but in all of them any schedule may sud-
denly change from consistency to inconsistency. In MACHINE” ¥ there are degrees of con-
sistency allowing for approximate plans or schedules when completely consistent ones are
not possible.
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