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Abstract In this paper, we rigorously derive the governing equations describing the motion

of a stable stratified fluid, from the mathematical point of view. In particular, we prove that

the scaled Boussinesq equations strongly converge to the viscous primitive equations with

density stratification as the aspect ratio goes to zero, and the rate of convergence is of the

same order as the aspect ratio. Moreover, in order to obtain this convergence result, we also

establish the global well-posedness of strong solutions to the viscous primitive equations with

density stratification.
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1 Introduction

The primitive equations are considered to be a fundamental model in geophysical flows

([32, 33, 37, 40, 41]). For large-scale oceanic dynamics, an important feature is that the vertical

scale of the ocean is much smaller than the horizontal scale, which means that we can use

hydrostatic approximation to simulate the motion of the ocean in the vertical direction. Owing

to this fact, and the high accuracy of hydrostatic approximation, the primitive equations for

oceanic dynamics can be formally derived from the Boussinesq equations (see [10, 26]).

The small aspect ratio limit from the Navier-Stokes equations to the primitive equations

was first studied by Azérad-Guillén [1] in a weak sense, then by Li-Titi [28] in a strong sense

with error estimates, and finally by Furukawa et al. [14] in a strong sense but under a relaxed

regularity on the initial condition. Subsequently, the strong convergence of solutions of the

scaled Navier-Stokes equations to the corresponding ones of the primitive equations with only

horizontal viscosity was obtained by Li-Titi-Yuan [30]. In addition, the rigorous justification
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of the hydrostatic approximation from the scaled Boussinesq equations with rotation to the

primitive equations with full viscosity and diffusivity is due to the work of the authors in [34].

Fluid flow is strongly influenced by the effect of stratification from a physical point of view

([32, 33, 40]). An important observation for the effect of stratification is that the density of

a fluid changes with depth. Furthermore, the density stratification term plays an important

role in mathematical studies of the primitive equations with partial dissipation ([5–8, 11]).

These two facts show that the density stratification term is of great significance both physically

and mathematically. Therefore, the aim of this paper is to derive, rigorously, the governing

equations describing the motion of a stable stratified fluid, i.e., the viscous primitive equations

with density stratification, from the mathematical point of view.

Let Ωτ = M × (−τ, τ) be a τ -dependent domain, where M = (0, 1)× (0, 1). Here, τ = H/L

is called the aspect ratio, which measures the ratio of the vertical scale H to the horizontal

scale L of the ocean. For large-scale ocean circulation, the aspect ratio τ is close to 10−3, so it

is much less than 1.

Denote by ∇h = (∂x, ∂y) the horizontal gradient operator. Then the horizontal Laplacian

operator ∆h is given by

∆h = ∇h · ∇h = ∂xx + ∂yy.

Let us consider the anisotropic Boussinesq equations defined on Ωτ ,




∂tu+ (u · ∇)u+ ∇π +
g̺

ρb

~k = µh∆hu+ µz∂zzu,

∂t̺+ u · ∇̺ = κh∆h̺+ κz∂zz̺,

∇ · u = 0,

(1.1)

where the three dimensional velocity field u = (v, w) = (v1, v2, w), the pressure π and the density

̺ are the unknowns. g is the gravitational acceleration and ρb is the reference constant density.
~k = (0, 0, 1) is unit vector pointing to the z-direction. µh and µz represent the horizontal and

vertical viscosity coefficients, respectively, while κh and κz represent the horizontal and vertical

heat conduction coefficients, respectively.

For simplicity, the reference constant density ρb is set to be ρb = 1. In fact, the anisotropic

Boussinesq equations (1.1) have an elementary exact solution (u, π, ̺) = (0, p̄(z), ¯̺(z)) satisfying

the hydrostatic approximation

dp̄(z)

dz
+ g ¯̺(z) = 0.

Assume that

p(x, y, z, t) = π(x, y, z, t) − p̄(z), ρ(x, y, z, t) = ̺(x, y, z, t) − ¯̺(z).

Then the anisotropic Boussinesq equations (1.1) become





∂tv + (v · ∇h)v + w∂zv + ∇hp = µh∆hv + µz∂zzv,

∂tw + v · ∇hw + w∂zw + ∂zp+ gρ = µh∆hw + µz∂zzw,

∂tρ+ v · ∇hρ+ w∂zρ+

(
d¯̺(z)

dz

)
w = κh∆hρ+ κz∂zzρ+ κz

d2 ¯̺(z)

dz2
,

∇h · v + ∂zw = 0.

(1.2)
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Let N =
(
−g d¯̺(z)

dz

)1/2

. If N > 0, then N is called the buoyancy or Brunt-Väisälä frequency.

When d¯̺(z)
dz < 0, the density decreases with height, and the lighter fluid is above the heavier

fluid, which is a situation referred to as stable stratification.

First, we transform the anisotropic Boussinesq equations (1.2), defined on the τ -dependent

domain Ωτ , to the scaled Boussinesq equations defined on a fixed domain. To this end, we

introduce new unknowns with the subscript τ ,

uτ = (vτ , wτ ), vτ (x, y, z, t) = v(x, y, τz, t),

wτ (x, y, z, t) =
1

τ
w(x, y, τz, t), pτ (x, y, z, t) = p(x, y, τz, t),

ρτ (x, y, z, t) = (gτ)ρ(x, y, τz, t), p̄τ (z) = p̄(τz), ¯̺τ (z) = (gτ)¯̺(τz),

for any (x, y, z) ∈ Ω =: M × (−1, 1) and for any t ∈ (0,∞). Then the last two scalings allow us

to write the pressure and the density non-dimensionally as

p̄τ (z) + pτ (x, y, z, t) = p̄(τz) + p(x, y, τz, t) = π(x, y, τz, t)

and

¯̺τ (z) + ρτ (x, y, z, t) = (gτ)(¯̺(τz) + ρ(x, y, τz, t)) = (gτ)̺(x, y, τz, t),

respectively.

Suppose that µh = κh = 1 and that µz = κz = τ2. Under these scalings, the anisotropic

Boussinesq equations (1.2) defined on Ωτ can be written as the scaled Boussinesq equations




∂tvτ + (vτ · ∇h)vτ + wτ∂zvτ + ∇hpτ = ∆hvτ + ∂zzvτ ,

τ(∂twτ + vτ · ∇hwτ + wτ∂zwτ ) +
1

τ
(∂zpτ + ρτ ) = τ∆hwτ + τ∂zzwτ ,

∂tρτ + vτ · ∇hρτ + wτ∂zρτ + wτ
d¯̺τ

dz
= ∆hρτ + ∂zzρτ +

d2 ¯̺τ

dz2
,

∇h · vτ + ∂zwτ = 0,

(1.3)

defined on the fixed domain Ω.

When the fluid is steadily stratified, we can assume, for simplicity, that ¯̺(z) = 1−(1/g)N2z

for some positive constant N2, where N represents the strength of the stable stratification. This

assumption leads to ¯̺τ (z) = (gτ)¯̺(τz) = gτ−τ2N2z, and hence the third equation of the scaled

Boussinesq equations (1.3) becomes

∂tρτ + vτ · ∇hρτ + wτ∂zρτ − τ2N2wτ = ∆hρτ + ∂zzρτ .

Set τ2 ·N2 = 1, i.e., N ∼ 1/τ , which means that the stratification effect is very strong. In such

a case, the scaled Boussinesq equations (1.3) can be rewritten as




∂tvτ − ∆vτ + (vτ · ∇h)vτ + wτ∂zvτ + ∇hpτ = 0,

τ2 (∂twτ − ∆wτ + vτ · ∇hwτ + wτ∂zwτ ) + ∂zpτ + ρτ = 0,

∂tρτ − ∆ρτ + vτ · ∇hρτ + wτ∂zρτ − wτ = 0,

∇h · vτ + ∂zwτ = 0.

(1.4)

Next, we supply the scaled Boussinesq equations (1.4) with the following boundary and

initial conditions:

vτ , wτ , pτ and ρτ are periodic in x, y, z, (1.5)
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(vτ , wτ , ρτ )|t=0 = (v0, w0, ρ0). (1.6)

Here (v0, w0, ρ0) is given. Moreover, we also equip system (1.4) with the following symmetry

condition:

vτ , wτ , pτ and ρτ are even, odd, even and odd with respect to z, respectively. (1.7)

Note that the above symmetry condition is preserved by the scaled Boussinesq equations (1.4),

i.e., that it holds provided that the initial data satisfy this symmetry condition. Due to this

fact, throughout this paper, we always suppose that the initial data satisfy that

v0, w0 and ρ0 are periodic in x, y, z, and are even, odd and odd in z, respectively. (1.8)

In this paper, we will use the same notation, Lp(Ω) or Hm(Ω), to denote both a space itself

and its finite product spaces. For convenience, we denote by notations ‖·‖p and ‖·‖p,M the Lp(Ω)

norm and the Lp(M) norm, respectively. Moreover, since the scaled Boussinesq equations (1.4)

satisfy the symmetry condition (1.7), it follows from the divergence-free condition that w0 is

uniquely determined as

w0(x, y, z) = −
∫ z

0

∇h · v0(x, y, ξ)dξ (1.9)

for any (x, y) ∈ M and z ∈ (−1, 1). Hence only the initial condition of (vτ , ρτ ) is given

throughout the paper.

For the proof of the global existence of weak solutions to the scaled Boussinesq equations

(1.4), we refer to the work of Lions-Temam-Wang [26, Part IV]. Specifically, for any initial

data (u0, ρ0) = (v0, w0, ρ0) ∈ L2(Ω), with ∇ · u0 = 0, we can prove that there exists a global

weak solution (vτ , wτ , ρτ ) of the scaled Boussinesq equations (1.4), subject to the boundary

and initial conditions (1.5)–(1.6) and the symmetry condition (1.7). Moreover, by an argument

similar to that of Lions-Temam-Wang [26, Part IV], we can also show that we have a unique

local strong solution (vτ , wτ , ρτ ) for initial data (u0, ρ0) = (v0, w0, ρ0) ∈ H1(Ω), with ∇·u0 = 0.

The weak solutions of the scaled Boussinesq equations (1.4) are defined as follows:

Definition 1.1 Given (u0, ρ0) = (v0, w0, ρ0) ∈ L2(Ω), with ∇ · u0 = 0, we say that a

space periodic function (vτ , wτ , ρτ ) is a weak solution of system (1.4), subject to the boundary

and initial conditions (1.5)–(1.6) and the symmetry condition (1.7), if

(i) (vτ , wτ , ρτ ) ∈ Cw([0, T ];L2(Ω)) ∩ L2(0, T ;H1(Ω)) for any T > 0, where Cw is the space

of weakly continuous function in time;

(ii) (vτ , wτ , ρτ ) satisfies the integral equality
∫ ∞

0

∫

Ω

{
(−vτ · ∂tϕh − τ2wτ∂tϕ3 − ρτ∂tψ + ρτϕ3 − wτψ)

+
[
∇vτ : ∇ϕh + τ2∇wτ · ∇ϕ3 + ∇ρτ · ∇ψ

]

+
[
(uτ · ∇)vτ · ϕh + τ2(uτ · ∇wτ )ϕ3 + (uτ · ∇ρτ )ψ

] }
dxdydzdt

=

∫

Ω

(
v0 · ϕh(0) + τ2w0ϕ3(0) + ρ0ψ(0)

)
dxdydz

for any spatially periodic function (ϕ, ψ) = (ϕh, ϕ3, ψ), with ϕh = (ϕ1, ϕ2), such that ∇·ϕ = 0

and (ϕ, ψ) ∈ C∞
c (Ω × [0,∞)).
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Remark 1.2 Similar to the theory of three-dimensional Navier-Stokes equations (see

Temam [39, Ch.III, Remark 4.1] and Robinson et al. [36, Theorem 4.6]), we can prove that

(vτ , wτ , ρτ ) satisfies the energy inequality

1

2

(
‖vτ (t)‖2

2 + τ2 ‖wτ (t)‖2
2 + ‖ρτ (t)‖2

2

)
+

∫ t

0

(
‖∇vτ‖2

2 + τ2 ‖∇wτ‖2
2 + ‖∇ρτ‖2

2

)
ds

≤ 1

2

(
‖v0‖2

2 + τ2 ‖w0‖2
2 + ‖ρ0‖2

2

)
(1.10)

for a.e. t ∈ [0,∞), as long as the weak solution (vτ , wτ , ρτ ) is obtained by the Galerkin method.

In consequence, this paper aims to study the small aspect ratio limit for system (1.4).

In other words, when the aspect ratio τ goes to zero, we are going to prove that the scaled

Boussinesq equations (1.4) converge to the viscous primitive equations with density stratification




∂tv − ∆v + (v · ∇h)v + w∂zv + ∇hp = 0,

∂zp+ ρ = 0,

∂tρ− ∆ρ+ v · ∇hρ+ w∂zρ− w = 0,

∇h · v + ∂zw = 0,

(1.11)

in a suitable sense, where the density stratification term w in the third equation of system

(1.11) provides additional dissipation for this system. Moreover, the resulting system (1.11)

satisfies the same boundary and initial conditions (1.5)–(1.6) and the symmetry condition (1.7)

as system (1.4).

Next, we want to recall some results concerning the primitive equations. The global exis-

tence of weak solutions of the full primitive equations was first given by Lions-Temam-Wang

[25–27], but the question of uniqueness to this mathematical model is still unknown, except

for some special cases [3, 20, 22, 29, 38]. The existence and uniqueness of strong solutions to

the primitive equations with full dissipation in different settings is due to the work of Cao-Titi

[10], Kobelkov [21], Kukavica-Ziane [23, 24], Hieber-Kashiwabara [18], and Hieber et al. [17],

as well as Giga et al. [15]. The study of the global strong solutions to the primitive equa-

tions is naturally carried out in the cases of partial dissipation. More details on these cases

can be found in the work of Cao-Titi [11], Fang-Han [13], Li-Yuan [31], and Cao-Li-Titi [5–9].

However, the inviscid primitive equations with or without rotation are known to be ill-posed in

Sobolev spaces, and the smooth solutions may develop singularity in finite time, see Renardy

[35], Han-Kwan and Nguyen [16], Ibrahim-Lin-Titi [19], Wong [42], and Cao et al. [4].

The rest of this paper is organized as follows: some auxiliary lemmas frequently used in the

proof are collected in Section 2; the main results of the paper are stated in Section 3; the global

well-posedness of strong solutions to the viscous primitive equations with density stratification

(1.11) is established in Section 4; the proofs of Theorems 3.2 and 3.3 are presented in Sections

5 and 6, respectively.

2 Preliminaries

In this section, we present some Ladyzhenskaya-type inequalities in three dimensions for a

class of integrals which are frequently used throughout the paper.
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Lemma 2.1 ([12]) We have the inequalities
∫

M

(∫ 1

−1

ϕ(x, y, z)dz

)(∫ 1

−1

ψ(x, y, z)φ(x, y, z)dz

)
dxdy

≤ C ‖ϕ‖1/2
2

(
‖ϕ‖1/2

2 + ‖∇hϕ‖1/2
2

)
‖ψ‖1/2

2

(
‖ψ‖1/2

2 + ‖∇hψ‖1/2
2

)
‖φ‖2 ,

∫

M

(∫ 1

−1

ϕ(x, y, z)dz

)(∫ 1

−1

ψ(x, y, z)φ(x, y, z)dz

)
dxdy

≤ C ‖ψ‖1/2
2

(
‖ψ‖1/2

2 + ‖∇hψ‖1/2
2

)
‖φ‖1/2

2

(
‖φ‖1/2

2 + ‖∇hφ‖1/2
2

)
‖ϕ‖2

for every ϕ, ψ, φ such that the quantities on the right-hand side are finite, where C is a positive

constant.

Lemma 2.2 ([28]) Let ϕ = (ϕ1, ϕ2, ϕ3), and let ψ and φ be periodic functions in Ω.

Denote by ϕh = (ϕ1, ϕ2) the horizontal components of the function ϕ. There exists a positive

constant C such that it holds that∣∣∣∣
∫

Ω

(ϕ · ∇ψ)φdxdydz

∣∣∣∣ ≤ C ‖∇ϕh‖1/2
2 ‖∆ϕh‖1/2

2 ‖∇ψ‖1/2
2 ‖∆ψ‖1/2

2 ‖φ‖2 ,

provided that ϕ ∈ H1(Ω), with ∇ · ϕ = 0 in Ω,
∫
Ω ϕdxdydz = 0, and ϕ3|z=0 = 0, ∇ψ ∈ H1(Ω)

and φ ∈ L2(Ω).

3 Main Results

Now we state the main results of this paper. In order to obtain the strong convergence

results, i.e., Theorems 3.2 and 3.3, we first establish the global well-posedness of strong solutions

to the viscous primitive equations with density stratification (1.11) for initial data (v0, ρ0) ∈
H1(Ω).

Theorem 3.1 Suppose that we have a periodic function pair (v0, ρ0) ∈ H1(Ω), with
∫ 1

−1

∇h · v0(x, y, z)dz = 0,

∫

Ω

v0(x, y, z)dxdydz = 0, and

∫

Ω

ρ0(x, y, z)dxdydz = 0.

Then, for any T > 0, there exists a unique strong solution (v, ρ) depending continuously on

the initial data to system (1.11) on the time interval [0, T ], subject to the boundary and initial

conditions (1.5)–(1.6) and the symmetry condition (1.7), such that (v, ρ) ∈ C([0, T ];H1(Ω)) ∩
L2(0, T ;H2(Ω)) and (∂tv, ∂tρ) ∈ L2(0, T ;L2(Ω)).

The global existence of weak solutions to the scaled Boussinesq equations (1.4) basically

follows the proof in Lions-Temam-Wang [26, Part IV]. For initial data (v0, ρ0) ∈ H1(Ω), it can

be deduced from (1.9) that (v0, w0, ρ0) ∈ L2(Ω), which implies that system (1.4) has a global

weak solution (vτ , wτ , ρτ ). For this case, we have the following strong convergence theorem.

Theorem 3.2 Take a periodic function pair (v0, ρ0) ∈ H1(Ω) such that
∫ 1

−1

∇h · v0(x, y, z)dz = 0,

∫

Ω

v0(x, y, z)dxdydz = 0, and

∫

Ω

ρ0(x, y, z)dxdydz = 0.

Suppose that (vτ , wτ , ρτ ) is a global weak solution of system (1.4), satisfying the energy in-

equality (1.10), and that (v, ρ) is the unique global strong solution of system (1.11), with the

same boundary and initial conditions (1.5)–(1.6) and the symmetry condition (1.7). Let

(Vτ ,Wτ ,Γτ ) = (vτ − v, wτ − w, ρτ − ρ).
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Then, for any T > 0, it holds that

sup
0≤t≤T

(
‖(Vτ , τWτ ,Γτ )‖2

2

)
(t) +

∫ T

0

‖∇(Vτ , τWτ ,Γτ )‖2
2dt ≤ τ2K̃1(T ),

where K̃1(t) is a nonnegative continuously increasing function that does not depend on τ . As

a result, we have the strong convergences

(vτ , τwτ , ρτ ) → (v, 0, ρ) in L∞
(
0, T ;L2(Ω)

)
,

(∇vτ , τ∇wτ ,∇ρτ , wτ ) → (∇v, 0,∇ρ, w) in L2
(
0, T ;L2(Ω)

)
,

and the rate of convergence is of the order O(τ).

Next we assume that initial data (v0, ρ0) belongs to H2(Ω). Then, from (1.9), it follows

that (v0, w0, ρ0) belongs to H1(Ω). By an argument similar to that of Lions-Temam-Wang [26,

Part IV], there exists a unique local strong solution (vτ , wτ , ρτ ) to system (1.4), subject to the

boundary and initial conditions (1.5)–(1.6) and the symmetry condition (1.7). In this case, we

also have the following strong convergence theorem.

Theorem 3.3 Take a periodic function pair (v0, ρ0) ∈ H2(Ω) such that
∫ 1

−1

∇h · v0(x, y, z)dz = 0,

∫

Ω

v0(x, y, z)dxdydz = 0, and

∫

Ω

ρ0(x, y, z)dxdydz = 0.

Suppose that (vτ , wτ , ρτ ) is the unique local strong solution of system (1.4), and that (v, ρ) is the

unique global strong solution of system (1.11), with the same boundary and initial conditions

(1.5)–(1.6) and the symmetry condition (1.7). Let

(Vτ ,Wτ ,Γτ ) = (vτ − v, wτ − w, ρτ − ρ).

Then, for any T > 0, there is a small positive constant τ(T ) = 3β0

4
√

K̃2(T )
such that system

(1.4) exists a unique strong solution (vτ , wτ , ρτ ) on the time interval [0, T ], and that system

(6.1)–(6.4) (see Section 6, below) has the estimate

sup
0≤t≤T

(
‖(Vτ , τWτ ,Γτ )‖2

H1

)
(t) +

∫ T

0

‖∇(Vτ , τWτ ,Γτ )‖2
H1dt ≤ τ2K̃3(T ),

provided that τ ∈ (0, τ(T )), where both K̃2(t) and K̃3(t) are the nonnegative continuously

increasing functions that do not depend on τ . As a result, we have the strong convergences

(vτ , τwτ , ρτ ) → (v, 0, ρ) in L∞
(
0, T ;H1(Ω)

)
,

(∇vτ , τ∇wτ ,∇ρτ , wτ ) → (∇v, 0,∇ρ, w) in L2
(
0, T ;H1(Ω)

)
,

wτ → w in L∞
(
0, T ;L2(Ω)

)
,

and the rate of convergence is of the order O(τ).

Remark 3.4 It should be pointed out that the case where ¯̺(z) = Constant has been

studied by the authors (see [34]). Compared with [34], the third equation of the resulting limit

system here contains the density stratification term w. In order to establish the global H1

theory for system (1.11), we carry out the a priori estimates on v and ρ, simultaneously. In

this way, the global well-posedness of strong solutions to the viscous primitive equations with

density stratification (1.11) is obtained, and the first order energy estimate on strong solutions

will be used in the proof of Theorem 3.2. Moreover, Theorem 3.3 is proven by establishing the

second order energy estimate on strong solutions of system (1.11).
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4 Global Well-Posedness of the Primitive Equations

In this section, we establish the global well-posedness of strong solutions to the viscous

primitive equations with density stratification (1.11), subject to the boundary and initial con-

ditions (1.5)–(1.6) and the symmetry condition (1.7).

Before this, we use the symmetry condition (1.7) to reformulate system (1.11). This sym-

metry condition indicates that w|z=0 = 0. Integrating the last equation of system (1.11) with

respect to z yields

w(x, y, z, t) = −
∫ z

0

∇h · v(x, y, ξ, t)dξ.

We integrate the second equation of system (1.11) with respect to z to obtain that

p(x, y, z, t) = pγ(x, y, t) −
∫ z

0

ρ(x, y, ξ, t)dξ,

in which pγ(x, y, t) represents the unknown surface pressure as z = 0. Based on the above

relations, we can recast system (1.11) as

∂tv − ∆v + (v · ∇h)v −
(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zv + ∇hpγ(x, y, t)

−
∫ z

0

∇hρ(x, y, ξ, t)dξ = 0, (4.1)

∂tρ− ∆ρ+ v · ∇hρ−
(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zρ+

∫ z

0

∇h · v(x, y, ξ, t)dξ = 0, (4.2)

satisfying the boundary and initial conditions

v and ρ are periodic in x, y, z,

(v, ρ)|t=0 = (v0, ρ0),

and the symmetry condition that

v and ρ are even and odd with respect to z, respectively.

4.1 L2 Estimates on v and ρ

Taking the L2(Ω) inner product of (4.1) and (4.2) with v and ρ, respectively, and integrating

by parts, we obtain

1

2

d

dt

(
‖v‖2

2 + ‖ρ‖2
2

)
+ ‖∇v‖2

2 + ‖∇ρ‖2
2

=

∫

Ω

(∫ z

0

∇hρ(x, y, ξ, t)dξ

)
· vdxdydz −

∫

Ω

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
ρdxdydz = 0,

where we have used the facts that
∫

Ω

[
(v · ∇h) v −

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zv

]
· vdxdydz = 0,

∫

Ω

[
v · ∇hρ−

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zρ

]
ρdxdydz = 0

and ∫

Ω

∇hpγ(x, y, t) · vdxdydz = 0.
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Integrating the differential equation above in time between 0 to t, we have that
(
‖v‖2

2 + ‖ρ‖2
2

)
(t) +

∫ t

0

(
‖∇v‖2

2 + ‖∇ρ‖2
2

)
ds ≤ η1, (4.3)

where

η1 = C
(
‖v0‖2

H1 + ‖ρ0‖2
H1

)
.

4.2 L4 Estimates on v and ρ

Multiplying (4.1) and (4.2) by |v|2v and |ρ|2ρ, respectively, and integrating over Ω, then it

follows from integration by parts that

1

4

d

dt
‖v‖4

4 +

∫

Ω

|v|2
(
|∇v|2 + 2 |∇|v||2

)
dxdydz

+
1

4

d

dt
‖ρ‖4

4 +

∫

Ω

|ρ|2
(
|∇ρ|2 + 2 |∇|ρ||2

)
dxdydz

=

∫

Ω

(∫ z

0

v(x, y, ξ, t)dξ

)
·
[
∇h

(
|ρ|2ρ

)]
dxdydz

−
∫

Ω

(∫ z

0

ρ(x, y, ξ, t)dξ

)
(∇h · |v|2v)dxdydz −

∫

Ω

∇hpγ(x, y, t) · |v|2vdxdydz

= : D1 +D2 +D3, (4.4)

in which we have used the facts that∫

Ω

[
(v · ∇h) v −

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zv

]
· |v|2vdxdydz = 0,

∫

Ω

[
v · ∇hρ−

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zρ

]
|ρ|2ρdxdydz = 0.

We now estimate the first integral term D1 on the right-hand side of (4.4). Using Hölder’s

inequality yields that

D1 : =

∫

Ω

(∫ z

0

v(x, y, ξ, t)dξ

)
·
[
∇h

(
|ρ|2ρ

)]
dxdydz

≤ C

∫

M

(∫ 1

−1

|v|dz
) (∫ 1

−1

|ρ|2|∇hρ|dz
)

dxdy

≤ C

∫

M

(∫ 1

−1

|v|dz
) (∫ 1

−1

|ρ|2dz
)1/2 (∫ 1

−1

|ρ|2|∇hρ|2dz
)1/2

dxdy

≤ C

(∫

Ω

|v|4dxdydz
)1/4 (∫

Ω

|ρ|4dxdydz
)1/4 (∫

Ω

|ρ|2|∇hρ|2dxdydz
)1/2

≤ C ‖v‖4 ‖ρ‖4

(∫

Ω

|ρ|2|∇ρ|2dxdydz
)1/2

.

Due to Young’s inequality, we have that

D1 ≤ C ‖v‖2
4 ‖ρ‖

2
4 +

3

8

∫

Ω

|ρ|2|∇ρ|2dxdydz

≤ C
(
‖v‖4

4 + ‖ρ‖4
4

)
+

3

8

∫

Ω

|ρ|2|∇ρ|2dxdydz. (4.5)

A similar argument as that for the integral term D1 gives that

D2 : =

∫

Ω

(
−

∫ z

0

ρ(x, y, ξ, t)dξ

)
(∇h · |v|2v)dxdydz
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≤ C
(
‖v‖4

4 + ‖ρ‖4
4

)
+

3

8

∫

Ω

|v|2|∇v|2dxdydz. (4.6)

For the last integral term D3 on the right-hand side of (4.4), we use Lemma 2.1 and Poincaré’s

inequality to get that

D3 : = −
∫

Ω

∇hpγ(x, y, t) · |v|2vdxdydz

≤
∫

M

|∇hpγ(x, y, t)|
(∫ 1

−1

|v||v|2dz
)

dxdy

≤ C ‖v‖1/2
2 ‖∇v‖1/2

2

(
‖v‖2

4 + ‖v‖4 ‖|v|∇v‖
1/2
2

)
‖∇hpγ‖2,M . (4.7)

Applying the operator divh to equation (4.1) and integrating the resulting equation with respect

to z from −1 to 1, we can see that pγ(x, y, t) satisfies the system




−∆hpγ =
1

2

∫ 1

−1

∇h ·
(
∇h · (v ⊗ v) −

∫ z

0

∇hρdξ

)
dz,

∫

M

pγ(x, y, t)dxdy = 0, pγ is periodic in x, y,

where the condition
∫

M
pγ(x, y, t)dxdy = 0 is imposed to guarantee the uniqueness of pγ(x, y, t).

By virtue of the elliptic estimates and Poincaré’s inequality, we obtain that

‖∇hpγ‖2,M ≤ C

∥∥∥∥
∫ 1

−1

(
∇h · (v ⊗ v) −

∫ z

0

∇hρdξ

)
dz

∥∥∥∥
2,M

≤ C (‖∇h · (v ⊗ v)‖2 + ‖∇hρ‖2)

≤ C (‖|v|∇v‖2 + ‖∇ρ‖2) . (4.8)

Substituting (4.8) into (4.7) and then using Young’s inequality yields that

D3 ≤ C ‖v‖1/2
2 ‖∇v‖1/2

2

(
‖v‖2

4 + ‖v‖4 ‖|v|∇v‖
1/2
2

)
(‖∇ρ‖2 + ‖|v|∇v‖2)

≤ C ‖v‖1/2
2 ‖∇v‖1/2

2

(
‖∇ρ‖2 ‖v‖

2
4 + ‖∇ρ‖2 ‖v‖4 ‖|v|∇v‖

1/2
2

)

+ C ‖v‖1/2
2 ‖∇v‖1/2

2

(
‖v‖2

4 ‖|v|∇v‖2 + ‖v‖4 ‖|v|∇v‖
3/2
2

)

≤ C
(
‖v‖2 ‖∇v‖2 + ‖v‖2

2 ‖∇v‖
2
2 + ‖∇ρ‖2

2

)(
‖v‖4

4 + ‖ρ‖4
4

)

+
1

4

(
‖v‖2 ‖∇v‖2 + ‖∇ρ‖2

2

)
+

1

4
‖|v|∇v‖2

2 . (4.9)

Adding (4.5), (4.6) and (4.9) leads to

d

dt

(
‖v‖4

4 + ‖ρ‖4
4

)
+

∫

Ω

(
|v|2|∇v|2 + |ρ|2|∇ρ|2

)
dxdydz

≤ C
(
‖v‖2 ‖∇v‖2 + ‖v‖2

2 ‖∇v‖
2
2 + ‖∇ρ‖2

2 + 1
)(

‖v‖4
4 + ‖ρ‖4

4

)

+
(
‖v‖2 ‖∇v‖2 + ‖∇ρ‖2

2

)
.

Owing to Grönwall’s inequality, we get from (4.3) that

(
‖v‖4

4 + ‖ρ‖4
4

)
(t) +

∫ t

0

∫

Ω

(
|v|2|∇v|2 + |ρ|2|∇ρ|2

)
dxdydzds

≤ exp

{
C

∫ t

0

(
‖v‖2 ‖∇v‖2 + ‖v‖2

2 ‖∇v‖
2
2 + ‖∇ρ‖2

2 + 1
)

ds

}
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×
[
‖v0‖4

4 + ‖ρ0‖4
4 +

∫ t

0

(
‖v‖2 ‖∇v‖2 + ‖∇ρ‖2

2

)
ds

]
≤ η2(t), (4.10)

where

η2(t) = (t+ 2)eC(t+2)(η2

1
+η1+1)

[
‖v0‖4

H1 + ‖ρ0‖4
H1 + η1

]
.

4.3 L2 Estimates on ∂zv and ∂zρ

Taking the L2(Ω) inner product of (4.1) and (4.2) with −∂zzv and −∂zzρ, respectively, we

obtain that

1

2

d

dt

(
‖∂zv‖2

2 + ‖∂zρ‖2
2

)
+ ‖∇∂zv‖2

2 + ‖∇∂zρ‖2
2

=

∫

Ω

[(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zzρ−

(∫ z

0

∇hρ(x, y, ξ, t)dξ

)
· ∂zzv

]
dxdydz

+

∫

Ω

[
v · ∇hρ−

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zρ

]
∂zzρdxdydz

+

∫

Ω

[
(v · ∇h) v −

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zv

]
· ∂zzvdxdydz

=:D1 +D2 +D3. (4.11)

For the first integral term D1 on the right-hand side of (4.11), we use integration by parts,

Hölder’s inequality and Young’s inequality to get that

D1 : =

∫

Ω

[(∫ z

0

∇h · vdξ
)
∂zzρ−

(∫ z

0

∇hρdξ

)
· ∂zzv

]
dxdydz

=

∫

Ω

(v · ∇h∂zρ− ρ∇h · ∂zv)dxdydz

≤ ‖v‖2 ‖∇h∂zρ‖2 + ‖ρ‖2 ‖∇h∂zv‖2

≤ C
(
‖v‖2

2 + ‖ρ‖2
2

)
+

1

6

(
‖∇∂zv‖2

2 + ‖∇∂zρ‖2
2

)
.

Next, we estimate the second integral termD2 on the right-hand side of (4.11). Using integration

by parts, Hölder’s inequality, the Lebesgue interpolation inequality, the Sobolev embedding

theorem, and Poincaré’s inequality gives that

D2 : =

∫

Ω

[
v · ∇hρ−

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zρ

]
∂zzρdxdydz

=

∫

Ω

[(∇h · ∂zv) ρ∂zρ+ (∂zv · ∇h∂zρ) ρ− 2 (v · ∇h∂zρ) ∂zρ] dxdydz

≤ ‖ρ‖4 ‖∂zρ‖4 ‖∇h∂zv‖2 + (‖ρ‖4 ‖∂zv‖4 + ‖v‖4 ‖∂zρ‖4) ‖∇h∂zρ‖2

≤ C ‖ρ‖4 ‖∂zρ‖1/4
2 ‖∇∂zρ‖3/4

2 ‖∇∂zv‖2 + C ‖v‖4 ‖∂zρ‖1/4
2 ‖∇∂zρ‖7/4

2

+ C ‖ρ‖4 ‖∂zv‖1/4
2 ‖∇∂zv‖3/4

2 ‖∇∂zρ‖2 .

By virtue of Young’s inequality, we have that

D2 ≤ C
(
‖v‖8

4 + ‖ρ‖8
4

)(
‖∂zv‖2

2 + ‖∂zρ‖2
2

)
+

1

6

(
‖∇∂zv‖2

2 + ‖∇∂zρ‖2
2

)
.

With an argument similar to that for the second integral term D2 on the right-hand side of

(4.11), the last integral term D3 can be estimated as

D3 : =

∫

Ω

[
(v · ∇h) v −

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zv

]
· ∂zzvdxdydz
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=

∫

Ω

[(∇h · ∂zv) v · ∂zv + (∂zv · ∇h) ∂zv · v − 2 (v · ∇h) ∂zv · ∂zv] dxdydz

≤ C ‖v‖8
4

(
‖∂zv‖2

2 + ‖∂zρ‖2
2

)
+

1

6
‖∇∂zv‖2

2 .

Combining the estimates for D1, D2 and D3 gives that

d

dt

(
‖∂zv‖2

2 + ‖∂zρ‖2
2

)
+ ‖∇∂zv‖2

2 + ‖∇∂zρ‖2
2

≤ C
(
‖v‖8

4 + ‖ρ‖8
4

)(
‖∂zv‖2

2 + ‖∂zρ‖2
2

)
+ C

(
‖v‖2

2 + ‖ρ‖2
2

)
.

Using Grönwall’s inequality, it follows from (4.3) and (4.10) that

(
‖∂zv‖2

2 + ‖∂zρ‖2
2

)
(t) +

∫ t

0

(
‖∇∂zv‖2

2 + ‖∇∂zρ‖2
2

)
ds

≤ exp

{
C

∫ t

0

(
‖v‖8

4 + ‖ρ‖8
4

)
ds

}[
‖∂zv0‖2

2 + ‖∂zρ0‖2
2 + C

∫ t

0

(
‖v‖2

2 + ‖ρ‖2
2

)
ds

]

≤ η3(t), (4.12)

where

η3(t) = C(t+ 1)eCtη2

2
(t)

[
‖v0‖2

H1 + ‖ρ0‖2
H1 + η1

]
.

4.4 L2 Estimates on ∇v and ∇ρ
Multiplying (4.1) and (4.2) by ∂tv−∆v and ∂tρ−∆ρ, respectively, integrating over Ω, and

integrating by parts, we get that

d

dt

(
‖∇v‖2

2 + ‖∇ρ‖2
2

)
+ ‖∂tv‖2

2 + ‖∆v‖2
2 + ‖∂tρ‖2

2 + ‖∆ρ‖2
2

=

∫

Ω

[(∫ z

0

∇h · v(x, y, ξ, t)dξ
)

(∆ρ− ∂tρ) −
(∫ z

0

∇hρ(x, y, ξ, t)dξ

)
· (∆v − ∂tv)

]
dxdydz

+

∫

Ω

[v · ∇hρ (∆ρ− ∂tρ) + (v · ∇h) v · (∆v − ∂tv)] dxdydz

+

∫

Ω

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)

[∂zρ (∂tρ− ∆ρ) + ∂zv · (∂tv − ∆v)] dxdydz

=:D1 +D2 +D3. (4.13)

Due to Hölder’s inequality and Young’s inequality, the first integral term D1 on the right-hand

side of (4.13) can be bounded as

D1 : =

∫

Ω

[( ∫ z

0

∇h · v(x, y, ξ, t)dξ
)

(∆ρ− ∂tρ)

−
(∫ z

0

∇hρ(x, y, ξ, t)dξ

)
· (∆v − ∂tv)

]
dxdydz

≤
∫

M

[( ∫ 1

−1

|∇hv|dz
)( ∫ 1

−1

|∂tρ| + |∆ρ|)dz
)

+

(∫ 1

−1

|∇hρ|dz
)( ∫ 1

−1

|∂tv| + |∆v|)dz
)]

dxdy

≤ C ‖∇hv‖2 (‖∂tρ‖2 + ‖∆ρ‖2) + C ‖∇hρ‖2 (‖∂tv‖2 + ‖∆v‖2)

≤ C
(
‖∇v‖2

2 + ‖∇ρ‖2
2

)
+

1

6

(
‖∂tv‖2

2 + ‖∆v‖2
2 + ‖∂tρ‖2

2 + ‖∆ρ‖2
2

)
. (4.14)
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For the second integral term D2 on the right-hand side of (4.13), we use Lemma 2.1, Poincaré’s

inequality and Young’s inequality to obtain that

D2 : =

∫

Ω

[v · ∇hρ (∆ρ− ∂tρ) + (v · ∇h) v · (∆v − ∂tv)] dxdydz

≤
∫

M

(∫ 1

−1

(|v| + |∂zv|) dz

)(∫ 1

−1

|∇hρ| (|∂tρ| + |∆ρ|) dz

)
dxdy

+

∫

M

(∫ 1

−1

(|v| + |∂zv|) dz

)(∫ 1

−1

|∇hv| (|∂tv| + |∆v|) dz

)
dxdy

≤ C
(
‖v‖1/2

2 ‖∇v‖1/2
2 + ‖∂zv‖1/2

2 ‖∇∂zv‖1/2
2

)
‖∇ρ‖1/2

2 ‖∆ρ‖1/2
2 (‖∂tρ‖2 + ‖∆ρ‖2)

+ C
(
‖v‖1/2

2 ‖∇v‖1/2
2 + ‖∂zv‖1/2

2 ‖∇∂zv‖1/2
2

)
‖∇v‖1/2

2 ‖∆v‖1/2
2 (‖∂tv‖2 + ‖∆v‖2)

≤ C
(
‖v‖2

2 ‖∇v‖
2
2 + ‖∂zv‖2

2 ‖∇∂zv‖2
2

) (
‖∇v‖2

2 + ‖∇ρ‖2
2

)

+
1

6

(
‖∂tv‖2

2 + ‖∆v‖2
2 + ‖∂tρ‖2

2 + ‖∆ρ‖2
2

)
. (4.15)

Finally, it remains to estimate the last integral term D3 on the right-hand side of (4.13). A

similar argument as that for D2 yields that

D3 : =

∫

Ω

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)

[∂zρ (∂tρ− ∆ρ) + ∂zv · (∂tv − ∆v)] dxdydz

≤ C
(
‖∂zv‖2

2 ‖∇∂zv‖2
2 + ‖∂zρ‖2

2 ‖∇∂zρ‖2
2

)(
‖∇v‖2

2 + ‖∇ρ‖2
2

)

+
1

6

(
‖∂tv‖2

2 + ‖∆v‖2
2 + ‖∂tρ‖2

2 + ‖∆ρ‖2
2

)
. (4.16)

Summing (4.14), (4.15) and (4.16) gives that

d

dt

(
‖∇v‖2

2 + ‖∇ρ‖2
2

)
+

1

2

(
‖∂tv‖2

2 + ‖∆v‖2
2 + ‖∂tρ‖2

2 + ‖∆ρ‖2
2

)

≤ C
(
‖v‖2

2 ‖∇v‖
2
2 + ‖∂zv‖2

2 ‖∇∂zv‖2
2 + ‖∂zρ‖2

2 ‖∇∂zρ‖2
2 + 1

)(
‖∇v‖2

2 + ‖∇ρ‖2
2

)
. (4.17)

Applying Grönwall’s inequality to the above inequality, it follows from (4.3) and (4.12) that

(
‖∇v‖2

2 + ‖∇ρ‖2
2

)
(t) +

∫ t

0

(
‖∂tv‖2

2 + ‖∆v‖2
2 + ‖∂tρ‖2

2 + ‖∆ρ‖2
2

)
ds

≤ exp

{
C

∫ t

0

(
‖v‖2

2 ‖∇v‖
2
2 + ‖∂zv‖2

2 ‖∇∂zv‖2
2 + ‖∂zρ‖2

2 ‖∇∂zρ‖2
2+1

)
ds

}(
‖∇v0‖2

2+‖∇ρ0‖2
2

)

≤ η4(t), (4.18)

where

η4(t) = eC(t+2)(η2

1
+η2

3
(t)+1)

(
‖v0‖2

H1 + ‖ρ0‖2
H1

)
.

Based on the above energy estimates, we now give the proof of Theorem 3.1.

Proof of Theorem 3.1 Adding (4.3) and (4.18), we have that

sup
0≤s≤t

(
‖v‖2

H1 + ‖ρ‖2
H1

)
(s) +

∫ t

0

(
‖∂tv‖2

2 + ‖∇v‖2
H1 + ‖∂tρ‖2

2 + ‖∇ρ‖2
H1

)
ds ≤ η1 + η4(t),

where η4(t) is a nonnegative continuously increasing function defined on [0,∞). For any T > 0,

the following estimate holds

sup
0≤t≤T

(
‖v‖2

H1 + ‖ρ‖2
H1

)
(t) +

∫ T

0

(
‖∂tv‖2

2 + ‖∇v‖2
H1 + ‖∂tρ‖2

2 + ‖∇ρ‖2
H1

)
dt ≤ η1 + η4(T ).
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As a consequence, the strong solution (v, ρ) exists globally in time, with (v, ρ) ∈ C([0, T ];

H1(Ω)) ∩ L2(0, T ;H2(Ω)) and (∂tv, ∂tρ) ∈ L2(0, T ;L2(Ω)).

Moreover, the proofs of continuous dependence on the initial data and the uniqueness of

strong solutions are standard (see, e.g., [10]), so we omit these proofs here. �

5 Strong Convergence for H
1 Initial Data

In this section, assume that initial data (v0, ρ0) belongs to H1(Ω) with
∫ 1

−1

∇h · v0(x, y, z)dz = 0, for all (x, y) ∈M.

We prove that the scaled Boussinesq equations (1.4) strongly converge to the viscous primitive

equations with density stratification (1.11) as the aspect ratio τ goes to zero.

The following proposition is formally obtained by testing the scaled Boussinesq equations

(1.4) with (v, w, ρ). As for the rigorous justification for this proposition, we refer to the work

of Li-Titi [28] and Bardos et al. [2].

Proposition 5.1 Given a periodic function pair (v0, ρ0) ∈ H1(Ω) with
∫ 1

−1

∇h · v0dz = 0 and w0(x, y, z) = −
∫ z

0

∇h · v0(x, y, ξ)dξ,

suppose that (vτ , wτ , ρτ ) is a global weak solution of system (1.4), satisfying the energy in-

equality (1.10), and that (v, ρ) is the unique global strong solution of system (1.11). Then it

holds that
(∫

Ω

(
vτ · v + τ2wτw + ρτρ

)
dxdydz

)
(r) − τ2

2
‖w(r)‖2

2

+

∫ r

0

∫

Ω

(
∇vτ : ∇v + τ2∇wτ · ∇w + ∇ρτ · ∇ρ

)
dxdydzdt

= ‖v0‖2
2 +

∫ r

0

∫

Ω

[
−(uτ · ∇)vτ · v − τ2(uτ · ∇wτ )w − (uτ · ∇ρτ )ρ

]
dxdydzdt

+
τ2

2
‖w0‖2

2 + τ2

∫ r

0

∫

Ω

(∫ z

0

∂tv(x, y, ξ, t)dξ

)
· ∇hWτdxdydzdt

+ ‖ρ0‖2
2 +

∫ r

0

∫

Ω

(vτ · ∂tv + ρτ∂tρ+ wτρ− ρτw) dxdydzdt (5.1)

for any r ∈ [0,∞).

With the help of this proposition, we can now estimate the difference function (Vτ ,Wτ ,Γτ ).

Proposition 5.2 Let (Vτ ,Wτ ,Γτ ) = (vτ −v, wτ −w, ρτ −ρ). Under the same assumptions

as in Proposition 5.1, it holds that

sup
0≤s≤t

(
‖(Vτ , τWτ ,Γτ )‖2

2

)
(s) +

∫ t

0

‖∇(Vτ , τWτ ,Γτ )‖2
2 ds ≤ τ2K1(t)

for any t ∈ [0,∞), where

K1(t) = CeCη2

4
(t)

[
η4(t) + η2

4(t) +
(
‖v0‖2

2 + τ2 ‖w0‖2
2 + ‖ρ0‖2

2

)2
]
.

Here C is a positive constant that does not depend on τ .
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Proof Multiplying the first three equations in system (1.11) by vτ , wτ and ρτ , respec-

tively, and integrating over Ω × (0, r), it follows from integration by parts that
∫ r

0

∫

Ω

(vτ · ∂tv + ρτ∂tρ+ ∇vτ : ∇v + ∇ρτ · ∇ρ) dxdydzdt

=

∫ r

0

∫

Ω

[wρτ − ρwτ − (u · ∇)v · vτ − (u · ∇ρ)ρτ ] dxdydzdt. (5.2)

Replacing (vτ , wτ , ρτ ) with (v, w, ρ), a similar argument gives that

1

2

(
‖v(r)‖2

2 + ‖ρ(r)‖2
2

)
+

∫ r

0

(
‖∇v‖2

2 + ‖∇ρ‖2
2

)
dt =

1

2

(
‖v0‖2

2 + ‖ρ0‖2
2

)
. (5.3)

Thanks to Remark 1.2, the weak solution (vτ , wτ , ρτ ) of system (1.4) satisfies the energy in-

equality

1

2

(
‖vτ (r)‖2

2 + τ2 ‖wτ (r)‖2
2 + ‖ρτ (r)‖2

2

)
+

∫ r

0

(
‖∇vτ‖2

2 + τ2 ‖∇wτ‖2
2 + ‖∇ρτ‖2

2

)
dt

≤ 1

2

(
‖v0‖2

2 + τ2 ‖w0‖2
2 + ‖ρ0‖2

2

)
. (5.4)

Subtracting the sum of (5.1) and (5.2) from the sum of (5.3) and (5.4), we have that

1

2

(
‖Vτ (r)‖2

2 + τ2 ‖Wτ (r)‖2
2 + ‖Γτ (r)‖2

2

)
+

∫ r

0

(
‖∇Vτ‖2

2 + τ2 ‖∇Wτ‖2
2 + ‖∇Γτ‖2

2

)
dt

≤
∫ r

0

∫

Ω

[(uτ · ∇ρτ )ρ+ (u · ∇ρ)ρτ ] dxdydzdt

+ τ2

∫ r

0

∫

Ω

[
−

(∫ z

0

∂tv(x, y, ξ, t)dξ

)
· ∇hWτ −∇w · ∇Wτ

]
dxdydzdt

+

∫ r

0

∫

Ω

[(uτ · ∇)vτ · v + (u · ∇)v · vτ ] dxdydzdt+ τ2

∫ r

0

∫

Ω

(uτ · ∇wτ )wdxdydzdt

= : J1 + J2 + J3 + J4. (5.5)

First, we estimate the integral term J1 on the right-hand side of (5.5). Using Hölder’s inequality,

Lemma 2.1 and Young’s inequality gives that

J1 : =

∫ r

0

∫

Ω

[(uτ · ∇ρτ )ρ+ (u · ∇ρ)ρτ ] dxdydzdt

=

∫ r

0

∫

Ω

[(Vτ · ∇hΓτ ) ρ− (∂zWτ )Γτρ−WτΓτ∂zρ] dxdydzdt

=

∫ r

0

∫

Ω

[(Vτ · ∇hΓτ ) ρ+ (∇h · Vτ )Γτρ] dxdydzdt

+

∫ r

0

∫

Ω

Γτ (∂zρ)

(∫ z

0

(∇h · Vτ )dξ

)
dxdydzdt

≤
∫ r

0

∫

Ω

(|Vτ ||∇hΓτ ||ρ| + |∇hVτ ||Γτ ||ρ|) dxdydzdt

+

∫

M

(∫ 1

−1

|∇hVτ |dz
) (∫ 1

−1

|Γτ ||∂zρ|dz
)

dxdy

≤ C

∫ r

0

‖∇ρ‖2
2 ‖∆ρ‖

2
2

(
‖Vτ‖2

2 + ‖Γτ‖2
2

)
dt+

1

8

∫ r

0

(
‖∇Vτ‖2

2 + ‖∇Γτ‖2
2

)
dt. (5.6)

Note that the divergence-free condition, the Sobolev embedding H1 ⊂ L6 and Poincaré’s in-

equality are used in the above estimate. By virtue of Hölder’s inequality and Young’s inequality,
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we obtain that

J2 : = τ2

∫ r

0

∫

Ω

[
−

(∫ z

0

∂tv(x, y, ξ, t)dξ

)
· ∇hWτ −∇w · ∇Wτ

]
dxdydzdt

≤ Cτ2

∫ r

0

(
‖∂tv‖2

2 + ‖∇hw‖2
2 + ‖∂zw‖2

2

)
dt+

1

8

∫ r

0

τ2 ‖∇Wτ‖2
2 dt

≤ Cτ2

∫ r

0

[
‖∂tv‖2

2 +

∫

Ω

(∫ z

0

∇h(∇h · v)dξ
)2

dxdydz

]
dt

+ Cτ2

∫ r

0

‖∇hv‖2
2 dt+

1

8

∫ r

0

τ2 ‖∇Wτ‖2
2 dt

≤ Cτ2

∫ r

0

(
‖∂tv‖2

2 + ‖∆v‖2
2

)
dt+

1

8

∫ r

0

τ2 ‖∇Wτ‖2
2 dt. (5.7)

The bounds for J3 and J4 on the right-hand side of (5.5) can be found in Li-Titi [28, Proposition

4.2]. These two integral terms can be estimated as

J3 : =

∫ r

0

∫

Ω

[(uτ · ∇)vτ · v + (u · ∇)v · vτ ] dxdydzdt

≤ C

∫ r

0

‖∇v‖2
2 ‖∆v‖

2
2 ‖Vτ‖2

2 dt+
1

8

∫ r

0

‖∇Vτ‖2
2 dt (5.8)

and

J4 : = τ2

∫ r

0

∫

Ω

(uτ · ∇wτ )wdxdydzdt

≤ Cτ2

∫ r

0

(
‖vτ‖2

2 ‖∇vτ‖2
2 + ‖∇v‖2

2 ‖∆v‖
2
2 + τ4 ‖wτ‖2

2 ‖∇wτ‖2
2

)
dt

+
1

8

∫ r

0

(
‖∇Vτ‖2

2 + τ2 ‖∇Wτ‖2
2

)
dt, (5.9)

respectively.

Adding (5.6), (5.7), (5.8) and (5.9) yields that

h(t) : =
(
‖(Vτ ,Γτ )‖2

2 + τ2 ‖Wτ‖2
2

)
(t) +

∫ t

0

(
‖∇(Vτ ,Γτ )‖2

2 + τ2 ‖∇Wτ‖2
2

)
ds

≤ C

∫ t

0

‖∇v‖2
2 ‖∆v‖

2
2 ‖Vτ‖2

2 ds+ Cτ2

∫ t

0

(
‖∂tv‖2

2 + ‖∆v‖2
2

)
ds

+ Cτ2

∫ t

0

(
‖vτ‖2

2 ‖∇vτ‖2
2 + ‖∇v‖2

2 ‖∆v‖
2
2 + τ4 ‖wτ‖2

2 ‖∇wτ‖2
2

)
ds

+ C

∫ t

0

‖∇ρ‖2
2 ‖∆ρ‖

2
2

(
‖Vτ‖2

2 + ‖Γτ‖2
2

)
ds =: H(t)

for a.e. t ∈ [0,∞). Taking the derivative of H(t) with respect to t, we obtain that

H ′(t) ≤ Cτ2
(
‖vτ‖2

2 ‖∇vτ‖2
2 + ‖∇v‖2

2 ‖∆v‖
2
2 + τ4 ‖wτ‖2

2 ‖∇wτ‖2
2

)

+ C
(
‖∇v‖2

2 ‖∆v‖
2
2 + ‖∇ρ‖2

2 ‖∆ρ‖
2
2

)(
‖Vτ‖2

2 + ‖Γτ‖2
2

)
+ Cτ2

(
‖∂tv‖2

2 + ‖∆v‖2
2

)

≤ C
(
‖∇v‖2

2 ‖∆v‖
2
2 + ‖∇ρ‖2

2 ‖∆ρ‖
2
2

)
H(t) + Cτ2

(
‖∂tv‖2

2 + ‖∆v‖2
2

)

+ Cτ2
(
‖vτ‖2

2 ‖∇vτ‖2
2 + ‖∇v‖2

2 ‖∆v‖
2
2 + τ4 ‖wτ‖2

2 ‖∇wτ‖2
2

)
.
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Note that the fact that H(0) = 0. Applying Grönwall’s inequality to the above inequality, it

follows from (4.18) and (5.4) that

h(t) : =
(
‖(Vτ ,Γτ )‖2

2 + τ2 ‖Wτ‖2
2

)
(t) +

∫ t

0

(
‖∇(Vτ ,Γτ )‖2

2 + τ2 ‖∇Wτ‖2
2

)
ds

≤ Cτ2 exp

{
C

∫ t

0

(
‖∇v‖2

2 ‖∆v‖
2
2 + ‖∇ρ‖2

2 ‖∆ρ‖
2
2

)
ds

}

×
∫ t

0

(
‖∂tv‖2

2 + ‖∆v‖2
2 + ‖vτ‖2

2 ‖∇vτ‖2
2 + ‖∇v‖2

2 ‖∆v‖
2
2 + τ4 ‖wτ‖2

2 ‖∇wτ‖2
2

)
ds

≤ Cτ2eCη2

4
(t)

[
η4(t) + η2

4(t) +
(
‖v0‖2

2 + τ2 ‖w0‖2
2 + ‖ρ0‖2

2

)2
]
.

This completes the proof. �

Based on Proposition 5.2, the proof of Theorem 3.2 is as follows:

Proof of Theorem 3.2 For any T > 0, according to Proposition 5.2, the following

estimate holds:

sup
0≤t≤T

(
‖(Vτ , τWτ ,Γτ )‖2

2

)
(t) +

∫ T

0

‖∇(Vτ , τWτ ,Γτ )‖2
2dt ≤ τ2K̃1(T ).

Here

K̃1(T ) = CeCη2

4
(T )

[
η4(T ) + η2

4(T ) +
(
‖v0‖2

2 + ‖w0‖2
2 + ‖ρ0‖2

2

)2
]
,

and C is a positive constant that does not depend on τ . It can be deduced from the above

estimate that

(vτ , τwτ , ρτ ) → (v, 0, ρ) in L∞
(
0, T ;L2(Ω)

)
,

(∇vτ , τ∇wτ ,∇ρτ , wτ ) → (∇v, 0,∇ρ, w) in L2
(
0, T ;L2(Ω)

)
.

Obviously, the rate of convergence is of the order O(τ). The theorem is proven. �

6 Strong Convergence for H
2 Initial Data

In this section, assume that initial data (v0, ρ0) lies in H2(Ω), where initial velocity v0

satisfies that ∫ 1

−1

∇h · v0(x, y, z)dz = 0, for all (x, y) ∈M.

We prove that the scaled Boussinesq equations (1.4) strongly converge to the viscous primitive

equations with density stratification (1.11) as the aspect ratio τ goes to zero. In this case, there

is a unique local strong solution (vτ , wτ , ρτ ) to system (1.4), subject to the boundary and initial

conditions (1.5)–(1.6) and the symmetry condition (1.7). Denote by T ∗
τ the maximal existence

time of this local strong solution.

Let

(Uτ ,Γτ , Pτ ) = (Vτ ,Wτ ,Γτ , Pτ ),

(Vτ ,Wτ ,Γτ , Pτ ) = (vτ − v, wτ − w, ρτ − ρ, pτ − p).

We subtract system (1.11) from system (1.4) to obtain system

∂tVτ − ∆Vτ + (Uτ · ∇)Vτ + (u · ∇)Vτ + (Uτ · ∇)v + ∇hPτ = 0, (6.1)
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τ2(∂tWτ − ∆Wτ + Uτ · ∇Wτ + Uτ · ∇w + u · ∇Wτ ) + ∂zPτ

+ Γτ + τ2(∂tw − ∆w + u · ∇w) = 0, (6.2)

∂tΓτ − ∆Γτ + Uτ · ∇Γτ + Uτ · ∇ρ+ u · ∇Γτ −Wτ = 0, (6.3)

∇h · Vτ + ∂zWτ = 0, (6.4)

defined on Ω × (0, T ∗
τ ).

Proposition 6.1 Suppose that (v0, ρ0) ∈ H2(Ω) with
∫ 1

−1 ∇h · v0dz = 0. Then system

(6.1)–(6.4) has the basic energy estimate

sup
0≤s≤t

(
‖(Vτ , τWτ ,Γτ )‖2

2

)
(s) +

∫ t

0

‖∇(Vτ , τWτ ,Γτ )‖2
2 ds ≤ τ2K1(t)

for any t ∈ [0, T ∗
τ ), where

K1(t) = CeCη2

4
(t)

[
η4(t) + η2

4(t) +
(
‖v0‖2

2 + τ2 ‖w0‖2
2 + ‖ρ0‖2

2

)2
]
.

Here C is a positive constant that does not depend on τ .

It is important to note that the Proposition 6.1 is a direct consequence of Proposition 5.2.

Moreover, the basic energy estimate on system (6.1)–(6.4) can also be obtained by the energy

method. The strong solution (vτ , wτ , ρτ ) to system (1.4) is local, so is the basic energy estimate.

In order to obtain the first order energy estimate for system (6.1)–(6.4), we need to perform

the second order energy estimate on system (1.11).

Proposition 6.2 Suppose that (v0, ρ0) ∈ H2(Ω) with
∫ 1

−1
∇h · v0dz = 0. Then system

(1.11) has the second order energy estimate

sup
0≤s≤t

(
‖∆v‖2

2 + ‖∆ρ‖2
2

)
(s) +

∫ t

0

(
‖∇∂tv‖2

2 + ‖∇∆v‖2
2 + ‖∇∂tρ‖2

2 + ‖∇∆ρ‖2
2

)
ds ≤ η5(t)

for any t ∈ [0,∞), where

η5(t) = eC(t+2)(η2

4
(t)+1)

[
‖v0‖2

H2 + ‖ρ0‖2
H2

]
.

Proof Taking the L2(Ω) inner product of (4.1) and (4.2) with ∆ (∆v − ∂tv) and ∆

(∆ρ− ∂tρ), respectively, we deduce from integration by parts that

d

dt

(
‖∆v‖2

2 + ‖∆ρ‖2
2

)
+ ‖∇∂tv‖2

2 + ‖∇∆v‖2
2 + ‖∇∂tρ‖2

2 + ‖∇∆ρ‖2
2

=

∫

Ω

∇
(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
· ∇ (∆ρ− ∂tρ) dxdydz

+

∫

Ω

∇
(∫ z

0

∇hρ(x, y, ξ, t)dξ

)
: ∇ (∂tv − ∆v) dxdydz

+

∫

Ω

∇
[
v · ∇hρ−

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zρ

]
· ∇ (∆ρ− ∂tρ) dxdydz

+

∫

Ω

∇
[
(v · ∇h) v −

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zv

]
: ∇ (∆v − ∂tv) dxdydz

= : G1 +G2 +G3 +G4. (6.5)

For the first integral term G1 on the right-hand side of (6.5), we use Hölder’s inequality and

Young’s inequality to get that

G1 : =

∫

Ω

∇
(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
· ∇ (∆ρ− ∂tρ) dxdydz
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=

∫

Ω

∇h

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
· ∇h (∆ρ− ∂tρ) dxdydz

+

∫

Ω

(∇h · v) (∂z∆ρ− ∂z∂tρ) dxdydz

=

∫

Ω

[∫ z

0

∇h · ∂iv(x, y, ξ, t)dξ

]
(∂i∆ρ− ∂i∂tρ) dxdydz

+

∫

Ω

(∇h · v) (∂z∆ρ− ∂z∂tρ) dxdydz

≤
∫

M

(∫ 1

−1

|∂i∇hv|dz
)(∫ 1

−1

(|∂i∂tρ| + |∂i∆ρ|) dz

)
dxdy

+

∫

Ω

|∇hv| (|∂z∂tρ| + |∂z∆ρ|) dxdydz

≤ C
(
‖∇v‖2

2 + ‖∆v‖2
2

)
+

1

8

(
‖∇∂tρ‖2

2 + ‖∇∆ρ‖2
2

)
. (6.6)

Next, we estimate the second integral term G2 on the right-hand side of (6.5). Using the same

method as for the integral term G1 gives that

G2 : =

∫

Ω

∇
(∫ z

0

∇hρ(x, y, ξ, t)dξ

)
: ∇ (∂tv − ∆v) dxdydz

≤ C
(
‖∇ρ‖2

2 + ‖∆ρ‖2
2

)
+

1

8

(
‖∇∂tv‖2

2 + ‖∇∆v‖2
2

)
. (6.7)

Due to Lemma 2.2 and Young’s inequality, the third integral term G3 on the right-hand side of

(6.5) can be estimated as

G3 : =

∫

Ω

∇
[
v · ∇hρ−

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zρ

]
· ∇ (∆ρ− ∂tρ) dxdydz

=

∫

Ω

∇ (u · ∇ρ) · ∇ (∆ρ− ∂tρ) dxdydz

=

∫

Ω

(∂iu · ∇ρ+ u · ∂i∇ρ) (∂i∆ρ− ∂i∂tρ) dxdydz

≤ C ‖∂i∇v‖1/2
2 ‖∂i∆v‖1/2

2 ‖∇ρ‖1/2
2 ‖∆ρ‖1/2

2 (‖∂i∂tρ‖2 + ‖∂i∆ρ‖2)

+ C ‖∇v‖1/2
2 ‖∆v‖1/2

2 ‖∂i∇ρ‖1/2
2 ‖∂i∆ρ‖1/2

2 (‖∂i∂tρ‖2 + ‖∂i∆ρ‖2)

≤ C
(
‖∇v‖2

2 ‖∆v‖
2
2 + ‖∇ρ‖2

2 ‖∆ρ‖
2
2

) (
‖∆v‖2

2 + ‖∆ρ‖2
2

)

+
1

8

(
‖∇∆v‖2

2 + ‖∇∂tρ‖2
2 + ‖∇∆ρ‖2

2

)
. (6.8)

For the last integral term G4 on the right-hand side of (6.5), a similar argument as to that for

the integral term G3 gives that

G4 : =

∫

Ω

∇
[
(v · ∇h) v −

(∫ z

0

∇h · v(x, y, ξ, t)dξ
)
∂zv

]
: ∇ (∆v − ∂tv) dxdydz

=

∫

Ω

∇ [(u · ∇)v] : ∇ (∆v − ∂tv) dxdydz

≤ C ‖∇v‖2
2 ‖∆v‖

2
2 ‖∆v‖

2
2 +

1

8

(
‖∇∂tv‖2

2 + ‖∇∆v‖2
2

)
. (6.9)

Substituting (6.6)–(6.9) into (6.5), we have that

d

dt

(
‖∆v‖2

2 + ‖∆ρ‖2
2

)
+

1

2

(
‖∇∂tv‖2

2 + ‖∇∆v‖2
2 + ‖∇∂tρ‖2

2 + ‖∇∆ρ‖2
2

)
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≤ C
(
‖∇v‖2

2 ‖∆v‖
2
2 + ‖∇ρ‖2

2 ‖∆ρ‖
2
2 + 1

)(
‖∆v‖2

2 + ‖∆ρ‖2
2

)
.

Thanks to Grönwall’s inequality, it follows from (4.18) that

(
‖∆v‖2

2 + ‖∆ρ‖2
2

)
(t) +

∫ t

0

(
‖∇∂tv‖2

2 + ‖∇∆v‖2
2 + ‖∇∂tρ‖2

2 + ‖∇∆ρ‖2
2

)
ds

≤ exp

{
C

∫ t

0

(
‖∇v‖2

2 ‖∆v‖
2
2 + ‖∇ρ‖2

2 ‖∆ρ‖
2
2 + 1

)
ds

}(
‖∆v0‖2

2 + ‖∆ρ0‖2
2

)

≤ eC(t+2)(η2

4
(t)+1)

[
‖v0‖2

H2 + ‖ρ0‖2
H2

]
.

The proof is completed. �

With the help of Proposition 6.2, we can perform the first order energy estimate on system

(6.1)–(6.4).

Proposition 6.3 Suppose that (v0, ρ0) ∈ H2(Ω) with
∫ 1

−1 ∇h ·v0dz = 0. Then there exists

a small positive constant β0 such that system (6.1)–(6.4) has the first order energy estimate

sup
0≤s≤t

(
‖∇(Vτ , τWτ ,Γτ )‖2

2

)
(s) +

∫ t

0

‖∆(Vτ , τWτ ,Γτ )‖2
2 ds ≤ τ2K2(t)

for any t ∈ [0, T ∗
τ ), provided that

sup
0≤s≤t

(
‖∇(Vτ ,Γτ )‖2

2 + τ2 ‖∇Wτ‖2
2

)
(s) ≤ β2

0 ,

where

K2(t) = CeC(1+τ4)η2

5
(t)

[
η5(t) + η2

5(t)
]
.

Here C is a positive constant that does not depend on τ .

Proof Multiplying the first three equations in system (6.1)–(6.4) by −∆Vτ , −∆Wτ and

−∆Γτ , respectively, then integrating over Ω and finally integrating by parts gives

1

2

d

dt

(
‖∇(Vτ ,Γτ )‖2

2 + τ2 ‖∇Wτ‖2
2

)
+ ‖∆(Vτ ,Γτ )‖2

2 + τ2 ‖∆Wτ‖2
2

=

∫

Ω

(Uτ · ∇Γτ + u · ∇Γτ + Uτ · ∇ρ)∆Γτdxdydz

+ τ2

∫

Ω

(∂tw − ∆w + u · ∇w) ∆Wτdxdydz

+ τ2

∫

Ω

(Uτ · ∇Wτ + u · ∇Wτ + Uτ · ∇w) ∆Wτdxdydz

+

∫

Ω

[(Uτ · ∇)Vτ + (u · ∇)Vτ + (Uτ · ∇)v] · ∆Vτdxdydz

= : I1 + I2 + I3 + I4. (6.10)

For the first integral term I1 on the right-hand side of (6.10), we apply Lemma 2.2 and Poincaré’s

inequality and Young’s inequality to obtain that

I1 : =

∫

Ω

(Uτ · ∇Γτ + u · ∇Γτ + Uτ · ∇ρ)∆Γτdxdydz

≤ C ‖∇Vτ‖1/2
2 ‖∆Vτ‖1/2

2 ‖∇Γτ‖1/2
2 ‖∆Γτ‖1/2

2 ‖∆Γτ‖2

+ C ‖∇v‖1/2
2 ‖∆v‖1/2

2 ‖∇Γτ‖1/2
2 ‖∆Γτ‖3/2

2

+ C ‖∇Vτ‖1/2
2 ‖∆Vτ‖1/2

2 ‖∇ρ‖1/2
2 ‖∆ρ‖1/2

2 ‖∆Γτ‖2
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≤ 5

64

(
‖∆Vτ‖2

2 + ‖∆Γτ‖2
2

)
+ C

(
‖∇Vτ‖2

2 + ‖∇Γτ‖2
2

)

×
[(

‖∆Vτ‖2
2 + ‖∆Γτ‖2

2

)
+ ‖∆ρ‖2

2 ‖∇∆ρ‖2
2 + ‖∆v‖2

2 ‖∇∆v‖2
2

]
. (6.11)

The integral terms I2, I3 and I4 on the right-hand side of (6.10) can be bounded as

I2 : = τ2

∫

Ω

(∂tw − ∆w + u · ∇w) ∆Wτdxdydz

≤ τ2C
(
‖∆v‖2

2 ‖∇∆v‖2
2 + ‖∇∂tv‖2

2 + ‖∇∆v‖2
2

)
+

5

64
τ2 ‖∆Wτ‖2

2 , (6.12)

I3 : = τ2

∫

Ω

(Uτ · ∇Wτ + u · ∇Wτ + Uτ · ∇w) ∆Wτdxdydz

≤ 5

64

(
‖∆Vτ‖2

2 + τ2 ‖∆Wτ‖2
2

)
+ C

(
‖∇Vτ‖2

2 + τ2 ‖∇Wτ‖2
2

)

×
[(

‖∆Vτ‖2
2 + τ2 ‖∆Wτ‖2

2

)
+ (1 + τ4) ‖∆v‖2

2 ‖∇∆v‖2
2

]
(6.13)

and

I4 : =

∫

Ω

[(Uτ · ∇)Vτ + (u · ∇)Vτ + (Uτ · ∇)v] · ∆Vτdxdydz

≤ C
(
‖∇Vτ‖2

2 ‖∆Vτ‖2
2 + ‖∆v‖2

2 ‖∇∆v‖2
2 ‖∇Vτ‖2

2

)
+

5

64
‖∆Vτ‖2

2

≤ C ‖∇Vτ‖2
2

(
‖∆Vτ‖2

2 + ‖∆v‖2
2 ‖∇∆v‖2

2

)
+

5

64
‖∆Vτ‖2

2 , (6.14)

respectively. The details of the above calculations can be found in [28, Proposition 5.2].

Combining the estimates for (6.11), (6.12), (6.13) and (6.14), we obtain that

1

2

d

dt

(
‖∇(Vτ ,Γτ )‖2

2 + τ2 ‖∇Wτ‖2
2

)
+

11

16

(
‖∆(Vτ ,Γτ )‖2

2 + τ2 ‖∆Wτ‖2
2

)

≤ Cδ

(
‖∇(Vτ ,Γτ )‖2

2 + τ2 ‖∇Wτ‖2
2

) [(
‖∆(Vτ ,Γτ )‖2

2 + τ2 ‖∆Wτ‖2
2

)

+ ‖∆ρ‖2
2 ‖∇∆ρ‖2

2 + (1 + τ4) ‖∆v‖2
2 ‖∇∆v‖2

2

]

+ τ2Cδ

(
‖∆v‖2

2 ‖∇∆v‖2
2 + ‖∇∂tv‖2

2 + ‖∇∆v‖2
2

)
. (6.15)

Using the assumption given by the proposition,

sup
0≤s≤t

(
‖∇(Vτ ,Γτ )‖2

2 + τ2 ‖∇Wτ‖2
2

)
(s) ≤ β2

0 ,

and choosing β0 =
√

3
16Cδ

, it can be deduced from inequality (6.15) that

d

dt

(
‖∇(Vτ ,Γτ )‖2

2 + τ2 ‖∇Wτ‖2
2

)
+

(
‖∆(Vτ ,Γτ )‖2

2 + τ2 ‖∆Wτ‖2
2

)

≤ Cδ

[
‖∆ρ‖2

2 ‖∇∆ρ‖2
2 + (1 + τ4) ‖∆v‖2

2 ‖∇∆v‖2
2

] (
‖∇(Vτ ,Γτ )‖2

2 + τ2 ‖∇Wτ‖2
2

)

+ τ2Cδ

(
‖∆v‖2

2 ‖∇∆v‖2
2 + ‖∇∂tv‖2

2 + ‖∇∆v‖2
2

)
.

Note that the fact that (Vτ ,Wτ ,Γτ )|t=0 = 0. Applying Grönwall’s inequality to the above

inequality, it follows from Proposition 6.2 that

(
‖∇(Vτ ,Γτ )‖2

2 + τ2 ‖∇Wτ‖2
2

)
(t) +

∫ t

0

(
‖∆(Vτ ,Γτ )‖2

2 + τ2 ‖∆Wτ‖2
2

)
ds

≤ τ2Cδ exp

{
Cδ

∫ t

0

[
‖∆ρ‖2

2 ‖∇∆ρ‖2
2 + (1 + τ4) ‖∆v‖2

2 ‖∇∆v‖2
2

]
ds

}
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×
∫ t

0

(
‖∆v‖2

2 ‖∇∆v‖2
2 + ‖∇∂tv‖2

2 + ‖∇∆v‖2
2

)
ds

≤ τ2Cδe
Cδ(1+τ4)η2

5
(t)

[
η5(t) + η2

5(t)
]
.

This completes the proof. �

Proposition 6.4 Let T ∗
τ be the maximal existence time of strong solution (vτ , wτ , ρτ ) to

system (1.4), corresponding to the boundary and initial conditions (1.5)–(1.6) and the symmetry

condition (1.7). Then, for any T > 0, there exists a small positive constant τ(T ) = 3β0

4
√

K̃2(T )

such that T ∗
τ > T , provided that τ ∈ (0, τ(T )). Furthermore, system (6.1)–(6.4) has the energy

estimate

sup
0≤t≤T

(
‖(Vτ , τWτ ,Γτ )‖2

H1

)
(t) +

∫ T

0

‖∇(Vτ , τWτ ,Γτ )‖2
H1dt ≤ τ2

(
K̃1(T ) + K̃2(T )

)
,

where

K̃1(T ) = CeCη2

4
(T )

[
η4(T ) + η2

4(T ) +
(
‖v0‖2

2 + ‖w0‖2
2 + ‖ρ0‖2

2

)2
]
,

and

K̃2(T ) = C′eC′η2

5
(T )

[
η5(T ) + η2

5(T )
]
.

Here both C and C′ are positive constants that do not depend on τ .

The proof of Proposition 6.4 is similar to that given by Pu-Zhou [34, Proposition 4.1], and

so is omitted here. Based on Proposition 6.4, we give the proof of Theorem 3.3.

Proof of Theorem 3.3 For any T > 0, thanks to Proposition 6.4, there exists a small

positive constant τ(T ) = 3β0

4
√

K̃2(T )
such that T ∗

τ > T , provided that τ ∈ (0, τ(T )), which implies

that system (1.4), corresponding to the boundary and initial conditions (1.5)–(1.6) and the

symmetry condition (1.7), has a unique strong solution (vτ , wτ , ρτ ) on the time interval [0, T ]

for all τ ∈ (0, τ(T )). Moreover, the following estimate holds

sup
0≤t≤T

(
‖(Vτ , τWτ ,Γτ )‖2

H1

)
(t) +

∫ T

0

‖∇(Vτ , τWτ ,Γτ )‖2
H1dt

≤ τ2
(
K̃1(T ) + K̃2(T )

)
=: τ2K̃3(T ).

Here K̃3(t) is a nonnegative continuously increasing function that does not depend on τ . Finally,

it is clear that the strong convergences stated in Theorem 3.3 are the direct consequences of

the above estimate. The theorem is thus proven. �
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