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Abstract Submodularity defines a general framework rich of important theoretical proper-
ties while accommodating numerous applications. Although the notion has been present in
the literature of Combinatorial Optimization for several decades, it has been overlooked in
the analysis of global constraints. The current work illustrates the potential of submodularity
as a powerful tool for such an analysis. In particular, we show that the cumulative constraint,
when all tasks are identical, has the submodular/supermodular representation property, i.e.,
it can be represented by a submodular/supermodular system of linear inequalities. Motivated
by that representation, we show that the system of any two (global) constraints not necessar-
ily of the same type, each bearing the above-mentioned property, has an integral relaxation
given by the conjunction of the linear inequalities representing each individual constraint.
This result is obtained through the use of the celebrated polymatroid intersection theorem.
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1 Introduction

Global constraints offer declarative simplicity in modeling complex real-life applications
often with the use of discrete variables. Usually, the resulting model is communicated to a
software platform for resolution. Such solvers use a variety of methods that have been devel-
oped mainly within the field of Constraint Programming (CP). As these models are typically
not easy to resolve, many computational environments also take advantage of Mathematical
Programming (MP) techniques. In this way, these solvers implement a unified resolution
framework that has been advocated and described in various works (see [6, 9–11, 25] and
references contained therein.)

The power of such a framework is greatly enhanced by the ability to represent a global
constraint by linear inequalities that describe the convex hull of points satisfying that con-
straint. If such a representation is known, then resolution can be accomplished by Linear
Programming, especially when an optimal solution is sought. Surveys on the linearization of
several global constraints can be found in [8–10, 18]. Work, where some (or all) of the facets
of the convex hulls associated with global constraints are established, includes [22] (alldif-
ferent), [23] (cardinality rules), [12] (the cumulative constraint), [24] (the sum constraint),
[13] (the circuit constraint). Related research on binary constraint satisfaction problems
appears in [2, 21]. Furthermore, the linear representation of various systems of alldifferent
constraints has been studied [1, 3, 15, 16].

The current work falls within such a framework. It utilizes the powerful theory of Poly-
matroids and Submodularity, developed in the field of MP (particularly Combinatorial
Optimization) in order to establish results analogous to the ones presented above. Although
that theory has been motivated by a wide range of applications, its contribution to the
domain of global constraints is rather limited. To the best of our knowledge, the paper by
D. Magos is the only relevant work where it is shown that the linear representation of the
alldifferent constraint has the submodular/supermodular representation property [14]. In the
current work, we derive the convex hull of the cumulative constraint in the case of identical
tasks PS and derive its dimension. We show that its defining inequalities form a submod-
ular/supermodular system and establish that PS is a generalized polymatroid. The direct
consequence is that if the functions providing the right-hand side of these inequalities are
integral, PS is integral too. We also use results from the theory of submodular systems to
identify the facets of PS thus deriving its minimal description when it is of full dimension.
Subsequently, we provide an extension to the celebrated Polymatroid Intersection Theorem
[20, Corollary 46.1a] which is directly applicable to any system of two global constraints
each bearing the submodular/supermodular property: an integral relaxation of such a sys-
tem is given by the conjunction of the linear inequalities representing each of the global
constraints individually.

2 Background

2.1 Polytopes and integrality

We review some basic definitions from MP theory [19]. Let n, m ∈ Z+. A polyhedron P ⊆
R

n is the set of points that satisfy a finite number of linear inequalities, that is P = {x ∈
R

n : Ax ≥ b}, where (A, b) is an m× (n+1) matrix. We say that the system of inequalities
Ax ≥ b is defining for the polyhedron P . A bounded polyhedron is called a polytope. Given
a polytope P , a point x ∈ P is an extreme point of P if there do not exist x1, x2 ∈ P ,
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x1 �= x2 such that x = 0.5x1+0.5x2. A polytope has a finite number of extreme points and
every other point of that polytope can be expressed as a convex combination of its extreme
points. Hence, a polytope can be described either by its extreme points or by its defining
linear inequalities. Thus, if C is the set of extreme points of P and conv{C} denotes the
smallest convex region including the points of C, then {x ∈ R

n : Ax ≥ b} = P = conv{C}.
The system Ax ≥ b is called a linear description of P. The polytope P is called integral
if all its extreme points are integral. Given two polytopes P̄ and P̂ such that P̄ ⊆ P̂ , if the
polytope P̂ is integral then it is called an integral relaxation of P̄ . The following definition
establishes the notion of total dual integrality.

Definition 1 ([5]) A system of linear inequalities Ax ≥ b is called totally dual integral
(TDI), if for all integral w such that z = min{wx : Ax ≥ b} is finite, the dual max{yb :
yA = w, y ∈ R

m} has an integral optimal solution.

2.2 Submodularity

The following definition can be found in any standard textbook on polyhedral combinatorics
(e.g. [20]).

Definition 2 Given a set S, a function g : 2S → R is called submodular if

g(A ∪ B) + g(A ∩ B) ≤ g(A) + g(B), ∀A,B ⊆ S. (1)

An equivalent definition can be given with respect to the non-increasing first differences.

Lemma 3 ([17]) Given a set S, a function g : 2S → R is called submodular iff

g(B ∪ {j}) − g(B) ≤ g(A ∪ {j}) − g(A),∀A ⊂ B ⊂ S, j ∈ S \ B. (2)

Proof (Necessity) Let A ⊂ B ⊂ S and j ∈ S \ B. Then (1) for sets C, D where C =
B, D = A ∪ {j} yields

g(C ∪ D) + g(C ∩ D) ≤ g(C) + g(D) ⇒
g(B ∪ (A ∪ {j})) + g(B ∩ (A ∪ {j})) ≤ g(B) + g(A ∪ {j}).

Because B ∪ (A ∪ {j}) = B ∪ {j} and B ∩ (A ∪ {j}) = A, the above implies

g(B ∪ {j}) − g(B) ≤ g(A ∪ {j}) − g(A).

(Sufficiency) Again let A,B, j defined as previously. It is easy to see that (2) implies

g(B ∪ C) − g(B) ≤ g(A ∪ C) − g(A), (3)

where C ∩ B = ∅.

For any X, Y ⊆ S, the sets X ∩Y,X \Y, Y qualify for the roles of A,C, B, respectively,
in (3). Substitution yields

g(Y ∪ (X \ Y )) − g(Y ) ≤ g((X ∩ Y ) ∪ (X \ Y )) − g(X ∩ Y ).

Because Y ∪ (X \ Y ) = Y ∪ X and (X ∩ Y ) ∪ (X \ Y ) = X, the above yields

g(Y ∪ X) + g(X ∩ Y ) ≤ g(X) + g(Y )

which is exactly (1) for X, Y ⊆ S.
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g is called supermodular if ‘≤’ is replaced by ‘≥’ in the above definitions. Finally, if (1),
(2) hold as equalities g is called modular. Clearly, the notions of super- submodularity are
symmetric; it is easy to see that if g is submodular, −g is supermodular and vice versa.

In his seminal paper [4], Edmonds initiated a systematic study of submodular functions.
Among the main contributions of that work is the definition of a polytope with the use of a
submodular function g. That is, a submodular system (S, g) is associated with the polytope

P(S, g) = {x ∈ R
S : x ≥ 0, x(U) ≤ g(U),∀U ⊆ S},

where x(U) = ∑
u∈U xu. P is called a polymatroid while dropping the non-negative con-

straints yields an extended polymatroid denoted asEP(S, g) (c.f. [20, p.767]). An important
property of the inequality system defining P(S, g) is that it is totally dual integral (TDI) [4].
The same applies for the system defining EP(S, f ) [20, Corollary 44.3c]. The key impli-
cation of TDIness is that if g is integer-valued, then P(S, g) (and thus EP(S, g)) is integral
[20, Corollary 44.3d].

A most celebrated result is that the above property carries over to the intersection of two
(extended) polymatroids. That is, given two submodular functions g0, g1 defined on the
same set S, the inequality system x ≥ 0, x(U) ≤ gi(U), ∀U ⊆ S, i = 0, 1 is TDI [4].
Note that this system defines the polytope P(S, g0) ∩ P(S, g1), i.e., the intersection of the
polymatroids P(S, g0) and P(S, g1). An analogous result holds for EP(S, g0)∩EP(S, g1)

[20, Theorem 46.1]. The consequence is known as the polymatroid intersection theorem
[20, Corollary 46.1a] given next.

Theorem 4 The intersection of two integral (extended) polymatroids is integral.

Structures that are symmetrical to the ones presented above are defined if instead of a
submodular function g, we consider a supermodular function f defined on a set S. Thus a
contrapolymatroid is the polytope

P̃ (S, f ) = {x ∈ R
S : x ≥ 0, x(U) ≥ f (U), ∀U ⊆ S},

In an analogous manner, an extended contrapolymatroid is defined. A theorem analogous
to Theorem 4 holds for contrapolymatroids as well [20, Corollary 46.1d]. The intersection
of an integral (extended) polymatroid and an integral (extended) contrapolymatroid is also
integral [20, Theorem 46.2, Corollary 46.2a].

An even more general model is that of a generalized polymatroid (g-polymatroid) [7].
Two set functions f, g defined on a set S are called compliant if

g(A) − f (B) ≥ g(A \ B) − f (B \ A),∀A,B ⊆ S. (4)

The pair (f, g) is called strong if the two functions are compliant and f is supermodular
whereas g is submodular. For a strong pair (f, g), the polytope

Q(S, f, g) = {x ∈ R
S : f (U) ≤ x(U) ≤ g(U),∀U ⊆ S}

is a g-polymatroid. It is known that the system defining a g-polymatroid is TDI [7, Propo-
sition 2.12]. Also the linear system defining the intersection of two g-polymatroids
Q(S, f0, g0)∩Q(S, f1, g1),where (f0, g0), (f1, g1), are strong pairs is TDI [7, Proposition
4.1].
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3 The Cumulative constraint with identical tasks

The resource-constrained scheduling problem (RCSP) involves scheduling a set of tasks
N = {1, . . . , n} on a renewable resource with limited capacity C. Each task j ∈ N has an
earliest release date r lbj , a latest release date rubj , a due date dj and consumes cj units of
the resource while running, non-preemptively, for pj time units. Given a time horizon of T

time units, we are interested in determining the start time sj of each task j ∈ N such that
∑

j∈Nt

cj ≤ C, ∀ t ∈ {0, . . . , T }, (5)

r lbj ≤ sj ≤ rubj = dj − pj , ∀ j ∈ N, (6)

where Nt = {j ∈ N : sj ≤ t < sj + pj } is the set of tasks running at time t . We refer to a
vector s ∈ R

n satisfying (5)–(6) as a schedule. Such a system is modelled by the so-called
cumulative constraint [9, Section 4.16]

cumulative(s|p, c, C). (7)

whose set of solutions are all schedules s.

We focus on the case of identical tasks, i.e., pj = p0, cj = c0, r lbj = r0, and rubj = r1,
for all j ∈ N . To be more descriptive, in this case, we write (7) as

cumulative(sj : j ∈ N |p0, c0, C). (8)

Hence, the resource can process at most δ = �C/c0� tasks at a time. Table 1 summarizes
the notation introduced above.

Given K ⊆ N, observe that p0 · �|K| /δ� is the minimum number of time periods needed
to process a set of K tasks. We define

ρ(K) =
⌈ |K|

δ

⌉

− 1.

Remark 5 The function ρ : 2N → Z+ is non-decreasing on the cardinality of the subsets
of N .

We define,

f (r0,K) = |K|r0 + ρ(K) · p0 · (|K| − δ
2 (ρ(K) + 1)

)
, (9)

g(r1,K) = |K|r1 − ρ(K) · p0 · (|K| − δ
2 (ρ(K) + 1)

)
. (10)

Table 1 Notation associated with the Cumulative constraint on identical tasks

N : set of tasks to be run non-preemptively

C : amount of a renewable resource

sj : starting time of task j ∈ N

p0 : processing time of a task

c0 : quantity of resource consumed by a task

r0 : earliest release date of a task
r1 : latest release date of a task
δ = �C/c0� : maximum number of tasks processed simultaneously
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We begin by showing how (9) and (10) relate to feasible schedules. Hereafter, let s(K) =∑
j∈K sj , for K ⊆ N.

Proposition 6 For K ⊆ N , f (r0, K) and g(r1,K) are the minimum and maximum value
of s(K) in any feasible schedule s, respectively.

Proof We show the result for f (r0,K) (the proof for g(r1,K) is similar). The value of
s(K) is minimized when the tasks in K are processed as early as possible. Recall that,
by definition, ρ(K) is the number of periods of length p0 needed to process |K| tasks,
minus one. Therefore, the first ρ(K) periods of the schedule will be full, that is, there
will be δ tasks running. The tasks that run during the first period have sj = r0, the tasks
that run during the second period have sj = r0 + p0, and so on, until (and including)
the ρ(K)-th period. Therefore, the sum of the start times of these first δ · ρ(K) tasks is
equal to

∑ρ(K)−1
i=0 (r0 + ip0) multiplied by δ. The remaining |K| − δρ(K) tasks will have

sj = r0 + p0 · ρ(K). Summing these start times with the former expression, we obtain

f (r0,K) =
ρ(K)−1∑

i=0

(r0 + ip0)δ + (r0 + ρ(K)p0) (|K| − δρ(K)) ,

which reduces to (9) after some algebraic manipulations.

Example 1 Consider a set of N = {1, 2, . . . , 7} tasks. Suppose that each task runs non-
preemptively, consumes two units of a resource and requires three periods of processing
time. Assume that the amount of the renewable resource available is limited to 5 units. Fur-
thermore, the processing cannot start earlier than day number 2 and later than day number
14. The parameters of the problem are C = 5, c0 = 2, p0 = 3, r0 = 2, r1 = 14. The num-
ber of tasks running at each time period cannot be more than δ = �5/2� = 2. The minimum
number of days needed for all tasks to be processed is p0 · �|N | /δ� = 3 · �7/2� = 12. Also,
ρ(N) = 3. Plausible schedules include ŝ, s̃, s̄ where

ŝ1 = 3, ŝ2 = 4, ŝ3 = 7, ŝ4 = 7, ŝ5 = 10, ŝ6 = 11, ŝ7 = 14,

s̃1 = 2, s̃2 = 2, s̃3 = 5, s̃4 = 5, s̃5 = 8, s̃6 = 8, s̃7 = 11,

s̄1 = 5, s̄2 = 8, s̄3 = 8, s̄4 = 11, s̄5 = 11, s̄6 = 14, s̄7 = 14.

Observe that s̃(N) = f (2, 7) = 41, ŝ(N) = 56 and s̄(N) = g(14, 7) = 71.

Intuitively, because tasks have common characteristics, the sum of starting times of a set
K of tasks starting as early (or as late) as possible cannot be less than the corresponding
sum of a set of K ′ of tasks where

∣
∣K ′∣∣ ≤ |K|. This is formalized as a remark.

Remark 7 The functions f, g are non-decreasing on the cardinality of the subsets of N.

The preceding analysis implies that any schedule satisfies

g(r1, K) ≥ s(K) ≥ f (r0,K),∀K ⊆ N. (11)

In fact, (11) yields the linear representation of the cumulative constraint for identical
tasks as shown next.
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Theorem 8 The convex hull of schedules is

PS = {s ∈ R
N : s satisfies (11)} (12)

Proof Clearly PS �= ∅ if and only if r1 ≥ r0 + p0 · ρ(N). Let αs ≤ β be an inequality
that is valid for PS and P (α,β) = {s ∈ PS : αs = β} the face it induces. Either (i) at
least one coefficient of αs ≤ β is positive or (ii) all such coefficients are non-positive
(thus the inequality −αs ≥ −β has only non-negative coefficients). We prove that P (α,β) is
included in a face defined by an inequality s(K) ≤ g(r1, K) (if (i) holds) or an inequality
s(K) ≥ f (r0,K) (if (ii) holds).

Case 8.1 αk > 0 for some k ∈ N

Let αmax = max{αk : k ∈ N}. By hypothesis αmax > 0. Define K = {k ∈ N : αk =
αmax}, i.e. K is the set indexing the maximum coefficients in the left-hand side of αs ≤ β

(and also αk > 0 for all k ∈ K). We prove that each vector s ∈ P (α,β) that defines a
schedule satisfies s(K) = g(r1, K).

Thus, assume to the contrary a schedule s′ ∈ P (α,β) such that s′(K) < g(r1,K). The
implication here is that, in the schedule s′, not all tasks indexed by K start ‘as late as possi-
ble’. Thus consider the task indexed by K with the earliest start time, i.e. k0 = argmin{s′

k :
k ∈ K}. Since s′(K) < g(r1,K), task k0 starts no later than r1 − (ρ(K) + 1) · p0, i.e.
s′
k0

≤ r1 − (ρ(K) + 1) · p0. Moreover, in the schedule s′, either there are δ tasks processed
in each period t = r1 − (ρ(K) − 1) · p0, . . . , r1 (and the remaining tasks processed in
r1 − ρ(K) · p0) or there is a period t ∈ {r1 − ρ(K) · p0, . . . , r1 − p0} in which fewer than
δ tasks are processed (or fewer than w tasks are processed in r1).

In the former case (all periods after r1 − ρ(K) · p0 are ‘full’), s′(K) < g(r1,K) implies
that there is a task not indexed by K which starts no earlier than r1 − ρ(K) · p0, i.e. there is
k1 ∈ N\K such that s′

k1
≥ r1 − ρ(K) · p0. Recalling that s′

k0
≤ r1 − (ρ(K) + 1) · p0 yields

that s′
k0

< s′
k1

although αk0 > αk1 (follows from k0 ∈ K and k1 ∈ N\K). Construct the
point s̄ as s̄k0 = s′

k1
, s̄k1 = s′

k0
and s̄k = s′

k for all k ∈ N\{k0, k1}. Observe that, although s̄

is a schedule of PS,

αs̄ − αs′ = αk0 s̄k0 + αk1 s̄i1 − αk0s
′
k0

− αk1s
′
k1

=
= (αk0 − αk1) · (s′

k1
− s′

k0
) > 0

or αs̄ > αs′ = β. Hence inequality αs ≤ β is not valid for PS, since violated by s̄, i.e. a
contradiction to our assumption that s′(K) < g(r1,K).

In the latter case (there is a period after r1 − ρ(K) · p0 that is not ‘full’), let t0 >

r1 − (ρ(K)+ 1) ·p0 be a period in which an additional task can be processed. The schedule
s̄ ∈ PS derived as s̄k0 = t0, s̄k = s′

k for all k ∈ N\{k0, k1} task k0 is processed in period t0
and all other tasks are processed as before (i.e., as in the schedule s). Clearly, s̄k0 > s′

k0
and

αk0 > 0 by hypothesis. But then,

αs̄ − αs′ = αk0 · (s̄k0 − s′
k0

) > 0

implies that αs ≤ β is not valid for PS, since violated by s̄, thus contradicting again that
s′(K) < g(r1, K).

It follows that s(K) = g(r1,K) for all schedules s ∈ P (α,β). Since each face of PS is
the convex hull of the schedules belonging to it, P (α,β) ⊆ {s ∈ PS : s(K) = g(r1,K)}.
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Therefore, the only inequalities of the form αs ≤ β (with a positive left-hand side
coefficient) required for the description of PS are s(K) ≤ g(r1, K),K ⊆ N.

Case 8.2 αk ≤ 0 for all k ∈ N

Let αmin = min{αk : k ∈ N}. Unless αs ≤ β is an all-zeros inequality (thus being trivially
redundant) αmin < 0. Define K = {k ∈ N : αk = αmin}, i.e. K is the set indexing the
minimum coefficients in αs ≤ β and αk < 0 for all k ∈ K. We prove that s(K) = f (r0, K)

for any schedule s ∈ P (α,β).

Assuming to the contrary a schedule s′ ∈ P (α,β) such that s′(K) > f (r0,K) implies that
not all tasks indexed by K start ‘as early as possible’ in s′. Thus consider the task indexed
by K with the latest start time, i.e. k0 = argmax{s′

k : k ∈ K}. Since s′(K) > f (r0,K),

task k0 starts no earlier than r0 + (ρ(K)+1) ·p0, i.e. s′
k0

≤ r0 + (ρ(K)+1) ·p0. Moreover,
either there are δ tasks processed in each period t = r0, r0 +p0, . . . , r0 +ρ(K) ·p0 or there
is a period t ∈ {r0, r0 + p0, . . . , r0 + ρ(K) · p0} in which fewer than δ tasks are processed.

In the former case (all periods r0, r0+p0, . . . , r0+ρ(K)·p0 are ‘full’), s′(K) > f (r0, K)

implies that there is k1 ∈ N\K such that s′
k1

≤ r0 + ρ(K) · p0. Thus s′
k0

> s′
k1

although
αk0 < αk1 (follows from the definition of K). Construct the point s̄ as s̄k0 = s′

k1
, s̄k1 = s′

k0

and s̄k = s′
k for all k ∈ N\{k0, k1}. Observe that, although s̄ is a schedule of PS, αs̄ −αs′ =

(αk0 − αk1) · (s′
k1

− s′
k0

) > 0 or αs̄ > αs′ = β, i.e. a contradiction to the assumption that
s′(K) > f (r0,K).

In the latter case let t0 ≤ r0 + ρ(K) · p0 be a period in which an additional task can be
processed. The schedule s̄ ∈ PS derived as s̄k0 = t0, s̄k = s′

k for all k ∈ N\{k0, k1}, task
k0 is processed in period t0 and all other tasks are processed as in the schedule s. Clearly,
s̄k0 < s′

k0
and αk0 < 0 by hypothesis. But then, αs̄ −αs′ = αk0 · (s̄k0 − s′

k0
) > 0 yields again

a contradiction to s′(K) > f (r0,K).

It follows that s(K) = f (r0, K) for all extreme points s ∈ P (α,β), thus P (α,β) ⊆ {s ∈
PS : s(K) = f (r0,K)}. Therefore, the inequalities s(K) = f (r0,K),K ⊆ N, are the only
ones required (among the inequalities of the form αs ≤ β without a positive coefficient) for
the description of PS.

It is easy to see that PS is empty if r1 < r0 +ρ(N) ·p0. In this case, there are not enough
time periods for all the tasks in N to start. That is, f (r0, N) > g(r1, N). A more general
result can be derived from the following two lemmas.

Lemma 9 f (r0, N) = g(r1, N) if r1 = r0 + ρ(N) · p0 and δ divides |N | .

Proof Considering (9) and (10) for N and equating them yields

g(r1, N) = f (r0, N) ⇒
|N | r1 − p0 · ρ(N)

(

|N | − δ

2
(ρ(N) + 1)

)

= |N | r0 + p0 · ρ(N)

(

|N | − δ

2
(ρ(N) + 1)

)

⇒
|N | (2 · p0 · ρ(N) − (r1 − r0)) = δ · p0 · ρ(N) · (ρ(N) + 1)
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Setting in the above equation r1 − r0 = p0 · ρ(N) and dividing both parts by p0 · ρ(N), we
get

|N |
δ

=
⌈ |N |

δ

⌉

which implies that δ divides |N | .

Lemma 10 If PS �= ∅ then there does not exist K ⊂ N such that f (r0,K) = g(r1, K), for
any r0, r1.

Proof Since PS �= ∅, it can only be that r1 ≥ r0 + ρ(N) · p0. Now assume there is K ⊂ N

such that f (r0, K) = g(r1,K). That yields

r1 − r0 = ρ(K) · p0 · μ, (13)

μ =
(

2 − �|K| /δ�
|K| /δ

)

. (14)

Observe that μ ≤ 1. If r1 > r0+ρ(N) ·p0 (implying f (r0, N) < g(r1, N)) then (13) yields
ρ(K) > ρ(N) contradicting Remark 5 as |K| < |N | .

Next assume that r1 = r0 + ρ(N) · p0 but δ delta does not divide |N | (implying again
that f (r0, N) < g(r1, N)). Then, we have that

ρ(N) = ρ(K) · μ. (15)

For this to hold μ must be equal to one implying that δ divides |K| . But then as δ does not
divide |N | and |N | > |K|, it follows that ρ(N) > ρ(K).

Finally, if f (r0, N) = g(r1, N) then by Lemma 9, δ divides |N | and thus μ < 1 if δ does
not divide |K| . In this case (15) cannot hold given that ρ(N) ≥ ρ(K). On the other hand,
if δ divides both |K| and |N | then μ = 1 but ρ(N) > ρ(K).

Corollary 11

dimPS =
⎧
⎨

⎩

−1, r1 < r0 + ρ(N) · p0,

|N | − 1, r1 = r0 + ρ(N) · p0, δ divides |N | ,
|N | , otherwise.

Proof By Lemmas 9, 10, when PS �= ∅, the system (11) may include up to one equality;
that is g(r1, N) = f (r0, N) = s(N) when r1 = r0 + ρ(N) · p0 and δ divides |N | .

Next, we show how submodularity enters the picture.

Proposition 12 Functions f (r0, K) and g(r1,K) are supermodular and submodular on 2N ,
respectively.

Proof To establish the supermodularity of f it suffices to show (2) where f replaces g and
‘≥’ ‘≤’. That is, we must prove

f (r0,K ∪ {j}) − f (r0,K) ≥ f (r0, K̄ ∪ {j}) − f (r0, K̄), (16)

for any K̄ ⊂ K ⊂ N and j ∈ N\K . By the definition of f (r0, K), the difference f (r0, K̄ ∪
{j}) − f (r0, K̄) is solely determined by the size of the sets K̄ ∪ {j} and K̄. Moreover,
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since all tasks are identical and f (r0,K) represents the minimum sum of start times in a
(feasible) schedule, f (r0, K̄∪{j})−f (r0, K̄) equals the start time of the last task among the
|K̄ ∪ {j}| tasks. But the start time of that task (irrespective of whether that task is j ) equals
r0 +ρ(K̄ ∪ {j}) ·p0 = f (r0, K̄ ∪ {j})− f (r0, K̄). Similarly, f (r0, K ∪ {j})− f (r0,K) =
r0 + ρ(K ∪ {j}) · p0. Hence, showing (16) is equivalent to showing that ρ(K̄ ∪ {j}) ≤
ρ(K ∪ {j}). The latter follows from the fact that

(
K̄ ∪ {j}) ⊂ (K ∪ {j}), and by noticing

that ρ(K) is non-decreasing with respect to |K|. The submodularity of g(r1,K) is shown
in an analogous manner.

The following statement which is proven in the Appendix reveals a fundamental property
of PS.

Theorem 13 PS is a generalized polymatroid.

Corollary 14 The polytope PS is integral if r0, r1 and p0 are integers.

Proof As PS is a generalized polymatroid, the system of inequalities (11) is TDI. Given
that that r0, r1 and p0 are integers, the functions f (r0, K), g(r1,K) yield integer values for
any K ⊆ N.

Also, the polytopes defined from PS for r0 = −∞ and r1 = ∞ form an extended
polymatroid and contrapolymatroid, respectively, thus constituting integral relaxations of
PS, when the conditions of the above theorem hold. Submodularity can also be used to
identify the facets of PS when it is of full dimension. The following definition is adapted
from [7][Chapter VI, page 548]

Definition 15 Let h denote any of the functions f, g, while ĥ the other one. Consider a set
K ⊆ N.

• A set N1 ⊂ K is called an inner (h,K)-separator if

h(N1) + h(K \ N1) = h(K).

• A set N1 ⊆ N \ K is called an outer (h,K)-separator if

h(N1 ∪ K) − ĥ(N1) = h(K).

[7][Corollary 1.2, page 548] yields that s(K) ≥ f (r0, K) and s(K) ≤ g(r1,K) define
facets of the full-dimensional PS iff there is no inner (h,K)-separator and no outer (h,K)-
separator where h is defined as above. In the following statements, we identify the sets
K ⊂ N for which this true.

Proposition 16 For |K| = 1 or |K| > δ, there is no inner (f,K)-separator. The same
applies for g.

Proof We show the result for f . By definition there can be no inner separator if |K| = 1.
Next, let |K| > δ. Since ∅ ⊂ N1 ⊂ K and function ρ is non-decreasing, ρ(K) ≥ ρ(N1)

and ρ(K) ≥ ρ(K\N1). We show that at least one of these two inequalities is strict, i.e.,
ρ(K) > ρ(N1) or ρ(K) > ρ(K\N1). Assuming the contrary and adding the two equalities,
we get

2ρ(K) = ρ(N1) + ρ(K\N1). (17)



Submodularity and its application to some global constraints 277

Next, considering Lemma 24, (see Appendix), with n = 2, a0 = |K| , a1 = |N1| , a2 =
|K \ N1| and b = δ, we obtain

⌈ |K|
δ

⌉

+ θδ,|K| =
⌈ |N1|

δ

⌉

+
⌈ |K \ N1|

δ

⌉

,

where θδ,|K| ∈ {0, 1}. Moving θδ,|K| to the right-hand side and subtracting one from both
sides, yields

ρ(K) ≥ ρ(N1) + ρ(K \ N1).

Substituting the right-hand side from (17), we arrive at ρ(K) ≥ 2ρ(K) which is a con-
tradiction because ρ(K) ≥ 1 (i.e., ρ(K) �= 0); this stems from the hypothesis that
|K| > δ.

Recall that f (r0,K) denotes the minimum sum of start times of |K| tasks in a feasible
schedule, i.e. δ tasks start at each period t = r0, . . . , r0+p0 · (ρ(K)−1) and |K|−ρ(K) ·δ
tasks start at period r0+p0 ·ρ(K). Let {sk, k ∈ K} denote the start times of such a schedule
sorted in increasing order, i.e. s1 ≤ s2 ≤ · · · ≤ s|K| and s(K) = f (r0,K).

Similarly, f (r0, N1) and f (r0,K\N1) represent the minimum sum of start times for
two schedules comprising |N1| and |K| − |N1| tasks respectively; that is, δ tasks start at
each period t = r0, . . . r0 + p0 · (ρ(N1) − 1), |N1| − p0 · ρ(N1) · δ tasks start at period
r0 + p0 · ρ(N1), another δ tasks start at each period t = r0, . . . , p0 · (ρ(K \ N1) − 1) and
|K \ N1| − ρ(K \ N1) · δ tasks start at period ρ(K \ N1). Let {s′

k, k ∈ K} denote the start
times of all |K| tasks in these two schedules in increasing order, i.e. s′

1 ≤ s′
2 ≤ · · · ≤ s′|K|

and s′(K) = f (r0, N1) + f (r0, K \ N1). It is not difficult to see that, since all tasks are
identical and ρ(K) > ρ(N1) or ρ(K) > ρ(K \ N1), s′

k ≤ sk for all k ∈ K while s′
k∗ <

sk∗ for some k∗ ∈ K (i.e. there is at least one task starting ‘earlier’ in the second case).
Therefore, f (r0, N1) + f (r0, K \ N1) < f (r0,K). The proof for g(r1,K) follows along
similar lines.

Proposition 17 If PS is full-dimensional then there is no outer (g,K)-separator. The same
holds for function f.

Proof Suppose there exists N1 ⊆ N \ K such that it is an outer (g,K)-separator. That
implies

g(r1, N1 ∪ K) = f (r0, N1) + g(r1,K). (18)

Recall that the first period when tasks start in a feasible schedule s such that s(N1 ∪ K) =
g(r1, N1 ∪ K) is r1 − p0 · ρ(N1 ∪ K). The only way for (18) to hold is for a schedule s′
such that s′(N1) = f (r0, N1) to have the same first period that tasks start, i.e.,

r0 = r1 − p0 · ρ(N1 ∪ K) ⇒ r1 − r0 = p0 · ρ(N1 ∪ K). (19)

For PS to be full-dimensional we need r1 − r0 ≥ p0 · ρ(N). That together with (19) imply
that ρ(N1 ∪ K) ≥ ρ(N) which can hold only as equality because N1 ∪ K ⊆ N , i.e.,

ρ(N1 ∪ K) = ρ(N) ⇒
⌈

N

δ

⌉

=
⌈

N1 ∪ K

δ

⌉

(20)
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For (18) to hold as equality according to schedule s exactly δ tasks must start at period
r1 − p0 · ρ(N1 ∪ K). It follows that

|N1 ∪ K| − δ · ρ(N1 ∪ K) = δ ⇒ ρ(N1 ∪ K) = |N1 ∪ K|
δ

− 1 (21)

(21) implies that δ divides |N1 ∪ K| . Then (20) yields
⌈

N

δ

⌉

= |N1 ∪ K|
δ

which, given that N1 ∪ K ⊆ N , implies N1 ∪ K = N. But then δ divides N and because
r1−r0 = p0 ·ρ(N) the polytope PS is not full-dimensional by Corollary 11 (contradiction).
The proof for f follows in an analogous manner.

The two propositions above imply the following theorem.

Theorem 18 If PS is full dimensional then (9) and (10)

• define facets for |K| > δ or |K| = 1 and
• are redundant for 2 ≤ |K| ≤ δ.

The efficacy of the theory of submodularity will become even more apparent in the next
section.

4 The polytope of two submodular systems

Prompted by the paradigm of the single cumulative constraint analyzed above, we take
the next step to consider the more general situation of a system of two such constraints.
Therefore, suppose that there are two sets of tasks, not necessarily distinct. Each set is to be
processed by a different machine with the restriction that common tasks, between the two
sets, must be started in both machines at the same time period. The tasks of each set are
treated identically by the machine they are submitted to; they all have the same processing
time and they all require the same amount of renewable resource offered by the machine.
Also all tasks of both sets have the same earliest release date r0 and latest released date r1.
If the tasks are indexed by the sets N0 and N1, respectively, a schedule s ∈ R

N0∪N1 must
satisfy

cumulative(sj : j ∈ N0|p0, c0, C0), (22)

cumulative(sj : j ∈ N1|p1, c1, C1), (23)

r0 ≤ sj ≤ r1,∀j ∈ N0 ∪ N1, (24)

where ci is the amount of resource required by each task of the set Ni when processed by
the machine with resource capacity Ci, for i = 0, 1. Similarly, all tasks of the set Ni have
the same processing time pi .

We seek for a linear relaxation of such a system. Clearly, the theory presented in Sec-
tion 2 does not address this situation. All intersection theorems require a common ground
set S, whereas in the example above we have submodular/supermodular systems defined
on different ground sets; for constraint (22) the corresponding system is (N0, f0, g0) while
for (23) it is (N1, f1, g1). Moreover, observe that f0 �= f1 as these functions are instan-
tiations of (9) for different processing times and consumption rates in the two cumulative
constraints (22), (23). The same applies for g0, g1.
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Motivated by the above situation, we extend the theory presented in Section 2 for the case
of two submodular/supermodular systems defined on two distinct ground sets in terms of
different submodular/supermodular functions. In the following proofs, the functions under
examination are not assumed of a particular form other than being submodular (supermod-
ular) and mapping the empty set to zero. It follows that the results obtained are not pertinent
solely to the system described by (22)-(24). Rather, they address a wide spectrum of mod-
els composed of structures having the submodular/supermodular representation property.
Examples of such models include the intersection of two alldifferent constraints [1], two
polymatroids associated with matroids on distinct ground sets, etc.

Consider two submodular functions h0, h1 defined on the sets S0, S1, respectively, such
that h0(∅) = h1(∅) = 0. Hereafter all additions on indices are taken mod 2.

Proposition 19 The function qi defined on the set S = S0 ∪ S1 as

qi(U) = hi(U ∩ Si) + hi+1(U \ Si), U ⊆ S

is submodular, for i = 0, 1.

Proof Let i = 0; we show that function q0 is submodular, i.e., we show that

q0(T ∩ U) + q0(T ∪ U) ≤ q0(T ) + q0(U), (25)

for all T , U ⊆ S0 ∪ S1.

Inequality (1) written for h0 and A = T ∩S0, B = U ∩S0 (notice that A,B ⊆ S0) yields

h0 ((T ∩ S0) ∩ (U ∩ S0)) + h0 ((T ∩ S0) ∪ (U ∩ S0)) ≤ h0 (T ∩ S0) + h0 (U ∩ S0) .

Since
(T ∩ S0) ∩ (U ∩ S0) = (T ∩ U) ∩ S0,

and
(T ∩ S0) ∪ (U ∩ S0) = (T ∪ U) ∩ S0,

the above expression becomes

h0((T ∩ U) ∩ S0) + h0((T ∪ U) ∩ S0) ≤ h0 (T ∩ S0) + h0 (U ∩ S0) . (26)

In an analogous manner, (1) written for h1 and A = T \ S0, B = U \ S0 (notice that
A, B ⊆ S1) yields

h1 ((T \ S0) ∩ (U \ S0)) + h1 ((T \ S0) ∪ (U \ S0)) ≤ h1 (T \ S0) + h1 (U \ S0) .

After observing that
(T \ S0) ∩ (U \ S0) = (T ∩ U) \ S0,

and
(T \ S0) ∪ (U \ S0) = (T ∪ U) \ S0,

the above inequality becomes

h1 ((T ∩ U) \ S0) + h1 ((T ∪ U) \ S0) ≤ h1 (T \ S0) + h1 (U \ S0) .

Adding (26) to (27) yields

[h0((T ∩ U) ∩ S0) + h1((T ∩ U) \ S0)] + [h0((T ∪ U) ∩ S0) + h1((T ∪ U) \ S0)]
≤ [h0 (T ∩ S0) + h1 (T \ S0)] + [h1 (U \ S0) + h0 (U ∩ S0)]

which is exactly (25).
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Theorem 20 For i = 0, 1, let hi be a submodular function defined on the set Si such that
hi(∅) = 0. The system

x(U) ≤ hi(U),∀U ⊆ Si, i = 0, 1 (27)

is TDI.

Proof A direct consequence of Proposition 19 is that the system

x(U) ≤ q0(U),∀U ⊆ S0 ∪ S1, (28)

x(U) ≤ q1(U),∀U ⊆ S0 ∪ S1, (29)

is defining for EP(S0 ∪ S1, q0) ∩ EP(S0 ∪ S1, q1) and therefore is TDI, by [20, Theorem
46.1].

Notice however that, for i = 0, 1, inequality x(U) ≤ qi(U) is the sum of the inequalities

x(U ∩ Si) ≤ hi(U ∩ Si) = qi(U ∩ Si),

x(U \ Si) ≤ hi+1(U \ Si) = qi+1(U \ Si),

unless U ⊆ Si . (Note that the equalities in the above expressions hold because hi(∅) =
0, i = 0, 1.) Thus, (28) and (29) after removing redundant inequalities, become

x(U) ≤ q0(U),∀U ⊆ S0,

x(U) ≤ q1(U),∀U ⊆ S1.

Observe that the removal performed does not affect TDIness [19, p. 322 (41)].
Last, notice that, for U ⊆ Si, qi(U) = hi(U) since hi(∅) = 0. Therefore the above

system is equivalent to

x(U) ≤ h0(U),∀U ⊆ S0, (30)

x(U) ≤ h1(U),∀U ⊆ S1. (31)

It is straightforward that Theorem 20 extends to the case where xs ≥ 0, for all s ∈ S0∪S1;
that is, the system including (30), (31) and xs ≥ 0, for all s ∈ S0 ∪ S1, is also TDI. This
implies a generalization of the polymatroid intersection theorem, i.e., Theorem 4 becomes
a special case defined for S0 = S1. Analogous results hold for supermodular systems as the
proofs of Lemma 19 and Theorem 20 carry out in an analogous fashion when supermodular
functions take the place of submodular ones.

Our results extend to the case of g-polymatroids. That is, let (vi, hi) be a strong pair
defined on the ground set Si, for i = 0, 1. The functions

qi(U) = hi(U ∩ Si) + hi+1(U \ Si), U ⊆ S0 ∪ S1, (32)

ri(U) = vi(U ∩ Si) + vi+1(U \ Si), U ⊆ S0 ∪ S1, (33)

are submodular and supermodular, respectively, and the system vi(U) ≤ x(U) ≤
hi(U),∀U ⊆ Si, i = 0, 1, is equivalent to ri(U) ≤ x(U) ≤ qi(U), ∀U ⊆ S0∪S1, i = 0, 1.
It remains to show the following.

Lemma 21 The functions ri , qi are compliant for i = 0, 1.

Proof Let i = 0; (4) for r0, q0 becomes

q0(A) − r0(B) ≥ q0(A \ B) − r0(B \ A),∀A,B ⊆ S0 ∪ S1.
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Substituting from (32), (33) yields

h0(A ∩ S0) + h1(A \ S0) − (v0(B ∩ S0) + v1(B \ S0))

≥ h0((A \ B) ∩ S0) + h1((A \ B) \ S0)

−(v0(B \ A) ∩ S0) + v1((B \ A) \ S0)) (34)

Since v0, h0 are compliant,

h0(A ∩ S0) − v0(B ∩ S0)

≥ h0((A ∩ S0) \ (B ∩ S0)) − v0((B ∩ S0) \ (A ∩ S0))

= h0((A \ B) ∩ S0) − v0((B \ A) ∩ S0). (35)

Since v1, h1 are compliant,

h1(A \ S0) − v1(B \ S0)

≥ h1((A \ S0) \ (B \ S0)) − v1((B \ S0) \ (A \ S0))

= h1((A \ B) \ S0) − v1((B \ A) \ S0). (36)

Adding (35) to (36) yields (34).

The following statement is now straightforward.

Theorem 22 For i = 0, 1, let (vi, hi) be a strong pair defined on the set Si such that
hi(∅) = vi(∅) = 0. The system

vi(U) ≤ x(U) ≤ hi(U),∀U ⊆ Si, i = 0, 1,

is TDI.

The above theorem, in conjunction with Theorem 8, implies that a integer relaxation of
the convex hull of the points satisfying the two cumulative constraints (22),...,(24) is given
by (11) written for N0, N1.

5 Conclusions

It is usually the case that a model includes more than one global constraint. In terms of
the line of research adopted here, this amounts to deriving linear representations of sys-
tems of global constraints. This is a daunting task given that even a single global constraint
might imply the solution of a problem which is inherently difficult (NP-hard). Even if
one succeeds in analyzing such a system, the results will be ad-hoc; they will apply to
that specific configuration only (i.e., the system consisting of the specific constraints). The
current work exploits the notion of submodularity to provide a first step towards a more
general framework. First, it is shown that the cumulative constraint on identical tasks has
the submodular/supermodular representation property; it is linearly represented by a sub-
modular/supermodular system. Motivated by this result and the corresponding result for
the all-different constraint [14], our work establishes an integral relaxation of a system of
two (global) constraints when each of these has the submodular/supermodular representa-
tion property; the constraints of the system must not be necessarily of the same type (e.g.,
two cumulative constraints). Once the submodular/supermodular representation property
holds for each constraint individually and the defining functions are integral, we imme-
diately obtain an integral relaxation of the associated polytope. Thus, the current work
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provides a strong motivation for more global constraints to be examined under the prism of
submodularity.

Appendix

First, we state two auxiliary results.

Remark 23 For any a and b ∈ Z+, it is true that
⌈a

b

⌉
= a + εb,a(b − υb,a)

b
, (37)

where υb,a = a mod b, and εb,a = 1 if υb,a �= 0, and εb,a = 0 otherwise.

Lemma 24 Let a0, a1, . . . , an ∈ Z+ such that a1 + . . . + an = a0. Then, for any b ∈ Z+,
⌈a1

b

⌉
+ . . . +

⌈an

b

⌉
=

⌈a0

b

⌉
+ θb,a0 ,

where 0 ≤ θb,a0 ≤ n − ⌈
n
b

⌉
.

Proof First observe that θb,a0 is integer. Solving, in the above expression, with respect to
θa0 while substituting terms from the equation of Remark 1, we get

θb,a0 =
∑

i=1,...n

ai + εb,ai
(b − υb,ai

)

b
− a0 + εb,a0(b − υb,a0)

b

= 1

b
(

∑

i=1,...n

εb,ai
(b − υb,ai

) − εb,a0(b − υb,a0)).

The maximum value of the right-hand side is attained if εb,ai
= 1, υb,ai

= 1 and εb,a0 = 0.
Therefore

θb,a0 ≤ n
b − 1

b
= n − n

b

yielding θb,a0 ≤ n − ⌈
n
b

⌉
since θb,a0 is integer.

To show Theorem 13, we observe that, for any X, Y ⊆ N ,

|Y | = |Y \ X| + |Y ∩ X| , (38)

|X| = |X \ Y | + |Y ∩ X| , (39)

|Y ∪ X| = |Y \ X| + |Y ∩ X| + |X \ Y | . (40)

The above equalities in conjunction with Lemma 24 yield

θ|Y | =
⌈ |Y \ X|

δ

⌉

+
⌈ |Y ∩ X|

δ

⌉

−
⌈ |Y |

δ

⌉

, (41)

θ|X| =
⌈ |X \ Y |

δ

⌉

+
⌈ |Y ∩ X|

δ

⌉

−
⌈ |X|

δ

⌉

, (42)

θ|Y∪X| =
⌈ |Y \ X|

δ

⌉

+
⌈ |Y ∩ X|

δ

⌉

+
⌈ |X \ Y |

δ

⌉

−
⌈ |Y ∪ X|

δ

⌉

, (43)
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where

θ|Y |, θ|X| ≤ 1, if δ ≥ 2, (44)

θ|Y∪X| ≤
{
2, if δ ≥ 3,
1, if δ = 2.

(45)

We can drop the ceiling operator from (41), (42), (43) by substituting terms from the equa-
tion of Remark 1. To simplify notation we will drop the δ subscript from ε and υ. This
convention will be used throughout. Then canceling out equivalent terms from (38), (39),
(40) yields respectively,

θ|Y | = ε|Y\X|(δ − υ|Y\X|) + ε|Y∩X|(δ − υ|Y∩X|) − ε|Y |(δ − υ|Y |)
δ

, (46)

θ|X| = ε|X\Y |(δ − υ|X\Y |) + ε|Y∩X|(δ − υ|Y∩X|) − ε|X|(δ − υ|X|)
δ

, (47)

θ|Y∪X| = ε|Y\X|(δ − υ|Y\X|) + ε|Y∩X|(δ − υ|Y∩X|)
δ

+ ε|X\Y |(δ − υ|X\Y |) − ε|Y∪X|(δ − υ|Y∪X|)
δ

. (48)

We are now ready to prove Theorem 13.

Proof For r1 ≥ r0 + p0ρ(N) and any X, Y ⊆ N with X \ Y �= ∅ and Y \ X �= ∅ we must
show that f, g are compliant, i.,e.,

F = g(Y ) − g(Y \ X) − (f (X) − f (X \ Y )) ≥ 0. (49)

By the definition of g

g(Y ) − g(Y \ X) = (|Y | − |Y \ X|)r1 − p0ρ(Y )(|Y | − δ

2
(ρ(Y ) + 1))

+ p0ρ(Y \ X)(|Y \ X| − δ

2
(ρ(Y \ X) + 1)),

while by the definition of f

f (X) − f (X \ Y ) = (|X| − |X \ Y |)r0 + p0ρ(X)(|X| − δ

2
(ρ(X) + 1))

− p0ρ(X \ Y )(|X \ Y | − δ

2
(ρ(X \ Y ) + 1)).

Putting it all in (49) and observing from (38), (39) that

|X ∩ Y | = |Y | − |Y \ X| = |X| − |X \ Y | (50)

yields

F = |X ∩ Y | (r1 − r0)

− p0(ρ(Y ) |Y | + ρ(X) |X| − ρ(Y \ X) |Y \ X| − ρ(X \ Y ) |X \ Y |)
+ p0

δ

2
((ρ(Y ) − ρ(Y \ X))(ρ(Y ) + ρ(Y \ X) + 1)

+ (ρ(X) − ρ(X \ Y ))(ρ(X) + ρ(X \ Y ) + 1)).
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Substituting |Y | and |X| from (38) and (39) respectively, we get

F = |X ∩ Y | (r1 − r0)

− p0((ρ(Y ) + ρ(X)) |X ∩ Y |
+ (ρ(Y ) − ρ(Y \ X)) |Y \ X| + (ρ(X) − ρ(X \ Y )) |X \ Y |)
+ p0

δ

2
((ρ(Y ) − ρ(Y \ X))(ρ(Y ) + ρ(Y \ X) + 1)

+ (ρ(X) − ρ(X \ Y ))(ρ(X) + ρ(X \ Y ) + 1)),

yielding

F = |X ∩ Y | (r1 − r0)

− p0((ρ(Y ) + ρ(X)) |X ∩ Y |)
+ p0((ρ(Y ) − ρ(Y \ X))(

δ

2
(ρ(Y ) + ρ(Y \ X) + 1) − |Y \ X|)

+ (ρ(X) − ρ(X \ Y ))(
δ

2
(ρ(X) + ρ(X \ Y ) + 1) − |X \ Y |)). (51)

Because

|Y \ X| = |Y \ X|
2

+ |Y \ X|
2

= |Y \ X|
2

+ |Y |
2

− |X ∩ Y |
2

,

(due to (38)), we have that

δ
2 (ρ(Y ) + ρ(Y \ X) + 1) − |Y \ X|
= 1

2
(δ

⌈ |Y |
δ

⌉

− |Y |) + 1

2
(δ

⌈ |Y \ X|
δ

⌉

− |Y \ X|) + |X ∩ Y |
2

− δ

2
,

while substituting terms in brackets from the equation of Remark 23, we obtain

δ
2 (ρ(Y ) + ρ(Y \ X) + 1) − |Y \ X|
= 1

2
((|X ∩ Y | − δ) + δ(ε|Y | + ε|Y\X|) − ε|Y |υ|Y | − ε|Y\X|υ|Y\X|) (52)

In an analogous manner, we obtain

δ
2 (ρ(X) + ρ(X \ Y ) + 1) − |X \ Y |
= 1

2
((|X ∩ Y | − δ) + δ(ε|X| + ε|X\Y |) − ε|X|υ|X| − ε|X\Y |υ|X\Y |). (53)

Plugging (52), (53) in (51) and performing further substitutions from the equation of
Remark 1, (38)–(43) and (48), we derive

F = ( |X ∩ Y | (r1 − r0) − |X ∩ Y | p0ρ(Y ∪ X)
) + F ′p0,
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where

F ′ = ε|Y∩X|
δ − υ|Y∩X|

δ
(ε|Y\X|(δ − υ|Y\X|)

+ ε|X\Y |(δ − υ|X\Y |) + ε|Y∩X|(δ − υ|Y∩X|) − δ)

+ |X ∩ Y |
δ

ε|Y∪X|(δ − υ|Y∪X|) + δ

2
(θ|Y |(θ|Y | + 1) + θ|X|(θ|X| + 1))

− θ|Y |(ε|Y\X|(δ − υ|Y\X|) + ε|Y∩X|(δ − υ|Y∩X|))
− θ|X|(ε|X\Y |(δ − υ|X\Y |) + ε|Y∩X|(δ − υ|Y∩X|)) (54)

Notice that the first bracket evaluates to a non-negative quantity for r1 − r0 ≥ p0ρ(N),

since ρ(N) ≥ ρ(Y ∪ X). Thus, it remains to show that F ′ also evaluates to a non-negative
quantity.

Case 1 θ|X| = θ|Y | = θz, where θz ∈ {0, 1}.

F ′ = (ε|Y∩X|
δ − υ|Y∩X|

δ
− θz)(ε|Y\X|(δ − υ|Y\X|)

+ ε|X\Y |(δ − υ|X\Y |) + ε|Y∩X|(δ − υ|Y∩X|))

− δε|Y∩X|
δ − υ|Y∩X|

δ
+ |X ∩ Y |

δ
ε|Y∪X|(δ − υ|Y∪X|)

+ δθz(θz + 1) − θzε|Y∩X|(δ − υ|Y∩X|). (55)

Subcase 1.1 θz = 0.

(48) implies that

δθ|Y∪X| + ε|Y∪X|(δ − υ|Y∪X|)
= ε|Y\X|(δ − υ|Y\X|) + ε|X\Y |(δ − υ|X\Y |) + ε|Y∩X|(δ − υ|Y∩X|)

and thus

F ′ = ε|Y∩X|
δ − υ|Y∩X|

δ
(δθ|Y∪X| + ε|Y∪X|(δ − υ|Y∪X|) − δ)

+ |X ∩ Y |
δ

ε|Y∪X|(δ − υ|Y∪X|)

= ε|Y∪X|(δ − υ|Y∪X|)
δ

(|X ∩ Y | + ε|Y∩X|(δ − υ|Y∩X|))

+ ε|Y∩X|(δ − υ|Y∩X|)(θ|Y∪X| − 1). (56)

If ε|Y∩X| = 0 then (56) implies F ′ ≥ 0. Otherwise, we will show that F ′ ≥ 0. Hence,
let ε|Y∩X| = 1. If ε|Y∪X| = 0 then θ|Y∪X| must be greater than or equal to one (implying
F ′ ≥ 0) since if θ|Y∪X| = 0 (48) yields

ε|Y\X|(δ − υ|Y\X|) + (δ − υ|Y∩X|) + ε|X\Y |(δ − υ|X\Y |) = 0

which cannot be true as (δ −υ|Y∩X|) ≥ 1 and the remaining terms of the right-hand side are
nonnegative. If ε|Y∪X| = 1 then (56) becomes

F ′ = (δ − υ|Y∪X|)(
|X ∩ Y | − υ|Y∩X|

δ
+ 1)

+ (δ − υ|Y∩X|)(θ|Y∪X| − 1).
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Clearly F ′ ≥ 0 if θ|Y∪X| ≥ 1. Thus assume θ|Y∪X| = 0 and because
|X∩Y |−υ|Y∩X|

δ
≥ 0

F ′ ≥ (δ − υ|Y∪X|) − (δ − υ|Y∩X|).
Observe that if θ|Y∪X| = 0 then (48) yields

(δ − υ|Y∪X|) = (δ − υ|Y∩X|) + ε|X\Y |(δ − υ|X\Y |) + ε|Y\X|(δ − υ|Y\X|)
and because the two last terms of the right-hand side are nonnegative, we have that

(δ − υ|Y∪X|) ≥ (δ − υ|Y∩X|)
implying that F ′ ≥ 0.

Subcase 1.2 θz = 1.

(55) yields

F ′ = δθ|Y∪X|(ε|Y∩X|
δ − υ|Y∩X|

δ
− 1)

+ 2(δ − ε|Y∩X|(δ − υ|Y∩X|))

+ ε|Y∪X|(δ − υ|Y∪X|)
δ

(|X ∩ Y | + ε|Y∩X|(δ − υ|Y∩X|) − δ). (57)

If ε|Y∩X| = 0 then (57) becomes

F ′ = (2 − θ|Y∪X|)δ + ε|Y∪X|(δ − υ|Y∪X|)(
|X ∩ Y |

δ
− 1). (58)

In this case, δ | |X ∩ Y | implying that |X∩Y |
δ

= k, where k ≥ 0 and integer. For k ≥ 1, the
above implies that F ′ ≥ 0. Next assume that k = 0 implying that |X ∩ Y | = 0. Then (40)

becomes |Y ∪ X| = |Y \ X| + |X \ Y | , (43)
⌈ |Y\X|

δ

⌉
+

⌈ |X\Y |
δ

⌉
=

⌈ |Y∪X|
δ

⌉
+ θ|Y∪X|. In

this case, Lemma 24 implies θ|Y∪X| ≤ 1. Thus (58) yields

F ′ ≥ δ − ε|Y∪X|(δ − υ|Y∪X|) ≥ 1,

since δ − 1 ≥ υ|Y∪X| ≥ 1.
If ε|Y∩X| = 1 then (57) becomes

F ′ = ε|Y∪X|(δ−υ|Y∪X|)
δ

(|X ∩ Y | − υ|Y∩X|)
−θ|Y∪X|υ|Y∩X| + 2υ|Y∩X|

which implies that F ′ ≥ 0 since |X ∩ Y | − υ|Y∩X| ≥ 0 and θ|Y∪X| ≤ 2.

Case 2 θ|Y | = 1 − θ|X|

Without loss of generality assume that θ|X| = 0 yielding θ|Y | = 1. (46) leads to

δ + ε|Y |(δ − υ|Y |) = ε|Y\X|(δ − υ|Y\X|) + ε|Y∩X|(δ − υ|Y∩X|).
That implies

ε|Y\X| = ε|Y∩X| = 1 (59)

because the left-hand side is greater than or equal to δ whereas each of the terms of the
right-hand side evaluates to at most δ − 1. Thus (46) yields

ε|Y |(δ − υ|Y |) = δ − υ|Y\X| − υ|Y∩X| ≥ 0 (60)

since the left-hand side is non-negative.
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Setting θ|X| = 0 and ε|Y∩X| = 1 in (47) yields

δ − υ|Y∩X| + ε|X\Y |(δ − υ|X\Y |) = ε|X|(δ − υ|X|)
implying that

ε|X| = 1 (61)

since δ − υ|Y\X| + ε|X\Y |(δ − υ|X\Y |) ≥ 1. (47) yields

ε|X\Y |(δ − υ|X\Y |) = υ|Y∩X| − υ|X| ≥ 0 (62)

because the left-hand side is non-negative.
(54) becomes

F ′ = −υ|Y∩X|
δ

(δ − υ|Y\X| − υ|Y∩X|)

δ − υ|Y∩X|
δ

ε|X\Y |(δ − υ|X\Y |)

+|X ∩ Y |
δ

ε|Y∪X|(δ − υ|Y∪X|). (63)

(48) yields

ε|Y∪X|(δ − υ|Y∪X|) = (δ − υ|Y\X| − υ|Y∩X|) + (υ|Y∩X| − υ|X|) + δ(1 − θ|Y∪X|).
Substituting in (63), we obtain

F ′ = −υ|Y∩X|(δ − υ|Y\X| − υ|Y∩X|)
δ − υ|Y∩X|

δ
ε|X\Y |(δ − υ|X\Y |)

+ |X ∩ Y |
δ

((δ − υ|Y\X| − υ|Y∩X|) + (υ|Y∩X| − υ|X|) + δ(1 − θ|Y∪X|))

= (δ − υ|Y\X| − υ|Y∩X|)(
|X ∩ Y | − υ|Y∩X|

δ
)

+ δ − υ|Y∩X|
δ

ε|X\Y |(δ − υ|X\Y |)

+ |X ∩ Y |
δ

(υ|Y∩X| − υ|X|) + |X ∩ Y | (1 − θ|Y∪X|).

Because of δ − υ|Y\X| − υ|Y∩X| ≥ 0 (by (60)),
|X∩Y |−υ|Y∩X|

δ
≥ 0 and υ|Y∩X| − υ|X| ≥ 0 (by

(62)), we have that F ′ ≥ 0 if θ|Y∪X| ≤ 1. Assume that θ|Y∪X| = 2. It is easy to see that (48)
and (47) yield

δθ|Y∪X| = δθ|X| + ε|X|(δ − υ|X|) + ε|Y\X|(δ − υ|Y\X|) − ε|Y∪X|(δ − υ|Y∪X|).
In this case θ|X| = 0, ε|X| = 1 (by (61)), ε|Y\X| = 1 (by (59)) and θ|Y∪X| = 2 yielding

2δ = 2δ − υ|X| − υ|Y\X| − ε|Y∪X|(δ − υ|Y∪X|) ⇒
ε|Y∪X|(δ − υ|Y∪X|) = −(υ|X| + υ|Y\X|)

leading to a contradiction since the left-hand side is strictly non-negative and the right-hand
side is negative ((61) and (59) imply that υ|X|, υ|Y\X| ≥ 1). Thus it can only be θ|Y∪X| ≤ 1
and therefore F ′ ≥ 0.
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