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Abstract In real world applications, information is often provided by multiple sources hav-
ing different priority levels reflecting for instance their reliability. This paper investigates
”Prioritized Removed Sets Revision” (PRSR) for revising stratified DL-Lite knowledge
bases when a new sure piece of information, called the input, is added. The strategy of revi-
sion is based on inconsistency minimization and consists in determining smallest subsets
of assertions (prioritized removed sets) that should be dropped from the current stratified
knowledge base in order to restore consistency and accept the input. We consider different
forms of input: A membership assertion, a positive or a negative inclusion axiom. To charac-
terize our revision approach, we first rephrase Hansson’s postulates for belief bases revision
within a DL-Lite setting, we then give logical properties of PRSR operators. In some situa-
tions, the revision process leads to several possible revised knowledge bases where defining
a selection function is required to keep results within DL-Lite fragment. The last part of
the paper shows how to use the notion of hitting set in order to compute the PRSR out-
come. We also study the complexity of PRSR operators, and show that, in some cases, the
computational complexity of the result can be performed in polynomial time.

This paper is a revised and extended version of the conference papers [7–9].
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1 Introduction

In the past few years, there has been an increasing use of ontologies in many applica-
tion areas. Description Logics (DLs) have been recognized as a powerful formalism for
representing and reasoning with ontologies [3]. A DL knowledge base is built upon two
distinct components: A terminological base (called TBox), representing generic knowledge
about the application domain, and an assertional base (called ABox), containing extentional
knowledge (i.e. facts, individuals or constants) that instantiate terminological knowledge.
Recently, attention has been paid to DL-Lite, a family of tractable DLs investigated in [20].
DL-Lite provides a powerful framework that allows for a flexible representation of knowl-
edge with a low computational complexity for the reasoning process [2]. In particular,
DL-Lite is specifically tailored for applications that use a huge volume of data, like Web
applications, in which query answering is the most important reasoning task.

For this reason, DL-Lite is well suited for various application areas such as the Semantic
Web, where DL-Lite provides the logical underpinning of the OWL2-QL 1 language. In
particular, DL-Lite is fitted towards Ontology-Based Data Access (OBDA) in which the
TBox is used to reformulate asked queries in order to offer a better access to the set of
assertions stored in the ABox [50].

Originally, DLs have been introduced to represent the static aspects of a domain of inter-
est [5]. However, for some applications, knowledge may not be static and evolves from
a situation to another in order to cope with changes that occur over time. Such dynamic
aspects have been recognized as an important problem (e.g. [22, 43, 53, 61]) and often con-
cern the situation where new information should be taken into account in order to modify
an old one while ensuring the consistency of the result. Such problem is well-known as a
belief revision problem. It has been defined as a knowledge change operation and was char-
acterized for instance by the well-known AGM postulates [1]. These postulates focus on
the logical structure of knowledge and are based on three main ideas: (i) The principle of
priority which states that the priority between beliefs is given to new pieces of information,
(ii) the consistency principle which states that the result of the revision operation must be a
consistent set of beliefs, and (iii) the principle of minimal change which states that the least
possible initial beliefs should be changed during the revision operation. Note that AGM
postulates were defined in the context of the revision of belief sets, i.e. deductively closed
sets of formulas, possibly infinite. Besides, an axiomatic characterization for revising belief
bases, i.e. finite sets of formulas was given in [28, 37].

Recently, several works have been proposed for revising DLs knowledge bases. In [25,
26] an adaptation of the AGM theory was discussed in order to accommodate it to DLs.
In [33, 52, 60] an extension of kernel-based revision and semi-revision operators to DLs
frameworks has been proposed which is closely related to the one proposed by [36] in a
propositional logic setting. In [59] the concept of “debugging” terminological bases has
been introduced. The proposed solutions mainly adapt what has been proposed in diagnosis

1http://www.w3.org/TR/owl2-overview/

http://www.w3.org/TR/owl2-overview/
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to general terminological knowledge bases. Regarding DL-Lite knowledge bases, few
research works have been proposed for the revision problem. In [51, 58, 61], model-based
approaches for revising DLs have been proposed. In [22, 42] a computational complexity
analysis has been given for revising DL knowledge bases. In [22], a formula-based approach
for revising DL-Lite knowledge bases has been presented. Two algorithms have been pro-
vided: One for revising the TBox, and the other for revising the ABox. Another operator for
ABox revision in DL-Lite based on graph structure has been introduced in [30] where new
information is restricted to ABox assertions.

Belief revision has been largely considered in the literature when knowledge bases are
encoded using a propositional language. Among these revision approaches the so-called
Removed Sets Revision, also known as a cardinality-based approach, has been proposed in
[12, 49] for revising a set of propositional formulas. This approach stems from removing a
minimal number of formulas, called removed set, to restore consistency. The minimality in
Removed Sets Revision refers to the cardinality criterion and not to the set-inclusion one.
This approach has interesting properties: It has not a high computational complexity, it is not
too cautious and satisfies all rational AGM postulates when extended to belief sets revision.

Besides, data are often provided by several and potentially conflicting sources. Con-
catenating them may lead to a prioritized or a stratified ABox. This stratification generally
results from two situations as pointed out e.g. in [13, 14]. The first one is when each source
provides its set of data without any priority between them, but there exists a total pre-
ordering between different sources reflecting their reliability. The other one is when the
sources are considered as equally reliable (i.e. having the same reliability level), but there
exists a preference ranking between the set of provided data according to their level of cer-
tainty. The role of priorities in belief revision is very important and was largely studied in
the literature where knowledge bases are encoded in a propositional logic setting (e.g. [15,
16]). The notion of priorities in DLs is used in (e.g. [4, 54, 56]) to deal with defaults termi-
nology while assuming that the ABox is completely certain. Moreover, it is also used in the
context of inconsistency handling, e.g. [11, 18, 40, 44]]. However, as far as we know, very
few works address the revision of prioritized DLs knowledge bases (e.g. [10, 55]).

This paper studies Prioritized Removed Sets Revision (PRSR), when knowledge bases
are described in DL-Lite logics. One of the motivations in considering PRSR is to take
advantage of the tractability of DL-Lite for the revision process as well as of rational proper-
ties satisfied by PRSR. In particular, we investigate the well-known DL-LiteR logic which
offers a good compromise between expressive power and computational complexity. We
consider different forms of input: A membership assertion, a positive inclusion axiom or a
negative inclusion axiom, since they lead to different revision problems, different algorithms
and different complexity results. A crucially important problem that arises when revising a
DL-Lite knowledge base is how to restore consistency. In this paper restoring consistency
leads to ignoring some assertions, namely the priority is given to the TBox over the ABox.
Another important feature when dealing with DL-Lite knowledge bases is that computing
the set of minimal information responsible of inconsistency can be done in polynomial time.
Besides minimal assertional sets that cause inconsistency are either singletons or double-
tons. This is helpful for the definition of removed sets necessary to restore consistency in
presence of new information.

The rest of this paper is organized as follows. Section 2 gives brief preliminaries on
DL-Lite logics. Section 3 studies Prioritized Removed Sets Revision within this framework
when priorities between assertional facts are available. Section 4 reformulates the well-
known Hansson’s postulates defined for propositional belief bases revision within a DL-Lite
setting and gives logical properties of PRSR operators. Section 5 provides algorithms for
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computing prioritized removed sets through the use of hitting sets. Section 6 presents a
study on the computational complexity of PRSR operators. Finally, Section 7 presents some
related works and Section 8 concludes the paper.

2 A refresher on DL-Lite logic

2.1 Syntax

The language of DL-Litecore is the core language for DL-LiteR [21]. It is defined as
follows:

B −→ A | ∃R C −→ B | ¬B

R −→ P | P − E −→ R | ¬R

where A is an atomic concept, P is an atomic role and P − is the inverse of an atomic role.
Concepts B (resp. C ) are called basic (resp. complex) concepts and roles R (resp. E) are
called basic (resp. complex) roles.

A DL-Lite knowledge base is a pair K = 〈T ,A〉 where T is called the TBox (Termino-
logical Box) and A is called the ABox (Assertional Box). A DL-Litecore TBox consists of
a finite set of inclusion axioms of the form:

B � C.

The DL-Litecore ABox consists of a finite set of membership assertions on atomic
concepts and on atomic roles respectively of the form:

A(a)andP (a, b),

where a and b are two individuals. DL-LiteR extends DL-Litecore with the ability to
specify in the TBox inclusion axioms between roles of the form:

R � E.

For the sake of simplicity, we only consider DL-LiteR that underlies OWL2-QL. How-
ever results of this work can be easily adapted to other DL-Lite variants. Among them,
DL-LiteF might be of interest. It extends DL-Litecore with the ability to specify function-
nality property on roles (or their inverse). For more details about the other members of the
DL-Lite family see [2].

In the rest of this paper, when there is no ambiguity, we simply use DL-Lite instead of
DL-LiteR .

2.2 Semantics

The semantics of DL-Lite is given in terms of interpretations. An interpretation I=(�I , .I)

consists of a non-empty domain �I and an interpretation function .I . The function .I

assigns to each individual a an element aI ∈ �I , to each concept C a subset CI ⊆ �I and
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to each role R a binary relation RI ⊆ �I × �I . The interpretation function .I is extended
to all constructs of DL-Lite as follows:

AI ⊆ �I ,

(P )I ⊆ �I × �I ,

(P −)I = {(y, x) ∈ �I × �I |(x, y) ∈ P I},
(∃R)I = {x ∈ �I |∃y ∈ �I such that (x, y) ∈ RI},
(¬B)I = �I \ BI ,

(¬R)I = �I × �I \ RI .

For the TBox, we say that I satisfies a concept (resp. role) inclusion axiom, denoted
by I |= B � C (resp. I |= R � E), if and only if BI ⊆ CI (resp. RI ⊆ EI). For
the ABox, we say that I satisfies a concept (resp. role) membership assertion, denoted by
I |= A(a) (resp. I |= P(a, b)), if and only if aI ∈ AI (resp. (aI , bI) ∈ P I ). Note
that we only consider DL-Lite with unique name assumption. An interpretation I is said to
satisfy a knowledge base K=〈T ,A〉 if and only if I satisfies every axiom in T and every
assertion in A. Such an interpretation called a model of K [21].

2.3 Incoherence, inconsistency and negative closure

Two kinds of inconsistency can be distinguished in DL-based knowledge bases: Incoherence
and inconsistency [5, 24]. The former is considered as a kind of inconsistency in the TBox,
i.e. the terminological part of a knowledge base. The latter is the classical inconsistency for
knowledge bases. Namely, a knowledge base is said to be inconsistent if and only if it does
not admit any model and it is said to be incoherent if there exists at least a non-satisfiable
concept (i.e. no individual can belong to the concept).

Definition 1 A DL-Lite terminological base T is said to be incoherent if there exists a
concept C (resp. a role R) such that for each interpretation I which is a model of T , we
have CI = ∅ (resp. RI = ∅).

A minimal example of incoherent TBox is the one composed of the two inclusion axioms
T = {B1 � B2, B1 � ¬B2}. One can easily check that for all models I of T we have
BI

1 = ∅. In a propositional setting, the counterpart of incoherence is a so-called potential
inconsistency, as defined for instance in [48]. The concept of knowledge base inconsistency
is defined by:

Definition 2 A DL-Lite knowledge base K=〈T ,A〉 is said to be inconsistent if it does not
admit any model.

In DL-Lite, a TBox T ={PIs,NIs} can be viewed as composed of positive inclusion
axioms, denoted by (PIs), and negative inclusion axioms, denoted by (NIs). PIs are of the
form B1 � B2 or R1 � R2 and NIs are of the form B1 � ¬B2 or R1 � ¬R2.

The negative closure of T , denoted by cln(T ), performs interaction between PIs and
NIs. It represents the propagation of the NIs using both PIs and NIs in the TBox. cln(T ) is
obtained using the following rules repeatedly until reaching a fixed point (see [21] for more
details):

– all NIs in T are in cln(T );
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– if B1 � B2 is in T and B2 � ¬B3 or B3 � ¬B2 is in cln(T ), then B1 � ¬B3 is in
cln(T );

– if R1 � R2 is in T and ∃R2 � ¬B or B � ¬∃R2 is in cln(T ), then ∃R1 � ¬B is in
cln(T );

– if R1 � R2 is in T and ∃R−
2 � ¬B or B � ¬∃R−

2 is in cln(T ), then ∃R−
1 � ¬B is in

cln(T );
– if R1 � R2 is in T and R2 � ¬R3 or R3 � ¬R2 is in cln(T ), then R1 � ¬R3 is in

cln(T );
– if one of the assertions ∃R � ¬∃R, ∃R− � ¬∃R− or R � ¬R is in cln(T ) then all

these assertions are in cln(T ).

An important property has been established in [21] for consistency checking in DL-Lite.
Formally, K is consistent if and only if 〈cln(T ),A〉 is consistent [21].

2.4 Conjunctive queries

An n-ary query is an open formula of First-Order Logic (FOL) with equalities of the form

q = {x |φ(x)},
where φ(x) is a FOL formula with free variables x=(x1, ..., xn) (called also answer vari-
ables) and the arity n of q is the number of its free variables. When n=0, the query is said
to be a boolean or ground query.

Given an interpretation I=(�I , .I), a boolean query is either interpreted as true in I if
[φ]I = true or false if [φ]I = f alse. Indeed, the answer to such a query is either ”yes” or
”no”. When n > 0, A non-boolean query q is interpreted as the set of tuples of the domain
elements, called answers sets with respect to I , such that, if we substitute x by an answer set
a the query q will be evaluated to true in I . Namely qI = {ai ∈ (�I)n|[φ(ai )]I = true}.
An interpretation that evaluates a boolean query (resp. non-boolean query) to true (resp. to
a non empty answers set), is said to be a model of that query, written I |= q.

Within DL-Lite, the most interesting queries are the class of conjunctive queries and the
class of union of conjunctive queries. A Conjunctive Query (CQ) is a query of the form:

q = {x | ∃y.conj (x, y)},
where x are free variables called distinguished or answer variables, y are existentially
quantified variables called non-distinguished or bounded variables, and conj (x, y) is a con-
junction of atoms of the form A(ti) or P(ti , tj ) and equalities, where the predicates A and
P are respectively an atomic concept and an atomic role name appearing in K, and ti , tj are
terms, i.e constants (individuals) in A or variables occuring in x or y. Notice that we call
instance query a query consisting of a single atom with no free variable, namely an ABox
assertion. A Union of Conjunctive Query (UCQ) denoted by Q is simply is an expression
of the form:

Q = {x |
∨

i=i,..,n

∃yi .conj (x, yi )}.

where each conj (x, yi ) is a conjunction of atoms and equalities with answer variables x and
bound variables yi . Obviously, the class of UCQ contains the one of CQ.

Given K=〈T ,A〉 a DL-Lite knowledge base and a CQ q, we write K |= q when I |= q

for all models I of K, otherwise K 
|= q. The answer to q over K, denoted ans(q,K),
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is the set of tuples of constants appearing in K such that ∀ai: aiI ∈ qI , for every model
I of K. Namely ans(q,K) = {ai ∈ (K)n|K |= q(ai)} where q(ai) is the closed formula
obtained by replacing the answer variables x in q by an answer set ai, and K |= q(ai)
means that every model of K is also model of q(ai). This corresponds to the well-known
certain answers semantics defined in [2, 21]. Given K=〈T ,A〉 a DL-Lite knowledge base
and a CQ q, a certain answer to q over K is an answer that holds in all the models
satisfying K.

It is important to note that CQ answering can be reduced to boolean query answering [2].
Namely, given a CQ q with free variables x=(x1, ..., xn), an answer set a=(a1, ..., an) is a
certain answer for q over K if the boolean query q(a) obtained by replacing each variable
xi by ai in q(x), evaluates to true for every model of K.

3 Assertional-based revision of DL-Lite knowledge bases

Dynamics of a DL-based knowledge base often concerns the situation where new infor-
mation should be incorporated while ensuring the consistency of the result (e.g. [51, 53]).
Several works recently dealt with revising DL-Lite TBox with a terminological information
(e.g. [22, 57, 61, 63]) or with an assertional information (e.g. [22, 30, 42]).

In this section, we investigate the revision of DL-Lite knowledge bases in the case where
priorities are available between assertions in the ABox. We study different forms of the
input: An assertion, a positive inclusion axiom or a negative inclusion axiom. We consider a
lexicographical strategy where only smallest subsets of assertions should be dropped from
the knowledge base in order to restore its consistency and accept the new piece of informa-
tion. Note that the choice of only dropping information from the ABox is motivated by the
fact that in Web applications (such as in Ontology-Based based Access applications) a TBox
is often seen as a well-formed and coherent ontology whereas the ABox represents data that
are not necessarily reliable and consistent with the ontology. In other words, when the input
is a terminological information, the revising process comes down to enrich the ontology
while preserving the coherence of the resulting TBox. However, in case of inconsistency,
the ABox may be modified in order to take into account the input.

3.1 The notion of conflict

Let K=〈T ,A〉 be a consistent DL-Lite knowledge base. Let us denote by N a new consistent
piece of information to be accepted. The presence of this new information may lead to
inconsistency according to the content of the TBox and the nature of the input information.

Within the DL-Lite language, the new piece of information N may be:

– a membership assertion of the form A(a) or P(a, b),
– a positive inclusion axiom (PI) of the form B1 � B2 or
– a negative inclusion axiom (NI) of the form B1 � ¬B2.

According to [21], every DL-Lite knowledge base K with only PIs in its TBox is always
satisfiable (consequence of Lemma 7 in [21]). Hence, if N is a membership assertion or a
PI axiom, there is no inconsistency. However when the TBox T contains NI axioms then N

may have an undesirable interaction with K which leads to an inconsistency.
We recall that inconsistency in DL-Lite is always defined with respect to some

ABox, since a TBox may be incoherent but never inconsistent, as stated by Calvanese
et al. [22].
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Lemma 1 ([22]) LetK=〈T ,A〉 be a DL-Lite knowledge base. IfA=∅ thenK is consistent.
If K is inconsistent, then there exists a subsetA0 ⊆ A with at most two elements, such that
〈T ,A0〉 is inconsistent.

Let K be an inconsistent knowledge base, we define the notion of conflict which is a
minimal inconsistent subset of A.

Definition 3 Let K=〈T ,A〉 be an inconsistent DL-Lite knowledge base. A conflict C is a
set of membership assertions such that:

– C ⊆ A,
– 〈T , C〉 is inconsistent,
– ∀C′, C′ ⊂ C,

〈
T , C′〉 is consistent.

We denote by C(K) the collection of conflicts in K. Since K is assumed to be finite, if K
is inconsistent then C(K) 
= ∅ is also finite. Moreover, note that by Lemma 1 and the fact
that T is coherent, ∀C ∈ C(K), it holds that |C|=2.

Example 1 Let K=〈T ,A〉 be an inconsistent knowledge base such that
T ={ B1 � B2, B2 � ¬B3} and A={B1(a), B3(a), B2(b), B3(b), B1(c)}. We have cln (K)

={B2 � ¬B3, B1 � ¬B3}. Then by Definition 3, C(K) = {{B1(a), B3(a)}, {B2(b), B3(b)}}.

3.2 Prioritized DL-Lite knowledge base

This section defines the notion of a prioritized DL-Lite knowledge base, simply denoted
by K=〈T ,A〉. We assume that T is coherent and not stratified. Namely, all elements of T
have the same level of importance. In contrast, the ABox is assumed to be stratified, i.e.
partitioned into n strata, A=A1 ∪ · · · ∪ An such that:

– the strata are pairwise disjoint, namely ∀Ai , ∀Aj : Ai ∩ Aj = ∅,
– the assertions in Ai have the same level of priority,
– the assertions of Ai have higher priority than the ones in Aj when j > i.

Hence assertions in A1 are the most important ones, while assertions in An are the least
important ones.

We first define the lexicographic preference relation between subsets of the ABox as
follows.

Definition 4 Let X and X′ be two subsets of A. X is strictly preferred to X′, denoted by
X <lex X′, if and only if there exists I, 1 ≤ i ≤ n such that:

– |X ∩ Ai | < |X′ ∩ Ai |, and
– ∀j, 1 ≤ j < i, |X ∩ Aj | = |X′ ∩ Aj |.

Similarly, X is equally preferred to X′, denoted by X =lex X′, if and only if ∀i, 1 ≤ i ≤
n , |X ∩ Ai | = |X′ ∩ Ai |. Lastly, X is at least as preferred as X′, denoted by X ≤lex X′,
if and only if X <lex X′ or X =lex X′. The relation ≤lex is a total pre-order.

Example 2 Let A be a stratified ABox, A=A1 ∪A2 ∪A3 where A1={B1(a)}, A2={B2(b)}
and A3={B3(a), B3(b)}. Let X={B3(a), B3(b)} and X′={B3(a), B2(b)} be two subsets of
A, we have X <lex X′.



Prioritized assertional-based revision of DL-lite belief bases 53

3.3 Prioritized removed sets revision of DL-Lite knowledge bases

We now investigate the revision of DL-Lite knowledge bases according to the nature of the
input information. We consider an approach using a lexicographical strategy well-known as
”Prioritized Removed Sets Revision” (PRSR) [6] formerly proposed within a propositional
logic setting.

Within the DL-Lite framework, in order to restore consistency while keeping new infor-
mation, the PRSR strategy removes exactly one assertion in each conflict minimizing the
number of assertions from A1, then minimizing the number of assertions in A2, and so
on. Using the lexicographic criterion instead of the set inclusion one, will reduce the set of
potential conflicts.

In this paper, we assume that the input N is consistent. This assumption holds when
N is a positive or a negative axiom, since a set of axioms may be incoherent, but never
inconsistent. When N is an assertional fact, then 〈T , N〉 may be inconsistent. In this
case, N is simply ignored and the result of revising 〈T ,A〉 by N simply leads to the
original knowledge base 〈T ,A〉. Note also that if 〈T , N〉 is inconsistent and N is an
assertional fact then this means that T is incoherent, namely it contains some empty
concepts.

3.3.1 Revision by a membership assertion

We first consider the case where N is an ABox assertion, which corresponds to the revision
by a fact or by an observation. In this case, N is added to a new stratum having the highest
and a new priority. Not that if N already belongs to A, then we remove it from its original
stratum and add it to the new one. However, in order to avoid heavy notations, we simply
write K ∪ {N} or 〈T ,A ∪ {N}〉 where A is a prioritized ABox, to denote the fact that N is
added to a new and highest priority stratum of A.

The following definition introduces the concept of prioritized removed sets.

Definition 5 Let K=〈T ,A〉 be a consistent stratified knowledge base and N be a member-
ship assertion. A prioritized removed set, denoted by X, is a set of membership assertions
such that:

– X ⊆ A,
– 〈T , (A\X) ∪ {N}〉 is consistent,
– ∀X′ ⊆ A, if

〈
T , (A\X′) ∪ {N}〉 is consistent then X ≤lex X′.

We denote by PR(K∪{N}) the set of all prioritized removed sets of K∪{N}. If K∪{N}
is consistent then PR(K∪{N}) = ∅. Besides, if K∪{N} is inconsistent then every conflict
C of K ∪ {N} contains N . More formally we have the following lemma.

Lemma 2 2 Let K = 〈T ,A〉 be a consistent prioritized knowledge base and N be an
assertion. If K ∪ {N} is inconsistent then ∀C ∈ C(K), N ∈ C.

Consequently there exists exactly one prioritized removed set. More formally, we have
the following proposition.

2all proofs are provided in the Appendix
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Proposition 1 Let K be a consistent stratified knowledge base and N be a membership
assertion. If K ∪ {N} is inconsistent then |PR(K ∪ {N})| = 1.

Based on these results, we are able to define the ◦PRSR operator.

Definition 6 Let K=〈T ,A〉 be a consistent stratified knowledge base and N be a mem-
bership assertion. The revised knowledge base K ◦PRSR N is such that K ◦PRSR N =
〈T ,A ◦PRSR N〉 where A ◦PRSR N = (A\X) ∪ {N} with PR(K ∪ {N}) = {X}.

Example 3 Let K=〈T ,A〉 be a consistent stratified knowledge base such that T ={B1 �
B2, B2 � ¬B3, B3 � ¬B4} and A = A1 ∪ A2 ∪ A3 where A1 = {B1(a)} A2 =
{B3(b)}, A3 = {B4(a)}. Let N=B3(a) then K ∪ {N} is inconsistent. By Definition 3,
C(K ∪ {N}) = {{B1(a), B3(a)}, {B3(a), B4(a)}}. Hence by Definition 5, PR(K ∪ {N}) =
{{B1(a), B4(a)}}. Therefore A ◦PRSR N = {B3(a), B3(b)} and A ◦PRSR N = A′

1 ∪A′
2 ∪

A′
3 where A′

1 = {B3(a)}, A′
2 = {B3(b)} and A′

3 = ∅.

As detailed in Section 5 (Section 5.1) computing the set of conflicts is polynomial.
Moreover when the input information is a membership assertion, as stated by Proposition
1 and illustrated in Example 3, there is only one prioritized removed set. Next subsec-
tion investigates the case where the input information is a positive or a negative inclusion
axiom.

3.3.2 Revision by a positive or a negative axiom

We now consider the case where the input N is a PI axiom or a NI axiom. This new axiom
should be added to the TBox and since we gave priority to the TBox over the ABox, the
input is kept in the revised knowledge base. In this case, K ∪ {N} denotes 〈T ∪ {N},A〉.
Since T is considered as non prioritized, then T ∪ {N} simply denotes the expansion of T
by N .

Definition 7 Let K=〈T ,A〉 be a consistent stratified knowledge base and N be a PI or a
NI axiom. A prioritized removed set, denoted by X, is a set of assertions such that:

– X ⊆ A,
– 〈T ∪ {N}, (A\X)〉 is consistent and
– ∀X′ ⊆ A, if

〈
T ∪ {N}, (A\X′)

〉
is consistent then X ≤lex X′.

Let us point out that Definition 7 is similar to Definition 5, except that the input is not
added to the ABox but to the TBox. However, the revision process still considers the TBox
as a stable knowledge, and hence to restore consistency assertional elements from ABox
should be removed. We denote again by PR(K ∪ {N}) the set of prioritized removed sets
of K ∪ {N}.

Example 4 Let K=〈T ,A〉 be a consistent stratified knowledge base such that T ={B1 �
B2, B3 � ¬B4} and A = A1 ∪ A2 ∪ A3 where A1 = {B1(a)} A2 = {B2(b)},
A3 = {B3(a), B3(b)}. Let N=B2 � ¬B3 then K ∪ {N} is inconsistent. C(K ∪ {N}) =
{{B1(a), B3(a)}, {B2(b), B3(b)}}. The four possible candidates to be removed are: X1 =
{B1(a), B2(b)}, X2 = {B1(a), B3(b)}, X3 = {B3(a), B2(b)}, X4 = {B3(a), B3(b)}. There
is only one prioritized removed set X4 as illustrated in Table 1.
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Table 1 One prioritized
removed set Ai |X1 ∩ Ai | |X2 ∩ Ai | |X3 ∩ Ai | |X4 ∩ Ai |

A3 0 1 1 2

A2 1 0 1 0

A1 1 1 0 0

If the stratification of A, now is A1 = {B1(a), B3(a)}, A2 = {B2(b)}, A3 = {B3(b)},
then there are two prioritized removed sets X2 and X4 as illustrated in Table 2.

We have seen that when the input is a membership assertion then there exists exactly one
prioritized removed set. However, when the input information is a NI or a PI axiom there
may exist one or several prioritized removed sets, as illustrated in the previous example.
The first case to consider, which is also the easiest one, is when each conflict intersects two
distinct strata. In this case there exists only one prioritized removed set. More formally, the
following result holds.

Proposition 2 If for eachC ∈ C(K∪{N}) there exists I and j , i 
= j , such thatC∩Ai 
= ∅
and C ∩ Aj 
= ∅ then |PR(K ∪ {N})| = 1.

This situation happens when each stratum is consistent with T ∪ {N}. In this case, as
detailed in Section 5.2, computing the unique prioritized removed set can be performed in
polynomial time.

There may be several prioritized removed sets as soon as there are conflicts included in
a stratum where each conflict may lead to two prioritized removed sets. Namely, let NC be
the number of conflicts such that each one is included in a stratum, the number of prioritized
removed sets is bounded by 2NC . In such a case, each prioritized removed set leads to a
possible revised knowledge base: Ki=〈T ∪ {N}, (A\Xi)〉 with Xi ∈ PR(K ∪ {N}).

Within DL-Lite language it is not possible to represent the disjunction of such possible
revised knowledge bases. If we want to keep the result of the revision operation expressible
in DL-Lite, one can define a selection function that selects from PR(K∪{N}) one or several
prioritized removed sets. More formally, a selection function, denoted by f , is defined as
follows.

Definition 8 A selection function f is a mapping from PR(K ∪ {N}) to A such that:

– f (PR(K ∪ {N})) ⊆ A
– ∃Xi ∈ PR(K ∪ {N}) such that Xi ⊆ f (PR(K ∪ {N}))
– f (PR(K ∪ {N})) ⊆ ⋃

Xi∈PR(K∪{N}) Xi

Table 2 Two prioritized
removed sets Ai |X1 ∩ Ai | |X2 ∩ Ai | |X3 ∩ Ai | |X4 ∩ Ai |

A3 0 1 0 1

A2 1 0 1 0

A1 1 1 1 1
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The first item in Definition 8 simply states that f (PR(K ∪ {N})) should only con-
tain elements of A. This condition guarantees that the result of revision will be expressible
within the DL-Lite language. The second item states that at least one prioritized removed
set should be in f (PR(K∪{N})). This guarantees that 〈T ,A \ f (PR(K ∪ {N}))〉 is con-
sistent. The last item states that only elements from

⋃
Xi∈PR(K∪{N}) Xi should be removed

and ignored to restore consistency. Hence, elements which are not responsible of conflicts
will not be removed.

We now define the revised knowledge base using a selection function as follows.

Definition 9 Let K=〈T ,A〉 be a consistent stratified knowledge base and N be a PI or a
NI axiom. Let f be a selection function, the revised knowledge base K ◦PRSR N is such
that K ◦PRSR N=〈T ∪ {N},A ◦PRSR N〉 where A ◦PRSR N=(A\f (PR(K ∪ {N}))).

Next subsection presents some examples of selection functions.

3.4 Examples of selection functions

Let us first start with two basic selection functions, denoted simply by f1 and f2. The first
selection function f1 consists in taking all prioritized removed sets. More formally,

f1(PR(K ∪ {N})) =
⋃

Xi∈PR(K∪{N})
Xi,

which corresponds to the intersection of all possible revised knowledge bases. In this
case K ◦PRSR N = 〈T ∪ {N},A ◦PRSR N〉 where A ◦PRSR N=A \ f1(PR(K ∪
{N}))=∩n

i=1(A\Xi). This first selection function may be too cautious since it could
remove too many assertions and is not in agreement with the minimal change
principle.

Another option is to choose a selection function that only picks up one prioritized
removed set. More formally,

f2(PR(K ∪ {N})) = X, for some X ∈ PR(K ∪ {N}),

which corresponds to the choice of only one revised knowledge base. This option is less
cautious than the previous one and captures, in some sense, the existence of a possibility for
restoring consistency.

Example 5 Let us consider the knowledge base of Example 2. We have T ={B1 � B2, B3 �
¬B4} and A = A1 ∪ A2 ∪ A3 where A1 = {B1(a), B3(a)}, A2 = {B2(b)} and A3 =
{B3(b)}. Let N=B2 � ¬B3 be a new piece of information. We have K∪{N} is inconsistent.
The prioritized removed sets are: X1 = {B1(a), B3(b)} and X2 = {B3(a), B3(b)}. We
have: f1(PR(K ∪ {N})) = {B1(a), B3(b), B3(a)} and f2(PR(K ∪ {N})) can be either
{B1(a), B3(b)} or {B3(a), B3(b)}.

The last selection function uses the notion of deductive closure defined as follows.
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Definition 10 Let K=〈T ,A〉 be a DL-Lite knowledge base. Let Tp be the set of all positive
axioms of T . Let DC be the set of concepts of T , DR be the set of roles of T and DI be the
set of individuals of A. The deductive closure of A with respect to T is defined by:

cl(A) = {A(a) : 〈
Tp,A

〉 |= A(a)with a ∈ DI and A ∈ DC}
∪
{R(a, b) : 〈

Tp,A
〉 |= R(a, b) with a, b ∈ DI and R ∈ DR}.

Using the notion of deductive closure, one can refine the set of prioritized removed sets
in which a selection function operates. This new subset, denoted CPR(K ∪ {N}), is made
by keeping only prioritized removed sets X in PR(K∪{N}) such that the deductive closure
of the set A \ X is maximal with respect to the lexicographical criterion.

Definition 11 Let K=〈T ,A〉 be a DL-Lite knowledge base and N be the input. Let
PR(K ∪ {N}) be the set of prioritized removed sets. The set CPR(K ∪ {N}) is com-
posed of prioritized removed sets X from PR(K ∪ {N}) such that �Y ∈ PR(K ∪ {N}),
|cl(A \ Y )| ≥ |cl(A \ X)|.

Then the last selection function, based on the deductive closure and denoted by f3, is
simply defined by

f3(PR(K ∪ {N})) =
⋃

Xi∈CPR(K∪{N})
Xi .

Clearly, CPR(K ∪ {N}) ⊆ PR(K ∪ {N}) then we have f2(PR(K ∪ {N})) ⊆
f3(PR(K ∪ {N})) ⊆ f1(PR(K ∪ {N})). f3(PR(K ∪ {N})) offers a good compromise
between an arbitrary choice of the prioritized removed set to be ignored from the ABox A,
and a skeptical choice where all prioritized removed sets are removed from the ABox.

Example 6 From Example 5, one can check that: cl(A \ X1) = {B3(a), B2(b)} and cl(A \
X2) = {B1(a), B2(a), B2(b)}. Then CPR(K ∪ {N}) = {X2}.

In addition to the three above selection functions, we propose a way to directly compute
the result of assertional-based revision on the basis of the set of all possible prioritized
removed sets. The idea of computing the assertional-based revision is strongly related the
notion of universal or skeptical inference that can be defined from PR(K ∪ {N}). Namely,
we first need to define the set of all possible assertions that can be derived from each A\Xi

with Xi ∈ PR(K ∪ {N}).
More precisely, let DC be the set of concepts of T , DR be the set of roles of T and DI

be the set of individuals of A. Then we define the set of universal assertional consequences,
denoted by UAC(K ∪ {N}) as

UAC(K ∪ {N}) = {A(a) : a ∈ DI , A ∈ DC and

∀Xi ∈ PR(K ∪ {N}), 〈T ,A \ Xi〉 |= A(a)}
∪
{R(a, b) : a ∈ DI , b ∈ DI ,R ∈ DR and

∀Xi ∈ PR(K ∪ {N}), 〈T ,A \ Xi〉 |= R(a, b)}.
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Example 7 Let us consider T ={A � B,C � B} and A = A1 where A1={B(b),
A(a), C(a)}. Let N=A � ¬C be a new piece of information. We have K∪ {N} is inconsis-
tent. The two possible prioritized removed sets that can be computed are: X1 = {A(a)} and
X2 = {C(a)}.
One can check that UAC(K ∪ {N})={B(a), B(b)}.

In fact UAC(K ∪ {N}) contains all assertions of the form A(a) or R(a, b) (where a, b

are individuals, A is a concept and R is a role) that can be derived by ignoring each possible
prioritized removed set.

3.5 Multiple revision

In the previous sections, it is assumed that the input information is only composed of a single
element: An assertional fact, a positive axiom or a negative axiom. This section briefly
discusses the case where the input contains more than one element. This problem is known
as multiple revision and has been addressed for instance in [29, 34] in a propositional setting.

Let K=〈T ,A〉 be a DL-Lite prioritized knowledge base. Let us start with the situation
where the input, simply denoted again by N , is a set of assertional facts. If 〈T , N〉 is con-
sistent, then our approach can be applied straightforwardly. The definition of prioritized
removed set is exactly the same. Definitions 5 to 11 can be used as it is, except that N is
a set of assertional facts instead of a single one. The same holds for Lemma 2 as well as
Propositions 1–2.

Example 8 Let us consider T ={A � ¬B} and A=A1 ∪ A2 where A1={A(a), B(c)} and
A2={B(b)}. Let N={A(b), B(a)} where 〈T , N〉 is consistent. Now, 〈T ,A ∪ N〉 is incon-
sistent. There only exists one prioritized removed set: X1={A(a), B(b)} and A ◦PRSR

N={A(b), B(a), B(c)}.

Now assume that 〈T , N〉 is inconsistent. In this case, if we still consider that T as a
stable knowledge, then the input cannot be wholly accepted. In this case, the prioritized
removed set will both contains elements from A and also from N , with elements of N being
preferred to all elements of A. Definition 5 needs a small adaptation asfollows:

Definition 12 Let K=〈T ,A〉 be a consistent stratified knowledge base and N be a set of
membership assertion. A prioritized removed set, denoted by X, is a set of membership
assertions such that:

– X ⊆ A ∪ N ,
– 〈T , (A ∪ N) \ X〉 is consistent,
– ∀X′ ⊆ A ∪ N , if

〈
T , (A ∪ N) \ X′〉 is consistent then X ≤lex X′.

Note that A∪ N is a new prioritized ABox, when elements of N are put in a new impor-
tant stratum. Namely, let A=A1 ∪ . . . ∪An be a prioritized ABox. Then A∪ N=A′

1 ∪ . . . ∪
A′

n+1 where A′
1 = N , and A′

i = Ai−1 for i = 1, ..., n + 1.
The remaining definitions are valid, however Lemma 1 and Proposition 1 do not hold as

it is shown by the following counter-example.

Example 9 Let us consider T ={A � ¬B} and A=A1 ∪ A2 where A1={A(a)} and
A2={B(c)}. Let N={A(b), B(b), B(a)} where 〈T , N〉 is inconsistent. We have 〈T , N ∪ A〉
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is also inconsistent. The conflicts are: C1={A(a), B(a)} and C2={A(b), B(b)}. The two
prioritized removed sets are: X1={A(a),A(b)} and X2={A(a), B(b)}.

One can check that there exist more than one prioritized removed set which both contain
elements from A and N .

As said previously, when the input N is a set of PI axioms or NI axioms, we assume that
T ∪N is coherent, since the TBox of the knowledge base is assumed to be stable. Of course
〈T ∪ N,A〉 may be inconsistent. In this case PRSR behaves in the same way as simple
revision by a single input. In both cases (set of assertion or axioms), the most noticeable
difference is that the number of conflicts may be higher and by consequence the size of
prioritized removed sets may be higher.

Lastly, if the input contains both membership assertions and PI axioms or NI axioms,
then this comes down to revise the DL-Lite prioritized knowledge base K=〈T ,A〉 with
another knowledge base N = 〈

T ′,A′〉. One way to achieve such revision is to apply PRSR
on

〈
T ∪ T ′,A ∪ A′〉.

Example 10 Let us consider T ={A � ¬B} and A=A1 ∪ A2 where A1={A(a)} and
A2={B(b)}. Let N=

〈
T ′ = {C � A},A′ = {C(a), A(b)}〉. We have 〈T ∪ T ′,A ∪ A′〉 is

inconsistent. There exists only one conflict C={A(b), B(b)} and hence one prioritized
removed set X={B(b)}.

4 Logical properties

In this section we go a step further in the characterization of Prioritized Removed Sets
Revision by presenting logical properties of the proposed operators through a set of
postulates.

As mentioned in the introduction, the AGM postulates [1] have been expressed to charac-
terize belief revision in a propositional logic setting. Flouris at al. have studied which logics
are AGM-compliant, that is, DLs where the revision operation satisfies AGM postulates
[25–27]. Indeed, the problem is that AGM postulates are defined for belief sets, i.e. deduc-
tively closed sets of formulas, possibly infinite. Qi et al. [53] focused on revising a finite
representation of belief sets. They used a semantic reformulation of AGM postulates, done
by Katsuno and Mendelzon [41], to extend it to DLs knowledge bases. However, as pointed
out in [22], known model-based approaches of revision are not expressible in DL-Lite.
AGM postulates are defined for belief sets, however efficient implementation and compu-
tational tractability require finite representations. Moreover, cognitive realism stems from
finite structures [38] since infinite structures are cognitively inaccessible. Revision within
the framework of DLs, particularly, DL-Lite, requires belief bases, i.e. finite sets of formu-
las. Postulates have been proposed for characterizing belief bases revision in a propositional
logic setting [28, 37].

In order to give logical properties of PRSR operators, we first rephrase Hansson’s pos-
tulates within the DL-Lite framework. We then analyze to what extent our operators satisfy
these postulates.

4.1 Hansson’s postulates reformulated

Let K, K′ be two DL-Lite knowledge bases, N and M be either membership assertions
or positive or a negative axioms, ◦ be a revision operator. K + N denotes the non closing
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expansion, i.e. K + N = K ∪ {N}. Let K = 〈T ,A〉 be a knowledge base. When N is a
membership assertion K+N = 〈T ,A ∪ {N}〉 and when N is a positive or a negative axiom
K + N = 〈T ∪ {N},A〉. We rephrase the Hansson’s postulates as follows.

Success N ∈ K ◦ N

Inclusion K ◦ N ⊆ K + N.

Consistency K ◦ N is consistent.
Vacuity If K ∪ {N} is consistent then K ◦ N = K + N.

Pre-expansion (K + N) ◦ N = K ◦ N.

Internal exchange If N,M ∈ K then K ◦ N = K ◦ M.

Core retainment If M ∈ K and M 
∈ K ◦ N then there exists K′ such that
K′ ⊆ K + N and K′ is consistent but K′ ∪ {M}is
inconsistent.

Relevance If M ∈ K and M 
∈ K ◦ N then there exists K′ such that
K ◦ N ⊆ K′ ⊆ K + N, and K′is consistent but K ′ ∪ {M}
is inconsistent.

Success and Consistency express the basic principles of revision. Inclusion states that the
union of the initial knowledge bases is the upper bound of any revision operation. Vacuity
says that if new information is consistent with the knowledge base then the result of revision
equals the non closing expansion. Pre-expansion states that expanding first by an assertion
does not change the result of revision by the same assertion. Internal exchange says that
revising by two different assertions from the knowledge base does not change the result of
revision. In fact, since K is assumed to be consistent, then this postulate is always satisfied,
since if M ∈ K then K ◦ M=K. Core-retainment and Relevance express the intuition that
nothing is removed from the original knowledge bases unless its removal contributes in
some way to make the result consistent.

4.2 Prioritized removed sets revision: logical properties

We now present the logical properties of PRSR operators. We recall that, when the input is
a membership assertion, there is only one removed set.

Proposition 3 LetK be a consistent stratified DL-Lite knowledge base andN be a member-
ship assertion. Then the revision operator ◦PRSR satisfies Success, Inclusion, Consistency,
Vacuity, Pre-expansion, Internal exchange, Core retainment and Relevance.

This proposition states that PRSR with a membership assertion as input satisfies all pos-
tulates. The situation is slightly different when N is a PI or a NI axiom. In this case, the
definition of the revision operation requires a selection function, as stated in Definition 9.

Proposition 4 LetK be a consistent stratified DL-Lite knowledge base. If N is a PI or a NI
axiom then for any selection function, the revision operator ◦PRSR satisfies Success, Inclu-
sion, Consistency, Vacuity, Pre-expansion, Internal exchange, Core retainment but does not
satisfy Relevance.

Relevance requires the existence of only one prioritized removed set which is the case
when N is a membership assertion. However, when N is a PI or a NI axiom, in general,
there may exist several prioritized removed sets.
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5 Computing the revision operation outcome

As stated before, when trying to revise a DL-Lite knowledge base by a membership asser-
tion, a PI axiom or a NI axiom, we want to withdraw only ABox assertions in order to
restore consistency, i.e. prioritized removed sets will only contain elements from the ABox.

From the computational point of view, we have to distinguish several cases depending
on the nature of the input N and the content of the knowledge base.

First of all, if the TBox T only contains PI axioms, and if the input N is a PI axiom
or a membership assertion, no inconsistency can occur, so the revision operation PRSR
trivially becomes a simple union. Among the remaining cases, we distinguish two different
situations:

1. N is a membership assertion: The computation of conflicts and the overall revision
algorithm is a very simple task, thanks to Proposition 1, as detailed in Section 5.2.1.

2. N is a PI axiom or a NI axiom : This is the most complicated case, as several prioritized
removed sets may exist. Moreover, we will see that this case has to be splitted into two
subcases (see Section 5.2.2). Whatever case we consider, we first need to compute the
conflicts of K ∪ {N}.

In what follows, we use the following notations: K′=
〈
T ′,A′〉=K∪{N}. Thus, if N is a PI or

NI axiom we have T ′=T ∪ {N} and A′=A, and if N is an ABox assertion, we have T ′=T
and A′=A ∪ {N}.

5.1 Computing the conflicts

This step follows from the algorithm given in [21] for checking the consistency of a DL-Lite
knowledge base. The main difference is that in [21] the aim is to check whether a DL-Lite
knowledge base is consistent or not. Here, we have to perform one step further, as we need
to enumerate all assertional pairs involved in conflicts. Hence, we need to slightly adapt the
algorithm.

Computing C(K ∪ {N}) first requires to obtain the negative closure cln
(
T ′), using the

rules recalled in the refresher on DL-lite logic in Section 2. We suppose that this is per-
formed by a NEGCLOSURE function. Then the computation of the conflicts proceeds with
the evaluation over A′ of each NI axiom in cln

(
T ′) in order to exhibit whether A′ con-

tains pairs of assertions that contradict the NI axioms. Intuitively, for each C1 � ¬C2 (resp.
R1 � ¬R2) belonging to cln

(
T ′), the evaluation of C1 � ¬C2 (resp. R1 � ¬R2) over

the A′ simply amounts to return all (C1(x), C2(x)) (resp. (R1(x, y), R2(x, y))) such that
C1(x) and C2(x) (resp. R1(x, y) and R2(x, y)) belong to A′. Note then C1(x) (resp. C2(x))
may be a basic concept assertion, or a role assertion of the form R(x, y) if C1 = ∃R (resp.
C2 = ∃R) or R(y, x) if C1 = ∃R− (resp. C2 = ∃R−). The result of the evaluation of a
NI axiom is a collection of sets containing two elements, or one element if N is a member-
ship assertion. Algorithm 1 describes the algorithm of the function COMPUTECONFLICTS,
which computes C(K ∪ {N}).

The set C(K′) stores the conflicts. The first step of the algorithm consists in the com-
putation of the negative closure of T ′. Then, for each NI axiom X � ¬Y of cln

(
T ′) the

algorithm looks for the existence of a contradiction in the ABox. This is done by check-
ing whether

〈
X � ¬Y,

{
αt , αj

}〉
is consistent or not. Note that this step can be performed

by a boolean query expressed from X � ¬Y to look whether
{
αt , αj

}
contradicts the

query, or not. If the ABox is consistent with X � ¬Y , then the result of the query is
empty set.
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Algorithm 1 COMPUTECONFLICTS(K)

1: function COMPUTECONFLICTS(K = 〈T ,A〉 , N )
2: K′ = 〈

T ′,A′〉 ← K ∪ {N}
3: C(K′) ← ∅
4: cln

(
T ′) ← NEGCLOSURE

(
T ′)

5: for all X � ¬Y ∈ cln
(
T ′) do

6: for all
{
αt , αj

} ⊆ A′ do
7: if

〈
X � ¬Y,

{
αt , αj

}〉
is inconsistent then

8: C(K′) ← C(K′) ∪ {{
αt , αj

}}

9: Return C(K′)

It is important to note that if N is a membership assertion, then in each conflict {αt , αj }
either αt or αj belongs to A (but not both), and that either αt or αj is equal to N (but not
both). This special case is detailed in the next subsection.

5.2 Computing the PRSR outcome

5.2.1 Revision by an assertion

When the input N is a membership assertion (namely a fact), then there exists only one
prioritized removed set, and the priorities are not involved. The computation of this single
prioritized removed set amounts to pick up in each conflict the membership assertion which
is different from new information N . One can easily check that every conflict

{
αt , αj

}

that contradicts a NI axiom is of the form {α,N} where α ∈ A. This means that there
exists exactly one prioritized removed set. Hence, in this case the prioritized removed set
computation can be performed in polynomial time, namely, when returning from the call to
COMPUTECONFLICTS, the only prioritized removed set is

⋃
ci∈C(K∪{N}) (ci \ {N}).

Algorithm 2 describes the algorithm of the function COMPUTEPRSR1 as a special case
of Algorithm 1. It computes directly the single prioritized removed set when revising by a
membership assertion.

Algorithm 2 COMPUTEPRSR1(K, N)

1: function COMPUTEPRSR1(K = 〈T ,A〉, N = A(a) or N = R(a, b))
2: R ← ∅
3: cln (T ) ←NEGCLOSURE(T )

4: for all X � ¬Y ∈ cln (T ) do
5: for all α ∈ A do
6: if 〈X � ¬Y, {α,N}〉 is inconsistent then
7: R ← R ∪ {α}
8: return R

5.2.2 Revision by An axiom

Now, we detail the case where N is a PI or a NI axiom. According to Definition 7, the
computation of PR(K ∪ {N}) starts with the computation of PR((T ∪ {N}) ∪ A1), fol-
lowed by the computation of PR((T ∪ {N}) ∪ (A1 ∪ A2)), and so on where the Ai’s
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are the different strata in the assertional base. A prioritized removed set is formed by
picking up in each conflict the element having the lowest priority level. However, accord-
ing to the form of conflicts, two situations hold, as pointed out in Section 3.3. The first
one is when each conflict involves two elements having different levels of priority. In this
case, Proposition 2 ensures that there exists only one prioritized removed set. We pro-
vide the algorithm COMPUTEPRSR2 which computes this single prioritized removed set
PR ∈ PR(K ∪ {N}).

Algorithm 3 COMPUTEPRSR2

1: function COMPUTEPRSR2 (K = 〈T ,A〉 , N )
2: Res ← A1
3: PR ← ∅
4: C ←COMPUTECONFLICTS(K, N)

5: for i ← 2, n do
6: for all α ∈ Ai do
7: if ∃C ∈ C, Res ∩ C 
= ∅ and α ∈ C then
8: PR ← PR ∪ {α}
9: Ai ← Ai \ {α}

10: Res ← Res ∪ Ai

11: Return PR

The algorithm COMPUTEPRSR2 proceeds from the first layer to all the other less pre-
ferred ones and selects the assertions that conflict with the assertions of the current layer.
Here we increment from a layer to another in order to ensure the minimality of the prior-
itized removed set with respect to the lexicographic ordering. Note that this algorithm is
based on the inconsistency checking algorithm, and thus, its computational complexity is
polynomial (see Section 6).

Now, we detail the second case where there exists at least a conflict involving two ele-
ments having the same priority level. In such a situation there exists several prioritized
removed sets, as pointed out in Section 3.3.2. To compute them, we use the hitting set notion
[59] and we adapt it to the stratified structure of the knowledge base.

Prioritized removed sets are not necessarily minimal with respect to cardinality, but they
are minimal with respect to lexicographic ordering (≤lex for short). So, a naive algorithm
for computing PR(K ∪ {N}) could be : (i) Compute the kernels of C(K ∪ {N}). (ii) keep
only minimal ones with respect to ≤lex . However, we can improve this algorithm. As we
said before, a prioritized removed set is computed from a layer to another. The idea of
the enhancement of the algorithm is as follows: Compute conflicts in the first layer, i.e.
in 〈T ∪ {N},A1〉. Then, build the hitting set tree on this collection of conflicts. This tree
allows for the computation of the kernels of 〈T ∪ {N},A1〉, which are minimal with respect
to ≤lex .

From these kernels, we continue the construction of the tree using conflicts in
〈T ∪ {N}, {A1 ∪ A2}〉 if they exist, and so on until reaching a fixed point where no con-
flict will be generated. Then, the kernels of the final hitting set tree — i.e. those built using
the conflicts in 〈T ∪ {N}, {A1 ∪ A2 ∪ ... ∪ An}〉 — which are minimal with respect to
≤lex are the prioritized removed sets. Algorithm 4 describes the algorithm of the function
COMPUTEPRSR3, which computes PR(K ∪ {N}).

In this algorithm, the function HS(C) takes as input the conflicts computed in each strata
(if they exist) and builds the corresponding hitting sets tree (TREE) using the algorithm
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Algorithm 4 COMPUTEPRSR3

1: function COMPUTEPRSR3 (K=〈T ,A〉 , N )
2: T ′ ← T ∪ {N}, K′ = 〈

T ′,A
〉

3: cln
(
T ′) ← NEGCLOSURE(T ′)

4: PR(K′) ← ∅ , C ← ∅, TREE← ∅, i ← 1
5: while i ≤ n do
6: for all X � ¬Y ∈ cln

(
T ′) do

7: for all (α, β) s.t. α ∈ A1, β ∈ A1 ∪ . . . ∪ Ai do
8: if 〈X � ¬Y, {α, β}〉 is inconsistent then
9: C ← C ∪ {α, β}

10: TREE← TREE.ADDFROMLEXKERNEL(HS(C))
11: C ← ∅,
12: i ← i + 1
13: PR(K′) ← LEXKERNEL(TREE)
14: return PR(K′)

presented in [59, 62]. From one layer to another, we resume the construction of (TREE) from
its current kernels minimal with respect to ≤lex . Namely, the function ADDFROMLEXK-
ERNEL(HS(C)) build the hitting set tree out of a collection of conflicts C, starting from the
branches of the current TREE which are minimal with respect to ≤lex . Finally PR(K∪{N})
corresponds to the kernels of TREE obtained using function LEXKERNEL(TREE) which
are minimal with respect to ≤lex . Note that COMPUTEPRSR3 is a generalization of COM-
PUTEPRSR2, since when all conflicts involve elements from distinct layers, then the final
tree will only contain one prioritized removed set. The following example illustrates this
algorithm.

Example 11 Consider K=〈T ,A〉, with T ={A � B,C � B} and A=A1 ∪ A2 ∪ A3 ∪ A4
where A1={A(a),D(a)}, A2={C(a), B(b)}, A3={D(b)} and A4={D(c), C(c)}. We want
to revise K with N=B � ¬D. Then, we have cln (T ∪ {B � ¬D})={B � ¬D, A �
¬D, C � ¬D}. The set of conflicts obtained from

〈
cln

(
T ′) ,A1

〉
is {{A(a),D(a)}}. The

HS tree built by calling HS({{A(a),D(a)}}) will contains two branches labeled respec-
tively by A(a) and D(a) which are kernels minimal with respect to ≤lex (≤lex-kernel).
We go on with

〈
cln

(
T ′) ,A1 ∪ A2

〉
where {C(a), D(a)} is a newly identified conflict.

We resume the construction of the tree from its current ≤lex-kernel branches labeled by
A(a) and D(a), and we obtain three HS-tree branches: {A(a), C(a)}, {A(a),D(a)} and
D(a), where only D(a) is a ≤lex-kernel. Now, we step to the next strata, that is, we use〈
cln

(
T ′) ,A1 ∪ A2 ∪ A3

〉
. This produces a new conflict {B(b),D(b)} and we continue the

construction of the Tree from D(a). We potentially obtain {D(a),D(b)} and {D(a), B(b)}
as new prioritized removed sets, but only {D(a), D(b)} is a ≤lex kernel. Finally, we iden-
tify a new conflict {D(c), C(c)} from

〈
cln

(
T ′) ,A1 ∪ A2 ∪ A3 ∪ A4

〉
. We continue the

construction of the tree from the branch labeled by {D(a),D(b)}. We obtain two other
branches labeled respectively by {D(a),D(b), C(c)} and {D(a),D(b),D(c)} which are
two ≤lex kernels. Hence, PR(K ∪ {N})={{D(a),D(b), C(c)}, {D(a),D(b), D(c)}}. The
construction of the HS tree is illustrated in Fig. 1.

The problem of revising a prioritized DL-Lite knowledge base is closely related to the
problem of computing knowledge base repairs. Indeed, in this paper the presence of incon-
sistency is due to the addition of a new sure piece of information. Inconsistency may also
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Fig. 1 Construction of the HS tree

be the result of concatenating several consistent DL-Lite knowledge bases issued from dif-
ferent sources. The result is then a prioritized inconsistent DL-Lite knowledge base where
priorities may simply reflect the reliability levels associated with each source.

Handling inconsistency comes down to compute different repairs of the prioritized incon-
sistent knowledge base. Clearly, the Prioritized Removed Sets Revision (PRSR) approach
can be easily adapted to compute repairs. Algorithm 1 can be used as it is. Algorithm 2 in
the case of multiple sources information is useful for incoherent DL-Lite knowledge base.
Namely, if A is an incoherent concept, Algorithm 2 allows us to remove all individuals
belonging to A. Algorithm 2 is only useful for this case. Algorithm 3 basically can be used
as is. It suffices to remove the parameter N from lines 1 to 7, and K is assumed to be possi-
bly inconsistent and issued from different sources. Similarly, Algorithm 4 can be basically
used as is by removing the parameter N from line 1 and 2.

6 Computational complexity analysis

This section studies the computational complexity of PRSR operations for DL-Lite knowl-
edge bases. Traditionally, in the knowledge revision community, the problem considered
for computational complexity analysis ([23, 47]) is the inference problem. The parameters
of this problem are: A knowledge base K , an input sentence α, and any sentence φ. Given
an input of the problem, the question is: Can we infer the sentence φ from the revised
knowledge base K ∗ α ?

However, this problem is too general in the case of revision of DL-LiteR knowledge
bases. The DL-LiteR logic aims at applications which typically use knowledge bases con-
sisting in very large evolving ABoxes, while relying on TBoxes which are of a smaller size
(compared to the ABox). The main usage of such bases is querying, i.e. information extrac-
tion, and instance checking, i.e. checking whether an individual is a member of a concept,
or whether two individuals are members of a role. Thus, our complexity analysis of PRSR
revision operation will focus on the problems of instance checking and conjunctive query
answering. More precisely, these problems are defined as follows.

Problem: INSTANCE CHECKING(◦PRSR ).
Input: A DL-LiteR knowledge base K = 〈T ,A〉, an input N (which is either an

assertion, a positive inclusion axiom, or a negative inclusion axiom), a concept
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C (resp. a role R) from the TBox and an individual a (resp. two individuals a,
b) from the ABox.

Question: Does K ◦PRSR N |= C(a) (resp. K ◦PRSR N |= R(a, b)) hold ?

Problem: CONJUNCTIVE QUERY ANSWERING(◦PRSR ).
Input: A DL-LiteR knowledge base K = 〈T ,A〉, an input N , a conjunctive query

q(x), and a tuple of constants a of K.
Question: Does K ◦PRSR N |= q(a) hold ?

The expression of the conjunctive query answering problem may seem a little bit odd.
Obviously, the real problem, would be to compute the result of the query evaluation
over K ◦PRSR N , denoted by Ans(q,K ◦PRSR N). Our expression of the problem rep-
resents the equivalent decision problem, as previously proposed in [21], an reminded in
Section 2.4.

As for the description of the computation of the revision outcome, we distinguish three
different cases, depending on the nature of the input N and on the stratification of the ABox
A of the knowledge base:

Case 1: The input is a membership assertion;
Case 2: The input is an inclusion axiom and each conflict involves two assertions from

different strata (denoted hereafter DS-case);
Case 3: The input is an inclusion axiom and there exist conflicts that involve two

assertions from the same stratum (denoted hereafter SS-case).

Finally, for each problem INSTANCE CHECKING(◦PRSR ) and CONJUNCTIVE QUERY

ANSWERING(◦PRSR ), and each of the preceding cases, we consider data complexity, that is,
complexity depending on the size of the ABox, and combined complexity, that is, complexity
depending on the size of the TBox and the ABox.

For the needs of the proofs of the following results, we recall the complexity results of
DL-LiteR . The Instance Checking problem is in AC0 for data complexity [2], and is in
NLOGSPACE for combined complexity [2]3. The Conjunctive Query Answering problem is
AC0 for data complexity [2], and in NLOGSPACE for combined complexity[2]3.

Before detailing the complexity results and their proofs, we give a synthetic view of these
results in Table 3.

Note that the proofs of computational complexity of query answering include the anal-
ysis of the computational complexity of the different algorithms presented in Section 5 for
computing the resulted base revision.

6.1 Case 1: N is a membership assertion

The computation of the only prioritized removed set can be performed by the COM-
PUTEPRSR1 function described in Algorithm 2.

Proposition 5 The complexity of the COMPUTEPRSR1 function is quadratic in the size
of the ABox (data complexity) and cubic in the size of the TBox and the ABox (combined
complexity).

3the combined complexity result is not provided explicitly in this article, but it stems from the complexity
class of the satisfiability problem in DL-Lite.
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Table 3 Complexity results of ◦PRSR operators

N Instance checking(◦) Conjunctive query answering(◦)

Data Combined Data Combined

Membership assertion(1) Quadratic Cubic Quadratic Cubic

Inclusion axiom (DS)(2) Quadratic Cubic Quadratic Cubic

Inclusion axiom (SS)(3) �
p

2 �
p

2 �
p

2 �
p

2

Proposition 6 CONJUNCTIVE QUERY ANSWERING(◦PRSR ) (resp. INSTANCE

CHECKING(◦PRSR )) is quadratic for data complexity and cubic for combined complexity.

6.2 Case 2: N is an inclusion axiom, DS-case

In this case, we consider that each conflict involves two assertions located in different strata.
In this situation, thanks to Proposition 2, we know that there is only one prioritized removed
set, which can be computed by the function COMPUTEPRSR2 described in Algorithm 3.

Proposition 7 The complexity of the COMPUTEPRSR2 function is quadratic in the size
of the ABox (data complexity) and cubic in the size of the TBox and the ABox (combined
complexity).

This result allows us to establish the following complexity results.

Proposition 8 CONJUNCTIVE QUERY ANSWERING(◦PRSR) (resp. INSTANCE

CHECKING(◦PRSR )) is quadratic for data complexity and cubic for combined complexity.

6.3 Case 3: N is an inclusion axiom, SS-case

In this case, we consider that there exist some conflicts which involve two assertions located
in the same strata. Intuitively this means that in order to restore consistency, we can choose
the assertion to remove from the conflict, as they have the same level of priority. Thus, this
multiplies by two the number of prioritized removed sets for each choice.

Proposition 9 CONJUNCTIVE QUERY ANSWERING(◦PRSR) (resp. INSTANCE

CHECKING(◦PRSR)) is in �
p

2 for both data and combined complexity.

7 Related works

In [22], Calvanese et al. study the problem of knowledge base evolution in DL-Lite. Under
the word evolution, they encompass both revision and update operations. Note that the
update focuses on the changes of the actual state whereas revision focuses on the integration
of new information [61]. In this paper, we focus on revision.

The part of this article dedicated to so-called “formula-based approaches” is closely
related to our work. They define several operators which perform revision of a knowledge
base expressed in DL-Lite at a syntactical level.

The difference is that in [22] they develop two operators whose strategy is to non-
derministically choose some maximal consistent subset. The first one, called BoldEvol,
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starts with the input, and incrementally and non-deterministically adds as many formulas as
possible from the closure of the knowledge base. The algorithm for computing such set is
polynomial. However, in the case where the input is a set of membership assertions, they
give a result similar to our operator, namely, the result only gives one maximal consistent
subset, which corresponds to Proposition 1.

The selected maximal subset is a subset of the consequences of the knowledge base,
which is very different from our point of view. Prioritized Removed Sets Revision relies
only on the explicit content of the knowledge base. The resulting knowledge base will not
contain formulas which are not present in the original knowledge base. By only working
with explicitly given information, we follow Hansson’s point of view [38].

Following this line, extensions of belief bases revision to Description logics have been
proposed, however these approaches differ from ours in several aspects.

Within the general framework of Description Logics, in [52] the authors extend kernel-
based revision [35] for revising flat terminologies. Our approach is very different since we
deal with knowledge bases which are prioritized and expressed in a lightweight Description
Logic. Furthermore, our revision operators do not modify the TBox but revise the prioritized
ABox according to a lexicographical strategy.

In [33], the authors focus on SHOIN Description Logic, they extend kernel revision
and semi-revision operators [36] to SHOIN knowledge bases. Moreover, they propose an
algorithm for revision stemming from the computation of kernels. This algorithm shares
several common points with our algorithm for the computation of prioritized removed sets.
What they call justification of the inconsistency is very similar to our notion of conflict. But
in their case, the generation of conflicts has a higher computational cost than in our case,
as they work with SHOIN logic. In order to lower this extra-complexity, they rely on an
optimized version of the Pellet consistency checker which uses properties of the SHOIN

logic, allowing them to define an incremental version of their consistency checking tableau
algorithm.

In [60], the authors propose another extension of kernel-based revision and semi-revision
operators to Description Logics, namely external kernel revision and semi-revision with
weak success. Once again, their logical framework is richer than our, since they consider
SHOIN and SHIf logics in order to capture all the OWL-DL and OWL-Lite languages.
Our revision operators can be viewed as restrictions of the operator they define under the
name kernel revision without negation. The restrictions are : (i) our knowledge bases are
prioritized and expressed in DL-Lite; (ii) the minimality of the result of the incision function
is defined in terms of lexicographic criterion in our case.

Following another idea, the authors in [54], extend weakening-based revision to ALC

knowledge bases. Instead of removing conflicting assertions, the proposed revision opera-
tors weaken terminological axioms or assertions by adding exceptions which drop individ-
uals responsible of the conflicts. Furthermore, this weakening-based revision is generalized
to stratified knowledge bases. Our revision operators differ from this approach since our
prioritized knowledge bases are expressed in DL-lite. Moreover, the spirit is different since
PRSR removes conflicting assertions according to a lexicographical strategy.

Our revision approach is also related to another important problem that often appears
in the Ontology-Based Data Access. It is the problem of answering (complex or simple)
queries addressed to an inconsistent knowledge base expressed in DL-Lite. Recently several
works [17, 19, 32, 45] have been proposed to deal with such a problem. Those works are
especially inspired by the approaches proposed in databases which stem from the notion of
database repair to answering queries raised to inconsistent databases. A repair of a database
contradicting a set of integrity constraints is a database obtained by applying a minimal set
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of changes in order to restore consistency. The notion of database repair has been extended
to ABox repair for DL knowledge bases.

Concerning the computational complexity analysis, it has been shown in [17, 45] that
some inconsistency-tolerant inferences in DL-Lite are coNP-complete. Namely deciding
whether a query or an instance checking holds from all repairs of a DL-Lite knowledge
base is in coNP for Data complexity (Theorem 3 in [45]). As detailed in Section 6, we have
shown that using the PRSR approach we obtain lexicographic-based inference relations with
a slightly similar computational complexity.

8 Conclusions and future work

In this paper, we investigated the problem of revising prioritized DL-Lite knowledge
bases where the ABox is stratified. We considered several forms of incorporated infor-
mation, more precisely, when the input is a membership assertion, a positive or negative
inclusion axiom. According to the form of the input we proposed a family of operators,
Prioritized Removed Sets (PRSR) operators, stemming form a lexicographical strategy
for removing some assertions, namely the prioritized removed sets, in order to restore
consistency.

When the input is a membership assertion, the revision process leads to a unique revised
knowledge base. However, when the input is a positive or negative inclusion axiom, the
revision process may lead to several possible revised knowledge bases. In this case, we
defined selection functions in order to keep the result within the DL-Lite language and we
gave some concrete PRSR operators with examples of selection functions.

We studied the logical properties of PRSR operators through Hansson’s postulates
rephrased within the DL-Lite framework.

From a computational point of view, we first proposed an algorithm for pinpointing
inconsistencies, then according to the nature of the input, we proposed algorithms, some of
them using the notion of hitting set, for computing the prioritized removed sets. Finally, we
conducted a complexity analysis of the proposed algorithms and identified the cases where
PRSR can be achieved in polynomial time.

In this paper, the proposed postulates capture the general behavior of revision operators
but they do not capture the specificity of prioritized revision. In a future work, a study will
be dedicated to the formulation of new postulates taking the priorities into account.

It is well known that nonmonotonic reasoning and revision are considered as the two
sides of the same coin [46]. A further investigation should focus on inconsistency-tolerant
inference relations defined from the family of PRSR revision operators.

A future work will focus on a deeper study of the computational complexity of the PRSR
operators that could be further refined, in particular, the completeness with respect to class
should be checked.

Finally, we plan to study the merging of DL-Lite knowledge bases when data are provided
by several equally reliable sources. In a near future, we will investigate the extension of
Removed Sets Fusion [39], defined in a propositional setting, to the merging of DL-Lite
knowledge bases.
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Appendix

Proofs

Lemma 2 Let K = 〈T ,A〉 be a consistent prioritized knowledge base and N be an
assertion. If K ∪ {N} is inconsistent then ∀C ∈ C(K) it holds that N ∈ C.

Proof The proof is immediate. If K∪{N} is inconsistent then C(K∪{N}) 
= ∅. This means
that there exists at least a conflict C = (α, β) ∈ C(K ∪ {N}) (Recall that |C|=2). Let C be
a conflict of K ∪ {N}. Suppose that N 
∈ C. This means that α ∈ A and β ∈ A. This is a
contradiction since K is assumed to be consistent, namely C(K)=∅.

Proposition 1 Let K be a consistent stratified knowledge base and N be a membership
assertion. If K ∪ {N} is inconsistent then |PR(K ∪ {N})| = 1.

Proof Suppose that there are two prioritized removed sets X and X′ such that X 
= X′.
By Definition 5, X ⊆ A, X′ ⊆ A and X =lex X′. Since (T ∪ {N}) ∪ (A\X) and (T ∪
{N}) ∪ (A\X′) are consistent, we have ∀C ∈ C(K ∪ {N}) on one hand C ∩ X 
= ∅ and
|C ∩ X| = 1 and on the other hand C ∩ X′ 
= ∅ and |C ∩ X′| = 1. Moreover, since N is a
single assertion, by Lemma 2, |C ∩N | = 1. Therefore there are three elements in C namely
N , one element of X and one element of X′. Hence, this contradicts Lemma 1 that states
that |C ∩ A| ≤ 2.

Proposition 2 If for each C ∈ C(K∪{N}) there exists i and j , i 
= j , such that C∩Ai 
= ∅
and C ∩ Aj 
= ∅ then |PR(K ∪ {N})| = 1.

Proof Suppose there are two prioritized removed sets, X and X′ and X 
= X′. By Definition
7, X ⊆ A, X′ ⊆ A, and X =lex X′. Since (T ∪ {N}) ∪ (A\X) and (T ∪ {N}) ∪ (

A\X′)

are consistent, ∀C ∈ C (K ∪ {N}) we have C ∩ X 
= ∅ and C ∩ X 
= ∅. If |C ∩ X|=2
(resp. |C ∩ X′|=2) then X (resp. X′) is not a prioritized removed set, since C is a minimal
inconsistent subset with two elements by Lemma 1. If |C ∩ X|=1 and |C ∩ X′|=1 two cases
hold. If C ∩ X 
= C ∩ X′ since there exists i and j , i 
= j , such that C ∩ Ai 
=∅ and
C ∩ Aj 
= ∅ it contradicts X =lex X′. If C ∩ X=C ∩ X′, since C intersects two strata, and
|C ∩ X|=|C ∩ X′|=1 then X=X′ which contradicts the hypothesis.

Proposition 3 LetK be a consistent stratified DL-Lite knowledge base andN be a member-
ship assertion. Then the revision operator ◦PRSR satisfies Success, Inclusion, Consistency,
Vacuity, Pre-expansion, Internal exchange, Core retainment and Relevance.

Proof Since N is a membership assertion, K ∪ {N} = 〈T ,A ∪ {N}〉. By Definition 6,
K ◦PRSR N = 〈T ,A ◦PRSR N〉 with A ◦PRSR N = (A\X) ∪ {N} and the postulates
Success, Inclusion, Consistency are satisfied.

Vacuity: If K ∪ {N} is consistent, then PR(K ∪ {N})=∅ and A ◦PRSR N = A ∪ {N},
therefore the postulate holds.
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Pre-expansion: (A∪ {N}) ◦PRSR N = ((A∪ {N})\X) ∪ {N} = (A\X) ∪ {N}, therefore
the postulate is satisfied.

Internal exchange: If N,M ∈ A, A ∪ {M}=A ∪ {N}=A and PR(K ∪ {N})=PR(K ∪
{ M})=∅, therefore the postulate is satisfied.

Core retainment: The case where M ∈ T is impossible since the ◦PRSR operator may
only modify the ABox. When M is a membership assertion, if M ∈ K and M 
∈ K◦PRSR

N then there exists X such that M ∈ X and X ∈ PR(K ∪ {N}). Let K′ = 〈T ,A\X〉,
we have K′ ⊆ K ∪ {N} et K′ is consistent but K′ ∪ {M} is inconsistent, therefore the
postulate is satisfied.

Relevance: Since the postulate Core retainment is satisfied, and by Proposition 1 we have
|PR(K ∪ {N})|=1, so K ◦PRSR N ⊆K′ and thus the postulate holds.

Proposition 4 LetK be a consistent stratified DL-Lite knowledge base. If N is a PI or a NI
axiom then for any selection function, the revision operator ◦PRSR satisfies Success, Inclu-
sion, Consistency, Vacuity, Pre-expansion, Internal exchange, Core retainment but does not
satisfy Relevance.

Proof Since N is a positive or a negative axiom, K ∪ {N} = 〈T ∪ {N},A〉. By Definition
9, K ◦PRSR N=〈T ∪ {N},A ◦PRSR N〉 with A ◦PRSR N = (A\f (R(K ∪ {N}))) and the
postulates Success, Inclusion, Consistency are satisfied.

Vacuity: If K ∪ {N} is consistent, PR(K ∪ {N}) = ∅ and A ◦PRSR N = A, therefore
the postulate holds.

Pre-expansion: (K∪{N})◦PRSRN , (〈T ∪ {N},A〉)◦PRSRN = 〈T ∪ {N},A ◦PRSR N〉,
therefore the postulate is satisfied.

Internal exchange: If N,M ∈ T , T ∪ {M} = T ∪ {N} = T and PR(K ∪ {N}) =
PR(K ∪ { M}) = ∅, therefore the postulate is satisfied.

Core retainment: The case where M ∈ T is impossible since the ◦PRSR operator
may only modify the ABox. When M is a membership assertion, if M ∈ K and
M 
∈ K ◦PRSR N , then for any selection function used for defining ◦PRSR , there exists
X ∈ PR(K ∪ {N}) such that M ∈ X and X ⊆ f (R(K ∪ {N})) by Definition 8. Let
K′ = 〈T ∪ {N},A\X〉, we have K′ ⊆ K ∪ {N} and K′ is consistent but K′ ∪ {M} is
inconsistent, therefore the postulate is satisfied.

Relevance: Since the postulate Core retainment is satisfied, there exists K′ =
〈T ∪ {N},A\X〉 consistent. Since there may exist several prioritized removed sets, let
X and X′ be two prioritized removed sets such that X′ 
= X, suppose that f (PR(K ∪
{N})) = X′, we have K ◦PRSR N = 〈

T ∪ {N},A\X′〉 therefore K ◦PRSR N 
⊆ K′,
therefore the postulate Relevance is not satisfied. We now give a counter-example where
K and N come from Example 4. Let M = B3(b), X = {B3(a), B3(b)} and X′ =
{B1(a), B3(b)} be two prioritized removed sets, suppose that f (PR(K ∪ {N})) = X′
we have A ◦PRSR N = {B3(a), B2(b)} and A\X = {B1(a), B2(b)}.

Proposition 5 The complexity of the COMPUTEPRSR1 function is quadratic in the size
of the ABox (data complexity) and cubic in the size of the TBox and the ABox (combined
complexity).
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Proof In line 3 of Algorithm 2, the computation of cln (T ) can be performed in O(n3) time
in the size of the TBox. The two loops in lines 5 and 6 can be performed in O(n2) time in
the size of the ABox. Thus, the data complexity of the the algorithm is quadratic, and the
combined complexity is cubic.

Proposition 6 CONJUNCTIVE QUERY ANSWERING(◦PRSR ) (resp. INSTANCE

CHECKING(◦PRSR )) is quadratic for data complexity and cubic for combined complexity.

Proof Since in this case there is only one prioritized removed set, answering to this question
can be performed by the following algorithm :

S ←COMPUTEPRSR1(K, N)

if K \ {S} |= q(a) then
return true

else
return false

Data complexity: COMPUTEPRSR1 is quadratic in the size of the ABox. Checking
wether K \ {S} |= q(a) is AC0in the size of the ABox. Thus, the preceding algorithm is
quadratic in the size of the ABox.

Combined complexity: COMPUTEPRSR1 is cubic in the size of the whole knowledge
base. Checking wether K \ {S} |= q(a) is in NLOGSPACE. Thus the problem is cubic
in the combined size of the ABox ad the TBox. The proof of instance checking follows
similarly.

Proposition 7 The complexity of the COMPUTEPRSR2 function is quadratic in the size
of the ABox (data complexity) and cubic in the size of the TBox and the ABox (combined
complexity).

Proof As already mentioned, the computation of the conflicts of K ∪ N using the function
COMPUTECONFLICTS can be performed in O(n3) in the size of the TBox and in O(n2) in
the size of the ABox (the proof is similar to the proof of Proposition 5).

Moreover, the loops in line 5 and line 6 will perform a full examination of the |A|
assertions in the ABox, and the test in line 7 can, in the worst case, fully browse the |A|
assertions. Thus, the worst case data complexity of the two loops and the test is in O(n2).
These loops and the test do not involve the TBox, so they have no impact on the combined
complexity.

Proposition 8 CONJUNCTIVE QUERY ANSWERING(◦PRSR ) (resp. INSTANCE

CHECKING(◦PRSR )) is quadratic for data complexity and cubic for combined complexity.

Proof Since in this case there is only one removed set, answering to this question can be
performed by the following algorithm :

S ←COMPUTEPRSR2(K, N)

if K \ {S} |= q(a) then
return true

else
return false
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Data complexity: COMPUTEPRSR2 is quadratic in the size of the ABox. Checking
wether K\{S} |= q(a) is LOGSPACE in the size of the ABox. Thus, the preceding algorithm
is quadratic in the size of the ABox.

Combined complexity: COMPUTEPRSR2 is cubic in the size of the whole knowledge
base. Checking wether K \ {S} |= q(a) is in NLOGSPACE. Thus the problem is cubic for
combined complexity. The proof of instance checking follows similarly.

Proposition 9 CONJUNCTIVE QUERY ANSWERING(◦PRSR) (resp. INSTANCE

CHECKING(◦PRSR)) is in �
p

2 for both data and combined complexity.

Proof We consider the question : does K ◦PRSR N |= q(a) ? We can use the following
algorithm:

1: kprio ←COMPUTESIZEPRIO(K, N)

2: repeat
3: gess R

4: if |R| = kprio and (K ∪ {N}) \ R is consistent then
5: if (K ∪ {N}) \ {R} |= q(a) then
6: return true
7: until all removed sets have been computed
8: return false

We denote by COMPUTESIZEPRIO(K, N) the algorithm which computes the size of
prioritized removed sets. This computation requires log |A| calls to an NP-Oracle, namely
HITTING SET ([31], p.222) on the collection C(K ∪ {N}).

The main loop will be performed an exponential number of times (on the total number of
formulas in K), and : (i) and checking wether (K∪{N})\R is consistent is in NLOGSPACE,
(ii) checking wether (K ∪ {N}) \ {R} 
|= q(a) is in AC0for data complexity, NLOGSPACE

for combined complexity. Thus, the most expensive part of the algorithm is the computation
of kprio and the problem is in �

p

2 for both data and combined complexity. The proof of
INSTANCE CHECKING(◦PRSR) follows similarly.
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