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Abstract Several efforts were devoted to mining association rules having conjunc-
tion of items in premise and conclusion parts. Such rules convey information about
the co-occurrence relations between items. However, other links amongst items—
like complementary occurrence of items, absence of items, etc—may occur and offer
interesting knowledge to end-users. In this respect, looking for such relationship is a
real challenge since not based on the conjunctive patterns. Indeed, catching such links
requires obtaining semantically richer association rules, the generalized ones. These
latter rules generalize classic ones to also offer disjunction and negation connectors
between items, in addition to the conjunctive one. For this purpose, we propose in
this paper a complete process for mining generalized association rules starting from
an extraction context. Our experimental study stressing on the mining performances
as well as the quantitative aspect proves the soundness of our proposal.
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1 Introduction and motivations

The main moan that can be addressed to the contributions related to association rules
is their focus on the simultaneous occurrence (or co-occurrence) between items [1].
Indeed, almost all related work neglect the other kinds of relations, like mutually
exclusive or complementary occurrences [2], which can also bring information of
worth interest for the end-users. Such kind of knowledge can naturally be conveyed
through disjunctive patterns, which have been shown to be closely related to different
important pattern classes (cf. [3, 4] for a detailed description). In this regard, the
added-value of association rules having disjunctions of literals! in the premise or
conclusion part has been highlighted in some contributions [1, 5]. For example, these
rules were shown to be useful for software change impact analysis [6], feature model
mining [7], and medical data analysis [8]. On the other hand, such kind of rules offers
advantages compared to the hierarchy/taxonomy-based generalization [9]. Indeed,
they do not depend upon a pre-defined taxonomy. They also do not suffer from
the problem of overgeneralization since the taxonomy approach mainly considers
fixed disjuncts. Note that these rules generalized through the use of the conjunction,
disjunction, and negation connectors within items can be related to the rules defined
in the general GUHA approach [10, 11].

In this paper, we propose a new approach covering the whole process allowing
the extraction of generalized association rules. These latter rules generalize positive
ones by also allowing the disjunction and negation connectors between items [12].
Indeed, in some situations, the information conveyed by a generalized association
rule—and in particular disjunctive ones—may not be obtained even by a collection
of conjunctive association rules [5]. Moreover, the use of the disjunctive operator
in association rules allows, for example, to obtain rules linking frequently occurring
patterns and rare ones [13]. Such relationships are difficult to mine using conjunctive
association rules unless the value of the minimum support threshold set too low,
which leads to an overwhelming rule set.

As a starting point, the introduced approach relies on a concise representation
of frequent patterns based on disjunctive patterns. Such a representation allows the
derivation of the exact conjunctive supports of frequent patterns while preserving the
easy access to their respective disjunctive and negative supports. This will allow us to
compute the values of quality measures. Indeed, it was shown in [14, 15] that almost
all interestingness measures for association rules are expressed depending on the
support of the rule and those of its associated premise and conclusion. In addition, the
use of disjunctive patterns—in particular disjunctive closed pattern [3] and essential
patterns [16]—provides an interesting starting point towards mining association rules
conveying complementary occurrences between items, rather than co-occurrences.
Indeed, these latter relationships—co-occurrences within literals—were explored in-
depth in the literature through association rules having conjunction of literals, called
literalsets, in premise and conclusion parts. This leads to what is commonly known as
positive and negative association rules [17]. While disjunctive association rules only
have recently begun to grasp the interest of researchers.

It is important to mention that we restrict ourselves in this work to disjunctive
closed patterns whose minimal seeds, i.e., essential patterns, are frequent with respect

L A literal is an item or the negation of an item.
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to a minimum conjunctive support threshold. This is argued by the fact that, within
the association rule framework, this threshold as well as the confidence-based one
have a key role in the reduction of the number of extracted association rules [18, 19].
In addition, the use of a partially ordered structure will make it possible to select
representative subsets of association rules. This nucleus of rules will be of paramount
help for avoiding to overwhelm end-users by highly-sized rule lists.

The remainder of the paper is organized as follows. The next section recalls the
key notions used throughout this paper. The structural properties of the disjunctive
search space are explored in Section 3. After that, Section 4 extends the framework of
classic association rules through taking into account the various possible connectors
as well as negative items. Section 5 proposes algorithms covering the different steps
of the mining process. Experimental results focusing on the mining time as well
as the quantitative aspect are reported and analyzed in Section 6. Section 7 dis-
cusses the related work, while Section 8 concludes the paper and describes our main
future work.

2 Basic concepts

In this section, we briefly present the key notions that will be of use throughout
the paper.

Definition 1 An extraction context is a triplet K = (O, Z, R) where O and Z are,
respectively, a finite set of objects (or transactions) and items (or attributes), and
R € O x 7 is a binary relation between the objects and items. A couple (0,7) € R
denotes that the object 0 € O contains the item i € 7.

Example 1 We will consider in the remainder a context that consists of the six
transactions: (1, AB), (2, ACD), (3, CDE), (4, DEF), (5, ABCDE), and (6, ABC).?

In this work, we mainly concentrate on itemsets as a class of patterns. The fol-
lowing definition presents the supports that characterize a pattern.

Definition 2 (Supports of a pattern) Let K = (O,Z,R) be a context and I be a
pattern. We mainly distinguish three kinds of supports related to I:
Supp(AND) = |{oe O | (Vie I, (0,i) € R)} |
Supp(v 1) =|{oe O | @iel (0,i) e R)}|
Supp() = [{o € O | (Vie L (0,i) ¢ R)} |

Example 2 Consider our running context. We have Supp(A CDE) = | {3,5} | = 2,
Supp(v CDE) = {2, 3,4,5,6} | =5 and Supp(CDE) = | {1} |= 1.

Hereafter, Supp(A I) will simply be denoted Supp(I). In addition, if there is no
risk of confusion, the conjunctive support will simply be called support. A pattern [

2We use a separator-free form for the sets, e.g., ABC stands for the set of items {A, B, C}.
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is said to be frequent if Supp(I) is greater than or equal to a minimum support
threshold, denoted minsupp. Since the set of frequent patterns is an order ideal in
(272, ©)* [20], the set of items Z will be considered as only containing frequent items.
Having the disjunctive supports of patterns subsets, we can derive their conjunctive
supports using an inclusion—exclusion identity [21]. While their negative supports can
be derived thanks to the De Morgan’s law. This is stated by Lemma 1.

Lemma 1 Let I C 7. The following equalities hold:

Supp() = Y~ (-D!"'Supp(v 1)) (1)
pcnLcl
Supp(l) = | O | — Supp(vI) (2)

3 Structural properties of the disjunctive search space

In this section, we will characterize disjunctive patterns through the associated
equivalence classes induced by the disjunctive closure operator [3].

Definition 3 Let L = (O, Z, R) be an extraction context. The disjunctive closure
operator /4 is defined as follows:
h:PZ)— PO

I > h() ={iel|NMoeO) ((0,i)eR) = @i e D(o,i1) € R).

Roughly speaking, the disjunctive closure /() of a pattern [ is equal to the maxi-
mal set of items which only appear in the transactions that contain at least an item
of I. Given an arbitrary pattern, its disjunctive closure is then equal to the maximal
pattern, w.r.t. set inclusion, containing it and having the same disjunctive support.
The following definition introduces a second characterization of the disjunctive
closure [3].

Definition 4 The disjunctive closure of a pattern [ is: h(I) = maxc{[; CZ | (I <
1) A (Supp(vI) = Supp(v11))} = 1 U {i € I\I| Supp(Vv I) = Supp(v (I U {i}))}.

Example 3 Considering our running dataset, we have #(D) = DEF. Indeed, DEF
is the maximal pattern containing D and having a disjunctive support equal to that
of D.

The closure operator 4 induces an equivalence relation on the power-set of Z,
which partitions it into so-called disjunctive equivalence classes. In each class, all the
elements have the same disjunctive support. The smallest incomparable elements,
w.r.t. set inclusion, of a disjunctive equivalence class are called essential patterns [16],

3Let a subset S of 27 be an order ideal in (2%, €). Given X CZ,if X e ;Y Y C X, Y € S.In
addition, if X ¢ S,¥ Z 2 X, Z ¢ S.
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while the disjunctive closed pattern [3] is the largest one. These particular patterns
are defined as follows.

Definition 5

e A pattern I C T is a disjunctive closed pattern if I = h(I) or, equivalently,
Supp(v 1) < min{Supp(v 1)) | I C I} [3].

e A pattern I C 7 is an essential pattern if V I, C I, I ¢ h(1) or, equivalently,
Supp(Vv 1) > max{Supp(V1,) | I, C I} [16].

Example 4 Consider our running context. The pattern CDEF is disjunctively closed,
whereas BE is not, since Supp(Vv BE) = Supp(Vv BEF). On the other hand, the pattern
AC is essential, while DE is not, since Supp(Vv DE) = Supp(V D).

Since the empty set does not contain any item, we cannot define disjunctive sup-
port on this pattern. However, to ensure that the set of essential patterns is an order
ideal in (27, ©), we will implicitly consider the empty set as an essential pattern. The
same process has been recently highlighted in [22]. In the remainder, FEP denotes
the set of frequent essential patterns associated to a given context  and a fixed
minsupp value. The associated set of disjunctive closures, denoted EDCP, is then
equal to {h(I) | I € FEP}.

4 Overview of generalized association rules

In this section, we are interested in going beyond classic association rules only con-
veying conjunction of items in the premise and/or conclusion parts. This is carried out
through defining the framework of generalized association rules in the general case.
Then, we describe some main rule forms, and show how their associated supports are
computed.

4.1 Generalized association rule framework

An association rule R: X = Y based on a pattern Z, denoted Z-based rule, is
such that X = {x;,x2,...,x,} € Z, and Y = {y1, y2, ..., ym} S Z be two patterns,
XNY=0¢,and XUY = Z. An association rule is usually considered as interest-
ing w.r.t. two statistical metrics, namely the support and the confidence [19]. The
formulae of these measures for an arbitrary rule are as follows:

Supp(X = Y) = Supp(X A Y); and,
_ Supp(X AY) _ Supp(X = Y)

ConfiX =)= Z5uppX) = Supp(X)

Let us recall that a rule is said to be exact whenever its confidence value is equal
to 1. Otherwise, it is said to be approximate. In addition, it is said to be interesting
or valid if its support and confidence values are greater than or equal to their
respective minimum thresholds minsupp and minconf. It is clear that whenever we
have the ability to assess Supp(X = Y), the derivation of the confidence value is
straightforward, since we only have to divide the support of the rule by that of the
premise part.
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Generalized association rules extend classic ones by allowing the use of negative
items, in addition to positive ones, within the same rule. The negative item iwrt. a
positive item i conveys the information about the absence of i in transactions, rather
than its presence. They also offer links between items through the disjunction con-
nector, in addition to the conjunction one. The definition of a generalized association
rule requires that of a Boolean expression (aka Boolean attribute in [23]) which is
as follows:

Definition 6 (Boolean expression) A Boolean expression is the logical connection
of a set of items using the conjunction, disjunction and negation connectors.

Note that for a Boolean expression, parentheses are, whenever necessary, used to
demarcate clauses and priority within operators. A clause is then composed by a set
of literals linked using either the logical conjunction or the disjunction connector.

Example 5 Let A, B and C be three items, then (A A B) Vv Cis a Boolean expression.

Definition 7 (Generalized association rule) Let Z be a set of items and x;, y; € Z. A
generalized association rule is of the form:

o(xr, X2, « ..y Xp) = V(Y1 Y2, -, Vi)
where o(x1, X2, ..., x,) and v(yy, ya, ..., y») are two Boolean expressions which do

not have any item in common.

Example 6 LetZ = {A, B, C, D, E, F} be a set of items. The rules A A B = C A D and
AV E = F are two examples of generalized association rules.

We now present the support and the confidence of a generalized association rule.

Definition 8 (Support, Confidence of a Generalized association rule) Let R be a
generalized association rule o(xy, x2, ..., X;) = v(V1, Y2, --+» Yn)»

—  The support of R, Supp(R), is equal to the number of transactions that simulta-
neously satisfy both Boolean expressions o(x1, xa, ..., X,) and v(y1, Y2, ..., Ya)-
Hence,

Supp(R) = Supp(o(x1, X2, ..., X)) AU(Y1, Y2, .-, Yu))-

— The confidence of R, Conf(R), is the ratio between its support and the support
of the Boolean expression representing the premise part. Hence,

Supp(o(x1, X2, ..., Xu) A v(Y1, Y2, -+, Yn))

Conf(R) = Supp(@(xl, X2, vuny xn))

The next lemma states the interval in which varies the confidence of a generalized
rule.

Lemma2 Let R: o(xy, X2, ...,%X,) = v(y1, Y2, ..., Yn) be a generalized association
rule. If Supp(o(xy, X2, ..., X,)) # 0, then Conf(R) € [0, 1].
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Example 7 Consider our running context and the generalized association rule
R: AV E = D. Supp(R) = Supp((A v E) A D). Since the premise and the conclusion
are simultaneously satisfied by the transactions 2, 3, 4 and 5, then Supp(R) = 4.
While Conf(R) = — PR _
Supp(A V E)
by both transactions 1 and 6 (which do not contain D), then Supp(A Vv E) = 6.

. Since the disjunctive pattern A Vv E is also fulfilled

4
Consequently, Conf(R) = 6= 0.66.

4.2 Support retrieval of generalized association rule forms

Generalized association rules bring richer information to the end-user than those
presented in the literature, since they involve various Boolean connectors in both
the premise and the conclusion parts, and not only the conjunction one. However,
computing their associated quality measures relies on a more complex process than
that for positive rules. In this respect, in addition to both formulae shown in Lemma 1
(cf. page 3), the following ones are required for retrieving the supports of generalized
rules, where x;, y; € Z, and two Boolean expressions X and Y:

o Supp((Xxi AXo A ... AX) ALY V2V ooV y)) =Supp(Xxi AXpg Ao AXy) —
SUpp(Xy AXo A .. AXE AJIATVIA AT [21],
o Supp(Xy AXg A AXg AVIATVIA o AV) = Z (=151 Supp(x; A x2 A
SS{Y1Ym}
A X AS) [12],
Supp(X AY) = Supp(X) + Supp(Y) — Supp(X v Y), and,
Supp(X AY) = Supp(X vY) — Supp(Y).

5 Extraction of generalized association rules

The process of mining generalized association rules is composed of three comple-
mentary steps which are as follows: (i) extracting an exact concise representation
of frequent patterns based on disjunctive patterns; (ii) building a partially ordered
structure w.r.t. set inclusion within disjunctive closed patterns; and, (iii) deriving
generalized association rules from the built structure. The next paragraphs offer a
detailed description of these steps.

5.1 Extracting a new concise representation based on disjunctive patterns
Our representation is based on the sets FEP and EDCP, as stated by Theorem 1.

Theorem 1 The set EDCP U FEP of disjunctive patterns, associated to their disjunc-
tive supports, is an exact representation of the set of frequent patterns F'P.

Proof Let I be an arbitrary pattern. If there is a pattern /; s.t. [} € FEP and I} €
I € h(1,), then h(I) = h(I,) since h is isotone as being a closure operator. Hence,
Supp(v I) = Supp(v I). Since the disjunctive support of I is correctly derived,
then its conjunctive support can be exactly computed thanks to Lemma 1, and then
compared to minsupp to retrieve its frequency status. If there is not such a pattern
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| EDCP || Disj. Supp. || FEP |
B ,; B ‘ ({AD. AE, BD, BCE}: ABCDEF, 6)
C 4 C
F ] F ({AB, BC}: ABC, 5) | | ({BE}: BEF., 5) ‘ ‘ ({CD, CE}: CDEF. 5) ‘
AR 4 A ({D}: DEF, 4) ‘
EF 3 E ‘ ({A}:AB.4)‘
ABC 5 AC, BC ({E}: EF. 3) ‘
BEF 5 BE
DEF 4 D ‘(“”i'iﬂ‘ ‘ (1 C.4) ‘ ‘({F‘,:F.l)‘
CDEF 5 CD, CE
ABCDEF 6 AD, AE, BD, BCE o]

Fig. 1 (Left) The set EDCP and the associated disjunctive support and frequent essential patterns
for minsupp = 1. (Right) The disjunctive equivalence classes partially ordered w.r.t. set inclusion

I,, then 1 is necessarily encompassed between an infrequent essential pattern and
its closure. Consequently, [ is infrequent since the set of frequent patterns is an
order ideal. O

Example 8 Figure 1 (Left) depicts the set of disjunctive closed patterns associated
to the running context. For each closed pattern, its associated disjunctive support
and frequent essential patterns, for minsupp = 1, are also given. Figure 1 (Right)
presents the associated Hasse diagram where for each disjunctive equivalence class,
the associated disjunctive closed pattern f is accompanied by the set of its essential
patterns FEP; and its disjunctive support, under the form (FEP;: f, Supp(v f)).

In the sequel, the representation based on the sets FEP and EDCP will be
denoted DSSR.# Starting from DSSR, the conjunctive and negative supports of
frequent patterns can be deduced using disjunctive supports. This representation
also allows the derivation of the support of each literalset whose positive variation is
based on a frequent pattern. Please note that the associated mining algorithm, called
DSSRM, is omitted here, due to space limitations (cf. [24] for details).

5.2 Building the partially ordered structure

In this subsection, we will propose a new algorithm, called POSB,’ for partially
sorting disjunctive closed patterns w.r.t. set inclusion. The POSB algorithm hence
takes as input the representation DSSR s.t. to each disjunctive closed pattern is
associated its set of frequent essential patterns and disjunctive support. A node in
the partially ordered structure will be associated to each disjunctive closed pattern.
The pseudo-code of POSB is shown by Algorithm 1. Our algorithm inherits two
main optimizations used in the literature [25, 26], namely the sorting of disjunctive

4Stands for Disjunctive Search Space-based Representation.
SPOSB is the acronym of Partially Ordered Structure Builder.
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closed patterns, and the use of a border. Indeed, the set of disjunctive closed patterns
EDCP is sorted w.r.t. the increasing pattern size. Since closures of equal size are
not comparable, this sorting avoids unnecessary comparisons. In addition, it makes
possible that the closure f under treatment be of the largest size in comparison to
the already handled closures. Thus, it suffices to find its lower cover among the nodes
inserted in the structure. This lower cover is composed by those closures which are
immediately covered by f. On the other hand, the border B is found to be an anti-
chain w.r.t. set inclusion containing maximal closures among those already treated.

In fact, both proposed algorithms in [25, 26] construct the Hasse diagram repre-
senting the subset-superset relationship among concepts in the Galois lattice. They
begin at the bottom of the lattice and then recursively identify the lower neighbors
of each concept. Nevertheless, they are not directly adapted to our situation. Indeed,
although the intersection of two disjunctive closed patterns is obviously a disjunctive
closed pattern, this latter does not necessarily belong to EDCP. This is due to the fact
that it could have all its essential patterns infrequent and, hence, has been already
pruned. On their side, the proposed algorithms in the literature mainly rely on the
fact that the intersection of two concepts was already treated and it suffices to locate
the corresponding node within the already built part of the Hasse diagram. This is
illustrated thanks to the following example.

Example 9 Consider a context containing the following transactions: A, B, ABC, ABD,
and ABCD. Let minsupp = 2. In this situation, the set FEP of frequent essential
patterns is equal to {A, B, C, D, AB}. The associated set EDCP of disjunctive closed
patterns is then {C, D, ACD, BCD, ABCD}. By intersecting the disjunctive closures ACD
and BCD, the result is CD which is not present in £DCZ since the associated essential
pattern, namely itself, is infrequent. Indeed, Supp(CD) = 1 < 2.

In the case of, for example, the Valtchev et al. algorithm, the elements to be
sorted are associated to the Galois closure operator. More precisely, they correspond
to the conjunctive closed patterns. For minsupp = 2, they form the set FCP of
frequent closed patterns equal to {#, A, B, AB, ABC, ABD, ACD, ABCD}. In this case,
the intersection of each couple of elements from FCP also belongs to FCP.

In Algorithm 1, disjunctive closed patterns are inserted one at a time to a structure
which is only partially finished to obtain at the end the entire one. Let f be the
current disjunctive closed pattern to be inserted in the partially ordered structure.
f will be compared to the elements of the border B. If an element b € B is
included in f (cf. lines 7-9), then it is an element of its lower cover. A link
between the node representing b and that representing f will be constructed thanks
to the Lower_CovER_INSERTION procedure (cf. Algorithm 2). The element b will
then be deleted from the border. If b is not included in f but its intersection
with f is not empty (cf. lines 10-11), then the procedure will identify the common
immediate predecessors of both b and f (cf. Algorithm 3). Finally, f will be added
to Lower_CovER_MANAGEMENT procedure, a prohibited list is associated to each
disjunctive closed pattern to be inserted in the partially ordered structure. Indeed,
when updating the precedence link between disjunctive closed patterns, a node can
be visited more than once since it can be an immediate predecessor of many other
nodes. This list will avoid such useless treatments by only allowing the visit of nodes
that do not belong to it.
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Algorithm 1 POSB

Input: The set EDCP of disjunctive closed patterns.
Output: The disjunctive closed patterns ordered by set inclusion.

1 Begin

2| B:=0;

3| Foreach (f € EDCP) do

4 Prohibited_List = (;

5 Foreach (b € B) do

6 inter :=bN f;

7 If (inter = b) then

8 LOWER _COVER _INSERTION (f, b);
9 B =B\ b;
10 Else If (inter # () then
11 | LOWER _COVER M ANAGEMENT (f,b);
12 | B:=BUf;
13 End

Algorithm 2 LowEer_COVER_INSERTION

Input: A disjunctive closure f, and an element pred to be inserted in its lower cover.
Output: The updated lower cover of f.
1 Begin
Foreach (I € Lower_Cover(f)) do
| inter := Lower _Cover(f))

inter ;=1 N pred;
If (inter = pred) then
|_ return;
Else If (inter = ) then
| Lower_Cover(f) := Lower_Cover(f) \ I;
Lower_Cover(f) := Lower_Cover(f) U pred;
End

S XA AU A W

1

Algorithm 3 LoweErR_COVER_MANAGEMENT

Input: A disjunctive closed pattern f, and an element b of the border B.
Output: The updated lower cover of f.
Begin
Foreach (pred_b € Lower_Cover(b)) do
If (pred-b ¢ Prohibited_List) then
inter := pred_b N f;
If (inter = pred-b) then
| LOWER.COVERINSERTION(f, pred-b);

Else If (inter # () then
| LOWER.COVER M ANAGEMENT(f, pred_b);

Prohibited_List := Prohibited_-List U pred_b;

o X AN RN =

End

i
>

5.3 Deriving generalized association rules

As shown in Subsection 5.1, the DSSR representation allows computing the dis-
junctive, conjunctive and negative supports of each set of positive and negative
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items whose positive variation® is based on a frequent pattern. Moreover, once the
partially ordered structure built, selecting subsets of generalized association rules can
be easily carried out. Thus, in the following paragraphs, we present an overview of
the process by which we retrieve selected generalized association rules and evaluate
their associated supports through traversing the partially ordered structure.

5.3.1 Description of the selected subsets

Rules can be classified according to the number of nodes (one or two) two) required
for their extraction. We then distinguish two cases:

1. Anintra-node rule: it requires a unique node and highlight relationships between
a frequent essential pattern and its disjunctive closure f (here Z = f, cf.
Subsection 4.1).

2. Aninter-nodes rule: it is extracted using two nodes N; and N, s.t. the associated
disjunctive closure of Nj, denoted f, is one of the immediate predecessors of
that of N,, denoted f,. Let e; be a frequent essential pattern of f;. An inter-
nodes rule describes relationships between either f; and f, or ¢; and f; (here
Z = f,, cf. Subsection 4.1).

Both kinds of rules—intra-node and inter-nodes—can either be exact or approxi-
mate.” To reduce the number of mined rules, we mainly consider four rule forms
under some constraints on the content of the premise and the conclusion parts. This
is detailed in the following paragraphs.

Let X and Y be two patterns such that either X or Y is a frequent essential pattern
or a disjunctive closed one, and Z = X U Y is a disjunctive closed pattern. The
considered forms under the constraint on the premise X and the conclusion Y are
as follows as well as the way of computation of the associated support:

e Form 1: disjunction of items in premise and conclusion vV X = Vv Y: Supp(v X =
VY) =Supp((v X) A(VY)) = Supp(V X) + Supp(V'Y) — Supp((v X) v (VY))
= Supp(v X) + Supp(v Y) — Supp(v Z),

e Form 2: negation of items in premise and conclusion X = Y: Supp(X = Y) =
Supp(X AY) = Supp((v X) v (v Y))) =Supp(Z) = |0O| — Supp(v Z),

e Form 3: disjunction of items in premise and negation of items in conclusion
VX = Y: Supp(v X = Y) = Supp(Vv X) AY) = Supp((v X) Vv (VY)) —
Supp(v Y) = Supp(v Z) — Supp(v Y), and,

e Form 4: negation of items in premise and disjunction of items in conclusion
X = Vv Y:Supp(X = Vv Y)=Supp(X A (VY)) = Supp((v X) Vv (VY)) —
Supp(v X) = Supp(v Z) — Supp(v X).

5.3.2 Assessing quality measures of selected rules

The different forms we selected require the premise or the conclusion to be a fre-
quent essential pattern (or its negation) and the rule to be based on a disjunctive

5The positive variation of {xy, x2, ..., Xu, Y1, Y2, - - -, Ym} is equal to {x1, x2, ..., Xp, Y1, Y2, -« o Yim}-

71t is worth noting that, in the classic association rule framework, an intra-node rule mined from a
conjunctive equivalence class is always found to be an exact one.
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closed pattern. Consequently, for each rule, the support of Z is known since it
belongs to DSSR. It is the same for either X or Y since one of them is assumed
to be a frequent essential pattern or a disjunctive closed pattern. Once the respec-
tive supports of X, Y and Z are obtained, the derivation of the associated rules
consists in simple arithmetic operations for computing the associated support and
confidence values.

In the remainder, for the sake of simplicity, we assume that X is a frequent essen-
tial pattern or a disjunctive closed pattern. Since Y = Z\ X, then Y does not neces-
sarily belong to DSSR and, may even not be a frequent pattern. Nevertheless, its
disjunctive support may be required to assess the interestingness measures of the
associated rule (like in Form 1). To this end, we bound the support of Y using a lower
bound, denoted /b_Supp, and an upper bound, denoted ub_Supp. These bounds are
shown by Definition 10. This definition requires that we introduce specific subsets of
the sets FEP and EDCP w.r.t. Y. This is done as follows:

Definition 9 (Minimal supersets and Maximal subsets) Let Y € Z. The minimal
supersets and maximal subsets of Y are as follows:

e The set of minimal supersets of Y in EDCP is MINIMAL_SUPERSETS(Y) =
minc{feEDCP|YC fand A fi e EDCPs.t. Y C fi C f}.

e The set of maximal subsets of Y in FEP is MAXIMAL_SUBSETS(Y)
maxcfee FEP|eCYand Ae € FEPst.eCe CY).

The bounds are then defined as follows:

Definition 10 (Upper and Lower bounds of disjunctive support) Let Y € Z. The
upper and lower bounds of the disjunctive support of Y are as follows:

o ub_Supp(vY)=min{Supp(v f)| f € MiNniMaL_SUPERSETS(Y)},
o Ib_Supp(vY)=max{Supp(V e) | e € MAXIMAL_SUBSETS(Y)}.

Both sets MiNIMAL_SUPERSETS(Y) and MaXIMAL_SUBSETS(Y') optimize the com-
putation of the upper and lower bounds, respectively. Indeed, their introduction
mainly relies on the fact that the disjunctive support proportionally decreases w.r.t
the reduction of patterns size. Conversely, it augments whenever the patterns size
increases. Thus, to obtain the upper bound, it is sufficient to consider the minimal
supersets among disjunctive closed patterns covering Y. Whereas to get the lower
bound, it is sufficient to consider maximal subsets among frequent essential patterns
contained in Y.

An interesting situation happens if Y belongs to DSSR, or is encompassed be-
tween a frequent essential pattern and its disjunctive closure. Indeed, /b_Supp(vVY) =
ub_Supp(v Y). Hence, the support and the confidence of each rule where Y is
involved will be exactly computed. Otherwise, the value of support and that of
confidence will be, respectively, bounded by a minimal and a maximal possible value
using the bounds associated to the support of Y. This last case may lead to the
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appearance of a third type of rules—in addition to exact and approximate—denoted
approached rules.8 Such rules are defined as follows:

Definition 11 An association rule is said to be approached if it has either its support
or its confidence not exactly determined.

Then, only approached rules having minimum possible values of support and con-
fidence greater than or equal to minsupp and minconf, respectively, will be retained.
Note that an approached rule is different from an approximate rule in the sense that
the latter has its support and confidence exactly computed (with a confidence value
lower than 1), which is not the case of the former. Such approached rules were shown
to be of added value in the case of positive rules [27].

Noteworthily, the bounds /b_Supp(v Y) and ub_Supp(v Y) always exist. Indeed,
since the set of items 7 is pruned w.r.t. minsupp, then Y will be composed of frequent
items even if it is infrequent. These items are obviously frequent essential patterns of
size 1, which ensures the existence of the lower bound /b_Supp(v Y). The pattern Y
is also covered by at least a disjunctive closed pattern, namely Z, which ensures the
existence of the upper bound ub_Supp(v Y).

Example 10 Let minsupp = 1 and let minconf = 0.7. Consider the intra-node rule
R; of Form 1 based on the disjunctive closed pattern ABCDEF and its frequent
essential pattern BCE: vV BCE = Vv ADF. Supp(R;) = Supp(v BCE) + Supp(V ADF) —
Supp(v ABCDEF) = Supp(V ADF) (since A(BCE) = ABCDEF). Since ADF ¢ DSSR, we
need to evaluate its support. Since AD C ADF C h(AD) = ABCDEF (cf. Fig. 1 (Left)),
then /b_Supp(v ADF) = 6. Hence, Supp(R;) = 6 and Conf(R;) = 1. R is hence a
valid rule. Now, consider the inter-nodes rule R, of Form 1 based on ABCDEF and
one of its immediate predecessors, namely ABC (cf. Fig. 1 (Right)): (Right)): v ABC =
€ EDCP. Hence, Supp(R,) = Supp(v ABC) + Supp(V DEF) — Supp(v ABCDEF) =
5+ 4 — 6 = 3, and Conf(R,) = 0.6. Here, we took X = ABC. If we set Y = ABC,
then the associated rule R; = v DEF = Vv ABC will have the same support as R;.
Nevertheless, its confidence is equal to 0.75. Hence, R; is a valid rule while R,
is not.

5.3.3 Associated mining algorithm

Now, we describe the GARS’ algorithm allowing the extraction of the selected
generalized association rules. Its pseudo-code is given by Algorithm 4. For each
disjunctive closed pattern f € EDCP, the first step in GARS consists in searching
for the set SEr_PreM_CL; gathering the subsets that will play the role of premise
and, then, conclusion of each rule based on f. These patterns are composed by the

8We use in this paper “approached rules” instead of the commonly used “approximated rules” in
order to avoid confusion with “approximate rules”.

9GARS is the acronym of Generalized Association Rules Selector.
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Algorithm 4 GARS

Input: - The partially ordered structure, minsupp and minconf.
Output: - The sets EGAR, AGAR and ApGAR.

1 Begin
2| Foreach (f € EDCP) do
3 SET_PREM _CLy :=FEP ; U Cov;(f) U {e | e € FEP, s.t. f1 € Covi(f) };
4 Foreach (X € SET_PREM CLy) do
5 Y =f\X;
6 COMPUTE_BOUNDS (upSupp(V Y'), Ip_Supp(V Y));
7 If (up_Supp(V Y') = Ip_Supp(V Y)) then
8 ‘ GENERATE_-RULES_EXACT-BOUNDS(f, X, Y, Supp(V Y'), minsupp,
minconf);
9 Else
10 L GENERATE-RULES_APPROXIMATED_BOUNDS(f, X, Y, up_Supp(V'Y"),
Ip-Supp(V Y'), minsupp, minconf);
11 End

set of its frequent essential patterns, denoted FEP, and the set of its immediate
predecessors equal to Cov( f) as well as their respective frequent essential patterns

(cf.

line 3). For each element X of SET_PREM_CL (cf. lines 4-10), the algorithm

determines the dif ference, denoted Y, between f and X (i.e., Y = f\ X). Then, the
CoMPUTE_BOUNDS procedure computes the upper and lower bounds of the support
of Y (cf. line 6). After that, two cases have to be distinguished:

If the upper and lower bounds of the support of Y are equal (cf. lines 7-8), then
Supp(VvY) is exactly known. The GENERATE_RULES_ExacTt_Bounps procedure
is hence invoked. In this case, each rule using X (in premise or conclusion) and
Y (conversely, in conclusion or premise) will be determined with its exact value
of support and confidence. The minsupp and minconf thresholds are then used
to only retain valid rules. Then, for each valid rule, its value of confidence allows
distinguishing its membership to the set EGAR of exact generalized association
rules or to the set AGAR of approximate ones.

If the upper bound of the disjunctive support of Y is different from the lower one
(cf. lines 9-10), then the GENERATE_RULES_APPROXIMATED_BOUNDS procedure
is invoked. In this situation, the support and/or the confidence of rules using
Y may not be exactly determined. Consequently, their associated lower and
upper bounds are computed. If the support of a rule, under this case, is exactly
determined then it is simply compared to minsupp. Otherwise, the lower bound
of support must be higher than or equal to minsupp. On the other hand, the
same reasoning applies for the confidence computation. Indeed, if the confidence
value is exactly computed then it is simply compared to minconf. Otherwise, the
lower bound of the confidence value must be greater than or equal to minconf. A
rule which fulfills the validity conditions w.r.t. minsupp and minconf is qualified
to be valid. In this situation, if either its support or its confidence is approximately
determined, the associated valid rule will be inserted in the set ApGAR of valid
approached generalized association rules. Otherwise, it is added according to its
confidence value to EGAR or AGAR.
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Fig. 2 Mining time of generalized association rules from dense contexts

6 Experimental results

In this section, we will describe the experimental results we obtained. Through the
carried out experiments, we focused on the mining time as well as the number of ex-
tracted valid rules. All experiments were carried out on a PC equipped with a 3GHz
Pentium (R) and 1.75GB of main memory, running the GNU/Linux distribution
Fedora Core 7 (with 2GB of swap memory). The whole process for extracting the
generalized association rules was implemented in C4+ into a tool, called GARM.!?
To the best of our knowledge, our tool is the unique one allowing the extraction
of generalized association rules through a dedicated exploration of the disjunctive
search space. Moreover, no previous approach has considered essential and disjunc-
tive closed patterns as a basis for mining generalized association rules.

Here we scrutinize obtained representative results on six benchmark datasets,
namely CoNNECT, MusHRrOOM, and PumMsB which are commonly considered as dense,
and on the other hand Kosarak, ReraiL and T40I110D100K commonly considered as

sparse.! In these experiments, the value of minsupp varies and that of minconf is set

minsupp

to the associated relative minimum support threshold, i.e., —o The purpose of

our experiments is twofold. On the one hand, we focus on a comparison of the mining
time of the different components covering the process of generalized association
rule mining. Recall that the GARM tool gathers three components: (i) extraction
of the DSSR representation; (if) building of the partially ordered structure; and,
(iif) deriving the valid generalized association rules which are under the selected rule
forms. On the other hand, we put the focus on the quantitative aspect through a
comparison of the number of mined valid rules w.r.t. their associated type, i.e., exact,
approximate or approached.

Figures 2 and 3 graphically show representative results on the mining time (in sec-
onds) of the three components of GARM for dense and sparse contexts, respectively.
The obtained results show the efficiency of our tool towards extracting generalized
association rules. In this respect, the time consumed by each component, w.r.t. the
total time, closely depends on the context characteristics. Nevertheless, the second
and third components are in general faster than the first one. Interestingly, once the
partially ordered structure built thanks to the second component, the derivation of

I9GARM is the acronym of Generalized Association Rule Miner. The software GARM is available
at: http://fc.isima.fr/~ mephu/FILES/GARM_software.zip.

I These datasets are available at: http:/fimi.cs.helsinki.fi/data.
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Fig. 3 Mining time of generalized association rules from sparse contexts

generalized association rules performed by the third one is in almost all cases the
fastest step. This highlights the added value of such a structure not only for reducing
the number of mined rules but also as a basis for efficient computations of the re-
quired supports. With respect to the variation of minsupp values, we note that as far
as the value of minsupp decreases, the number of frequent essential patterns and,
hence, disjunctive closed patterns increases. This augmentation leads to the increase
of the mining time as well as the number of extracted generalized association rules.
For dense and sparse contexts respectively, Figs. 4 and 5 show our main results
on the total number of valid generalized association rules distinguished w.r.t. their
type. Obtained results highlight that the number of mined generalized association
rules closely depends on the context density. Indeed, the higher the value of this
latter, the larger the associated equivalence classes are. This increases the number
of essential patterns per class. Consequently, the number of rules involving essential
patterns and disjunctive closed patterns will greatly augment. This fact augments the
number of rules even for high minsupp values for the dense contexts such as CONNECT
and Puwmss. In this respect, it is always worth recalling that generalized association
rules—disjunctive ones in particular—reach minimum support threshold much easier
than conjunctive association rules. This fact highlights the added-value, w.r.t. the rule
number reduction, of only considering frequent essential patterns and their closure,
and not any pattern. On the other hand, for the Kosarak, ReraiL, and T40I110D100K
contexts, we only obtained approximate generalized association rules. Indeed, the
number of exact rules is equal to 0 for the tested minsupp values. This is due to the
fact that, for these contexts, each frequent essential pattern is equal to its disjunctive
closure, which is not the case for contexts such as MusaHrooMm and PumsB. Moreover,
the number of approached rules is also equal to 0. This is explained as follows. Let
us recall that we search for the support of the difference between the disjunctive
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closed pattern, on which is based the rule, and the premise (or conclusion) containing
either a disjunctive closed pattern or a frequent essential rules. In the case of RETAIL,
Kosarak, and T40I110D100K contexts, the support of the difference is always exactly
determined, which leads to the absence of approached association rules. Indeed,
this difference is always encompassed between a frequent essential pattern and its
disjunctive closure. Since each equivalence class is limited to a unique element, the
difference is an essential pattern (equal to its closure) which explains why its support
is always determined.

Let us now concentrate on the variation of the mining time and the number of
extracted rules when the value of minsupp is fixed and that of minconf varies. With
respect to the mining time, such a variation only slightly affects that of the third
component since minconf is only used in this component. On the other hand, the
number of exact generalized association rules does not change when the value of
minconf is modified. Indeed, these rules have always a confidence value equal to 1.
Only the number of approximate and approached rules decreases when the value of
minconf increases. This can be explained by the fact that we only retain valid rules,
i.e., those the confidence value of which is higher than or equal to minconf. Once this
latter is set to a higher value, the validity constraint becomes harder to be verified by
arule, even if its support is greater than or equal to minsupp (cf. [4] for more details).

7 Related work

Contributions related to association rule mining mainly concentrated on the classic
rule form, namely that presenting conjunction of items in both premise and conclu-
sion parts. In this respect, many concise representations for such rules were proposed
in the literature [18, 19].

Some work focused on taking into account negative items within the mined asso-
ciation rules. Since the majority of items are not present in each object, a huge quan-
tity of association rules with negation is often extracted. Thus, existing approaches
have tried to address this problem through the use of additional background infor-
mation about the data [28], incorporating item correlations [29], and additional rule
interestingness measures [30], etc.

In the remainder of this section, we describe related work on association rules
relying on the disjunction connector within items. Our description is divided into two
parts: the first concentrates on the GUHA approach which constitutes a main related
work to ours. The second part is dedicated to the remaining related work.
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7.1 The GUHA approach

A main related approach to our work consists in the GUHA approach, developed
since the mid-sixties. GUHA stands for General Unary Hypotheses Automaton.
Many works in the literature either describe the original GUHA methods (like
[10, 11, 31-33]), extend them [8, 23] or apply them in real-life application [8, 34].
The GUHA methods are realized by GUHA procedures such as 4FT procedure
that we will describe here since it is the most related one to our work [23]. Note
however that GUHA is not in principle restricted to mining association rules, the
most used GUHA procedures mine for generalized association rules, as defined in
[23]. The 4FT procedure mines for rules under the form ¢ ~ ¢ where ¢ and ¢ are
two Boolean attributes (or equivalently, Boolean expression), that may be deduced
starting from categorial attributes. On the other hand, ~ is a 4ft-quantifier which
expresses a kind of dependency between ¢ and v [35]. ¢ then represents the premise
part of a generalized association rules in our case, while i represents the conclusion
part. The relation between ¢ and v is thus evaluated on the basis of a 4ft table [23]
as shown in Table 1.

A 4ft table is constituted by a quadruplet of natural numbers a, b, ¢, and d over a
data matrix (the extraction context K in our case) M so that :

— ais the number of objects of M satisfying ¢ and .

—  bis the number of objects of M satisfying ¢ and not satisfying .
- cis the number of objects of M not satisfying ¢ but satisfying .
— dis the number of objects of M satistying neither ¢ nor .

Note that the sum of these four numbers corresponds to the number of rows of
the matrix, what corresponds to the size of the objects set, |O], in our case.

A 4ft-quantifier is then a condition over the 4ft table. Many quantifiers are
considered under the GUHA methods. The main related one to our work is the
founded implication quantifier introduced in [10]. This quantifier is defined through
the following condition:

a > Base A p ab > p, suchthat Base >0 and 0 < p < 1.

Base and p are two threshold parameters of the procedure. The Base parameter
represents the minimum absolute number of objects that must satisfy both ¢ and .
This parameter corresponds to the minimum support threshold minsupp we used in
our work. On the other hand, the p parameter indicates that at least 100p per cent
of objects satisfying ¢ satisfy also . This parameter corresponds to the minimum
confidence threshold minconf we used in our work.

The GUHA methods thus offer a general framework for mining different kinds
of association rules. The rules we concentrate on in this work can be considered
as particular generalized association rules through a structural characterization of
the disjunctive search space. This allows us to define specific rule forms, rather than

Table 1 The 4ft table M v -y
@ a b
—g c d
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mining the whole set of valid generalized association rules, while taking into account
particular elements within this search space, namely disjunctive closed patterns and
essential patterns.

7.2 Other related work

Some other works [5, 36] were interested in using the disjunction connector within
the association rule mining task. In addition to the inclusive disjunction connector,
i.e., the operator Vv, Nanavati et al. were also interested in the exclusive disjunction
connector, denoted @ [5]. In this respect, two items A and B are said to be mutually
exclusive, i.e., A@B, whenever the negative association rule A = B (or equivalently,
B = A) is an exact rule. The authors hence proposed two kinds of rules: the simple
disjunctive rules and the generalized disjunctive ones. Simple disjunctive rules are
those having either the premise or the conclusion (i.e., not simultaneously both)
composed by a disjunction of items. This disjunction can be inclusive (the simul-
taneous occurrence of items is possible) or exclusive (two distinct items cannot
occur together). On the other hand, generalized disjunctive rules are disjunctive
rules whose premises or conclusions contain a conjunction of disjunctions. These
disjunctions can either be inclusive or exclusive. In [36], the author mainly focuses
on getting out association rules having conclusions containing mutually exclusive
items, i.e., the presence of one of them leads to the absence of the others. This is
expressed in [5] using the operator &. Other forms of generalized association rules
were also described in [37]. In [38], Shima et al. extract what they called disjunctive
closed rules. In their work, a disjunctive closed rule simply stands for a clause under
the disjunctive normal form (DNF) such that its disjuncts are constituted by frequent
closed patterns [39]. On the other hand, Elble et al. used disjunctive rules to
handle numerical attributes by considering disjunctions between intervals [40]. In
classification association rule mining, a disjunctive rule having a premise (resp.
conclusion) composed by a conjunction (resp. disjunction) of items is called a multiple
target rule [41]. Finally, it is worth noting that such a rule form has also been used
as an intermediate step for defining concise representations for frequent patterns
(e.g., those based on disjunction-free sets [42] and (generalized) disjunction-free
generators [19]).

8 Conclusion and further research

In this paper, we introduced a novel approach for extracting generalized association
rules. We started by extending the framework of classic association rules through
taking into account various connectors as well as negative items. To avoid that our
approach be restrictive to some association rule forms regardless the others, we
adopted as a starting point an exact concise representation of frequent patterns.
On the one hand, having at hand such a representation allows the exact derivation
of the support of each literalset whose positive variation is a frequent pattern. On
the other hand, the fact that this representation is based on disjunctive patterns,
namely essential and disjunctive closed patterns, makes easier the extraction of rules
containing disjunction of items as well as negated ones. As a next step, towards
reducing the number of mined rules, a selection process of subsets of generalized
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association rules was then described. As a result, we mainly concentrated on four
generalized association rule forms. We also distinguished both intra-node and inter-
nodes rules. These latter rules required the construction of a partially ordered
structure obtained w.r.t. set inclusion between disjunctive closed patterns. For mining
generalized association rules, we designed new complementary algorithms covering
the different steps of our approach. This results in a new tool, called GARM. The
experimental tests consisted essentially of analyzing the behavior of our tool re-
garding the mining time of its components and the number of mined association
rules per type and per rule form. Experimental results proved the effectiveness of
the proposed approach. On the other hand, the number of exact, approximate and
approached rules closely depends on dataset characteristics.

Other avenues for future work mainly address the following points: first, a detailed
comparison of our approach to the already proposed tools under the general GUHA
approach is under investigation. Second, the relationships between the various rule
forms will be studied. The purpose is to only retain a lossless subset of rules while
being able to derive the remaining redundant ones. Adequate axiomatic systems
need thus to be set up. This issue is highly correlated with that aiming at going
beyond the support-confidence framework. We then plan to lead a study aiming
at selecting the right quality measures according to each rule form [14, 15]. This
allows us to further reduce the number of mined rules while retaining those which
are interesting for end-users w.r.t. the couple (rule form, metric). In this respect, the
proposed process can easily be adapted to efficiently extract generalized association
rules based on correlated patterns w.r.t. the bond measure. Even not mentioned
in [43], this measure is based on the disjunctive support. Indeed, the bond of an
arbitrary pattern X is equal to the ratio between its conjunctive support and the
cardinality of the set of objects that contain any item of X. This latter cardinality is
obviously equal to its disjunctive support. Finally, the application of the proposed
approach on real-life data will be a key step for highlighting the interest of the
generalized association rules.
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