
Vol.:(0123456789)1 3

Analog Integrated Circuits and Signal Processing (2023) 116:205–220 
https://doi.org/10.1007/s10470-023-02153-z

General and patient‑specific seizure classification using deep neural 
networks

Yasmin M. Massoud1  · Mennatallah Abdelzaher5 · Levin Kuhlmann2,3 · Mohamed A. Abd El Ghany1,4

Received: 6 April 2022 / Revised: 4 January 2023 / Accepted: 22 February 2023 / Published online: 17 April 2023 
© The Author(s) 2023

Abstract
Seizure prediction algorithms have been central in the field of data analysis for the improvement of epileptic patients’ lives. 
The most recent advancements of which include the use of deep neural networks to present an optimized, accurate seizure 
prediction system. This work puts forth deep learning methods to automate the process of epileptic seizure detection with 
electroencephalogram (EEG) signals as input; both a patient-specific and general approach are followed. EEG signals are time 
structure series motivating the use of sequence algorithms such as temporal convolutional neural networks (TCNNs), and long 
short-term memory networks. We then compare this methodology to other prior pre-implemented structures, including our 
previous work for seizure prediction using machine learning approaches support vector machine and random under-sampling 
boost. Moreover, patient-specific and general seizure prediction approaches are used to evaluate the performance of the best 
algorithms. Area under curve (AUC) is used to select the best performing algorithm to account for the imbalanced dataset. 
The presented TCNN model showed the best patient-specific results than that of the general approach with, AUC of 0.73, 
while ML model had the best results for general classification with AUC of 0.75.

Keywords Electroencephalogram · Temporal convolutional network · Machine learning · Support vector machine · 
Random-under sampling boost · Area under curve · False positive rate

1 Introduction

Neurological disorders are diseases targeting the brain, 
spine, and the nerves connecting them. These diseases 
occur in nearly 1 billion of the world’s population, so offer-
ing adequate help is of the utmost importance to improve the 
quality of life of those affected. Epilepsy is a neurological 
disorder that impacts the human nervous system. Ranked 
as the fourth most common neurological disorder, epilepsy 
occurs in one of 26 people during their lifetime [1]. The 
World Health Organization states that around 50 million 
individuals around the world are impacted by epilepsy [2]. 
Of the world’s population, 0.4–1% are diagnosed with active 
epilepsy. Some of its side effects include sudden uncontrol-
lable seizures, lack of energy, and migraines. For example, if 
an epileptic seizure begins while an epileptic person is driv-
ing or swimming, they could be in fatal danger. The sudden 
onset of seizures seriously endangers the individual’s life.

In recent years, there have been advancements in the 
field of seizure prediction, and that has allowed inter-
vention during seizures, such as medications or invasive 
electrodes [3–5]. The drawbacks of such methods include 
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the harmful effects of epileptic drugs on the liver and kid-
neys [6]; as well as adverse effects on female reproductive 
organs [7], also using invasive electrodes causes irrevers-
ible damage to brain tissues.

To provide a solution for epilepsy two main steps have 
to be taken into consideration, the first being recording 
seizure signals to study their nature, then predicting these 
signals before they happen to allow safe intervention by 
the epilepsy patient’s caretaker.

Electroencephalograms (EEGs) reflect the brain activity 
in milliseconds in temporal resolution, which allows accu-
rate recording of seizure signals. Several parameters need 
to be considered upon the recording of seizure data such 
as the headset to use, the patient’s history, and the quality, 
timing, and file formats of EEG signals. Recent progress 
in this area has yielded several databases that have estab-
lished major advances in the field of seizure treatment, 
such as the Epilepsiae database [8], IEEG.org [9], the Phy-
sionet database [10], and the Epilepsy Ecosystem database 
of long continuous intracranial (iEEG) data [11].

Machine learning (ML) and deep learning (DL) algo-
rithms have gained a reputation in the past few years for 
seizure classification [12–15]. One of the main challenges 
of machine learning (ML) and deep learning (DL) algo-
rithms is the availability of long-term EEG data. Up until 
2008, the longest EEG data recordings were about 2 weeks 
in duration [16], which doesn’t aid in delivering a suffi-
cient number of seizures for ML and DL applications. In 
this work, we use DL algorithms to develop an accurate 
seizure prediction system using the data from the [11] plat-
form. This platform and data were chosen for two main 
reasons. Primarily, the data recorded on the ecosystem 
platform contains continuous iEEG recordings between 6 
months and 3 years in length, thus overcoming the prob-
lem of the short-term data. Secondarily, the platform is 
used to crowdsource current state-of-the-art algorithms, 
which ensures fair competition of the best performing 
algorithms on this data.

This paper aims to present an accurate seizure classifi-
cation system. DL and ML models are implemented, and 
best-performing algorithms are compared for performance 
as general and patient-specific approaches. The patient-spe-
cific approach is heavily dependent on patient-specific bio-
markers; consequently, the general approach struggles due 
to the lack of said specificity. That mentioned, most seizure 
prediction systems are carried out for each patient indepen-
dently. In this work, both approaches are implemented and 
compared for the best-performing algorithms. We present 
a TCNN model for the task of seizure prediction, and it’s 
compared to other competing DL algorithms in this field. We 
also compare the performance of the TCNN model to SVM 
and RBT model that we published in [17], which showed 
high classification accuracy on the ecosystem data.

The rest of this paper is structured as follows: Sect. 2 
“Related Work” presents relevant work previously done 
about seizure prediction. In Sect. 3 “Proposed Method”, 
the input data and its required preprocessing are discussed 
alongside the different Neural Network architectures and 
finally the evaluating performance metrics. Section  4 
“Results and Discussion” recounts the hyperparameters and 
the effects of their tuning, including data balancing methods. 
It shows the results of our proposed approaches. In Sect. 5 
“Conclusion”, we summarize our methodology and results.

2  Related work

The last two decades have witnessed a surge of research 
work related to seizure prediction. The primary success of 
seizure prediction lies in differentiating between the inter-
ictal (seizures) and pre-ictal periods (just before the seizure) 
on time.

Most seizure prediction algorithms, presented in the past 
few years, relied on applying pre-processing techniques and 
extraction of hand-crafted EEG features [18]. Work in [19, 
20] included the use of online recursive independent com-
ponent analysis and enhanced automatic wavelet independ-
ent component analysis as a preprocessing step for feature 
extraction. Feature extraction techniques included genetic 
algorithms which were used to enhance a selection of the 
most effective features [21], extraction of Spatio-temporal 
features [22], and, spectral power [23]. Another group of 
features for the task of EEG classification are the wavelet 
and PCA components, which were evaluated in [24, 25], 
which are successful for extracting spikes in EEG signals 
and thus signal classification.

The use of machine learning algorithms has shown major 
success in EEG seizure classification. The success of ML 
methods depends on the selection of the most deterministic 
features to differentiate between seizure segments. Several 
ML algorithms have shown major success, such as support 
vector machines (SVM) [26–28], and random forests [29, 
30]. The boosted trees ensemble is another type of ML clas-
sification algorithm, which has benefits such as being deci-
sive in data where there is a class imbalance, like in seizure 
classification problems [17, 31]. The disadvantage of using 
ML algorithms for the task of seizure prediction, is that they 
heavily depend on the extracted features. Moreover, these 
features vary in prominence as per the dataset. That makes 
producing a generalized seizure prediction algorithm more 
precarious.

Medical practitioners can predict seizure by classifying 
different shapes and values of the seizure signal. The same 
approach motivated the use of deep learning algorithms to 
extract seizure features automatically in the same fashion 
a medical practitioner would. Several researchers have 
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experimented with different deep neural network archi-
tectures for the task of seizure prediction. The authors 
of [32, 33] used a spectrogram to extract seizure features 
and a Convolutional Neural Network (CNN) to learn the 
extracted features. Another approach that has recently 
been published, is the use of wavelet features in a deep 
recurrent CNN, such models are known for their success 
in classifying sequence data such as EEG signals [34]. The 
shortcomings of such a method, are the short memory and 
vanishing gradient problems [35–37]. Moreover, several 
types of recurrent neural networks have shown success 
with seizure prediction, such as bidirectional long-short 
term memory (Bi-LSTM), which solves the problem of 
short memory by storing sequencing of necessary data and 
throwing away unneeded data [38–40]. Additionally, raw 
EEG signals are converted into images and used in CNNs, 
which act as a classifier [41, 42], this method is closest to 
practice by medical practitioners where visual features of 
seizures could be extracted using various image classifiers 
such as ImageNet [43] and DenseNet [44]. An approach 
based on raw EEG signals would be more beneficial to 
the task of seizure prediction, as it’s able to generalize to 
different datasets and patients.

Other techniques that could be used in seizure clas-
sification, can be inspired from other work using (DL) 
algorithms for hardware fault detection. These tech-
niques include, using Fast Fourier Transform (FFT) as 
a pre-processing step and then further reducing noise in 
dataset using principal component analysis (PCA) and 
feeding feature vector into CNN model [45]. The work 
is further developed to implement a full hardware system 
using Altera FPGA. The suggested approach helps to pro-
vide high accuracy to a diagnostic fault in an acceptable 
amount of time. The work in [46], implements an abnor-
mal heartbeat detector using DL, also a complementary 
metal-oxide-semiconductor (CMOS) design is presented 
to produce a wearable device. Raw ECG signals are fed 
into the CNN classifier and very large-scale integration 
(VLSI) chip is implemented accordingly.

In this paper, several deep learning models are tested on 
raw EEG data from the Kaggle 2016 contest [11]. Results 
are compared to an SVM and random under-sampling with 
boosted trees ensemble(RBT) ML model that reported 
high classification results on epilepsy-ecosystem data to 
check the DL models’ performance.

3  Proposed method

As formerly stated, the purpose of this paper is to employ DL 
algorithms to construct a clinically reliable seizure predic-
tion system. Within this section, DL algorithms used in this 
work will be introduced and discussed, alongside the metrics 
using which we gauged the quality of the computed results. 
In addition, the DL algorithms’ performances’ are compared 
to those of the Support Vector Machine and boosted trees 
ensemble (RBT). Figure 1 represents the methodology used 
in this work, starting with sampling data, followed by divid-
ing data into different sets, and finally patient-specific and 
general training are carried out using different models to 
assess prediction.

3.1  Data used

In 2016 the Melbourne University seizure prediction com-
petition [11] aimed to predict seizures utilizing solely long-
term human intracranial EEG (iEEG) recordings. Record-
ings were subdivided into ten-minute iEEG clips sampled 
from 16 electrodes at 400 Hz. The EEG clips are either pre-
ictal or inter-ictal data. Pre-ictal data is collected before the 
occurrence of a seizure or stroke, while inter-ictal data refers 
to that which is within the interval between seizures or con-
vulsions, more specifically- non-seizure data. Figure 2 shows 
a 1-second sample of training data used from the 3 patients, 
for both pre-ictal and inter-ictal samples. The number of files 
used for training, testing, and the percentage of inter-ictal 
files in training data are shown in Table 1.

3.2  Data preprocessing

As a pre-processing step, the 10-minute files are sampled 
into window sizes of 75 s and 300 s. Different window sizes 
were used by competing algorithms on the kaggle data, 
ranging from 20 s to 600 s. The highest AUC scores were 
produced with windows sizes from 20 to 600 s, with 60 and 
75 s windows sizes showing the most discriminant seizure 
features. It was prominent to try different window sizes, as 
no information was provided at what timescale predictive 
features would be present. Several values for window size 
were attempted to find the highest AUC, where window size 
of 75 s produced the best results.

Fig. 1  Proposed system archi-
tecture
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Moreover, one of the complications of the DL network 
is training large amounts of data, like the one used in this 
work. To be able to carry out training for the 200 GB data-
set, transfer learning is performed on divisions of the data-
set. The 75 s window size (30,000) sampling rate ensured 
the result from sampling produces an integer number of 
files to be able to carry out training. Knowledge from 
training previous sets is transferred to the following sets. 
This method allowed the training of the data on an RTX 
2060 GPU with 16 GB RAM. The use of transfer learning 
in this context allowed for the successful completion of 
training on the available hardware resources.

3.3  Deep neural networks

3.3.1  Convolutional neural networks

CNNs are among the most significant and powerful DL 
methods; they are a subset of multi-layer neural networks. 
By leveraging principles of linear algebra, they pass two-
dimensional data to hierarchical layers for feature extrac-
tion. The convolution of two discrete signals xn and wn is 
defined in Eq. 1, this operation is easily broadened to be a 
multidimensional operation. The 

⨂

 represents the convolu-
tion operation.

CNN’s structure makes them ideal for EEG dual dimension-
ality in the form of time and channels. Figure 3 shows CNN 
architecture used in this work, which is similar to that of 
[47]. The input of size 240, 000 × 16 of EEG data is con-
volved with a filter for feature extraction. The structure con-
sists of two convolutional layers, with kernel size set to 40, 

(1)xn

⨂

wn =

∞
∑

n=−∞

xmwn−m

Fig. 2  Pre-ictal segment of 
training data, sampled at 400 
HZ

Table 1  Details of data from epilepsy-ecosystem

Patient Train files %Interictal Test files

1 826 69.1 216
2 2058 89.3 1002
3 2963 88.2 690

Fig. 3  CNN architecture for 
seizure classification
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an average pooling layer that is used to reduce the feature 
maps’ size. Finally, a fully connected layer and a sigmoid 
function is added to classify seizure and non-seizure signals.

The sigmoid activation function is used in the last layer. 
Moreover, the loss function used in this model is binary 
cross-entropy.The function is given by Eq. 1, where p is the 
target distribution and q is the observed distribution.

The training AUC of this model produced an AUC of 0.8. 
Model layers, output shape, and a number of parameters are 
shown in Table 2. The results of this model are discussed 
in Sect. 4.

3.3.2  Temporal convolutional neural networks

CNNs are a generic architectural concept that uses convo-
lutions and dilations, making it most useful with sequential 
data with its temporality and large, flexible receptive fields. 
Its novelty comes in the form of two features; the first being 
that its architectural convolutions are causal, leading to zero 
information “leakage” from future to past; the second is its 

(2)H(p, q) = −
∑

i

pi log(qi)

ability to accept as input a sequence of any length and map it 
to an identically sized output sequence.

The structure of TCNN in this work is inspired by work 
in [48, 49]. Table 3 presents TCNN architecture details used 
for the seizure classification task. TCNNS consists of three 
main structures, causal convolutions, dilated convolution, and 
residual blocks as represented in Fig. 4. To achieve its causal-
ity, TCNNs use a one-dimensional fully-convolutional network 
(FCN) architecture. It contains hidden layers, where each has 
a size identical to that of the input layer; to ensure subsequent 
layers have the same length as those prior, zero-padding of 
length (kernel size-1) is added. This ensures that an element 
in the output sequence depends on only elements that came 
before in the input sequence. For seizure prediction, this sat-
isfies the condition that predictions are made based on past 
seizure data only.

TCNNs also consist of dilated convolutions, which have the 
advantage of increasing the receptive field exponentially, while 
keeping the number of layers relatively small. This allows for 
full history coverage, where an input sequence of size input 
length affects a selected output entry. The following are math-
ematical equations depicting the required operations in the lay-
ers to construct the TCNN model. k stands for the Kernel size, 
C stands for the total number of channels and H and W are the 
height and width of the tensors, respectively.

ReLU activations are used after the convolution layers, and 
regularization is deployed as a method to prevent overfitting 

(3)Conv2D =k1 ⋅ k2 ⋅ Cin ⋅ Cout ⋅ Hout ⋅Wout

(4)Conv1D =k ⋅ Cin ⋅ Cout ⋅Wout

(5)SeparableConv2D =(k1 ⋅ k2 + Cout) ⋅ Cin ⋅ Hout ⋅Wout

(6)DepthWiseConv2D =k1 ⋅ k2 ⋅ Cin ⋅ D ⋅ Hout ⋅Wout

Table 2  CNN model summary

Layer type Output shape Param #

Conv2D (None, 30,000, 16, 40) 1240
Conv2D (None, 30,000, 1, 40) 25,640
AveragePooling2D (None, 1999, 1, 40) 0
Flatten (None, 79,960) 0
Dense (None, 80) 6,396,880
Dense (None, 1) 81
Total parameters 6,423,481

Fig. 4  TCNN architecture for 
seizure classification
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after each residual block. Also used within this model is 
dropout after every convolutional layer, which is an effec-
tive technique commonly used to regularize neural networks 
by randomly removing a subset of hidden node values and 
setting them to zero.

Followed by depthwise and separable convolutions, resid-
ual blocks are used, which takes as an input the output of 
convolutional layers. To adjust the input and output channel 
width of residual blocks, a 1 × 1 convolution is used. The 

minimum number of residual blocks required for full history 
coverage is given by Eq. 7, where, b is the dilation base and 
k is the kernel size, where in the architecture used in this 
work n=2.

(7)n =

[

logb

(

(l − 1)(b − 1)

k − 1

)

+ 1

]

Table 3  TCNN model summary Block Layer type Output shape Param #

Temporal convolution InputLayer (None, 1, 16, 3000) 0
Permute (None, 30,000, 16, 1) 0
Conv2D (None, 30,000, 16, 8) 256
BatchNormalization (None, 30,000, 16, 8) 32

Depth-wise convolution DepthwiseConv2D (None, 30,000, 1, 16) 256
BatchNormalization (None, 30,000, 1, 16) 64
Activation (None, 30,000, 1, 16) 0
AveragePooling2D (None, 3750, 1, 16) 0
Dropout (None, 3750, 1, 16) 0

Separable convolution SeparableConv2D (None, 3750, 1, 16) 512
BatchNormalization (None, 3750, 1, 16) 64
Activation (None, 3750, 1, 16) 0
AveragePooling2D (None, 468, 1, 16) 0
Dropout (None, 468, 1, 16) 0
Lambda (None, 468, 16) 0

1st Residual block Conv1D (None, 468, 12) 780
BatchNormalization (None, 468, 12) 48
Activation (None, 468, 12) 0
Dropout (None, 468, 12) 0
Conv1D (None, 468, 12) 588
BatchNormalization (None, 468, 12) 48
Activation (None, 468, 12) 0
Dropout (None, 468, 12) 0
Conv1D (None, 468, 12) 204
Add (None, 468, 12) 0
Activation (None, 468, 12) 0

2nd Residual block Conv1D (None, 468, 12) 588
BatchNormalization (None, 468, 12) 48
Activation (None, 468, 12) 0
Dropout (None, 468, 12) 0
Conv1D (None, 468, 12) 588
BatchNormalization (None, 468, 12) 48
Activation (None, 468, 12) 0
Dropout (None, 468, 12) 0
Add (None, 468, 12) 0
Activation (None, 468, 12) 0
Lambda (None, 12) 0

Output Dense (None, 1) 13
Softmax (None, 1) 0

Total parameters 4,137
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3.3.3  Long short term memory

LSTM is a gated recurrent network architecture joint with a 
suitable gradient-based learning algorithm, created to avoid 
the long-term dependency problem and overcome the error 
back-flow problems and unstable gradient problems. Long-
term dependencies are generally obtained from sequentially 
aligned input data, considering only forward dependencies. 
Unstable gradient problems come in the form of either the 
vanishing gradient problem or the exploding gradient prob-
lem. In a gradient-based training sense, the vanishing gradi-
ent problem denotes when the gradients of network weight 
are near zero. Thus impeding the reception of updates in the 
network weights by the gradients [50]. As for the exploding 
gradient issue, it is most aptly described as when the gradi-
ent back propagating through the network increases expo-
nentially, layer to layer [51].

Figure 5 shows the architecture of the LSTM network, 
which is based on the CNN model described in Sect. 3.3.1. 
The first convolutional layer performs linear channel filter-
ing through temporal convolution. The second layer deals 
with channels that share the same time instances. The kernel 
size is set to 16, to match the number of channels avail-
able, reducing channel dimension and producing a 1-D time 
series to be further reduced using an average pooling layer. 
Furthermore, a time distributed layer is used to produce an 
output for each time step, as the LSTM layer deals with 
time-series sequential data. Finally, a fully connected layer, 
together with a sigmoid function, is implemented to produce 

seizure probabilities. Layer output and number of parameters 
are illustrated in Table 4.

3.4  Differences between DNN methods

The proposed models above are vastly different, albeit shar-
ing a few commonalities. The LSTM operates on a largely 
different basis, it uses gates to decide whether the input is to 
be forwarded to the next layers, and which inputs that is. The 
gates are not present in any other model. In the topology, it 
is the only model that uses a Time Distributed layer, which 
is placed there to cater to the input data’s temporal nature.

The prime distinctions between TCNNs and CNNs are 
threefold: Causal Convolutions, Dilated Convolutions, and 
Residual Blocks; all three are present in TCNNs only. Causal 
Convolutions are in place to guarantee that the produced 
output at a point in time is dependent only on the input at 
that same point and those before it. Each hidden layer has a 
size identical to that of the input layer, and zero-padding of 
length (kernel size – 1), creating a 1D fully-convolutional 
network architecture to create this causal effect. Dilated Con-
volutions use a method of vastly increasing dilation factors, 
so the network’s receptive field can grow exponentially in 
size proportional to the network depth. Finally, the Residual 
Block is composed of a stack of 2 Dilated Convolution lay-
ers, a dropout layer in the middle, paired with batch-normal-
ization. The below equation shows the receptive field size 
(RFS) of the TCN, with KT as the kernel size and L as the 
number of residual blocks.

The hyperparameters used are different as well, an exam-
ple of that is the activation function used. The TCNN uses 
the exponential linear unit (ELU) due to it produces supe-
rior results, whereas the CNN uses the rectified linear unit 
(ReLU). Another major disparity is the number of trainable 
parameters, where the total parameters in the CNN vastly 
outnumber all other models, which is visualized in Fig. 6 
(results and discussion Sect. 4.2).

(8)RFS = 1 + 2(KT − 1)(2L − 1)Table 4  LSTM model structure

Layer type Output shape Param #

Conv2D (None, 30,000, 16, 40) 1240
Conv2D (None, 30,000, 1, 40) 25,640
AveragePooling2D (None, 60,000, 40) 0
TimeDistributed (None, 6000, 40) 0
LSTM (None, 40) 12,960
Dense (None, 1) 41
Total parameters 39,881

Fig. 5  LSTM architecture for 
seizure classification
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3.5  Machine learning approach

To further better the performance of deep learning, algo-
rithms extract seizure features automatically. ML algo-
rithms like SVM and RBT classifiers are used to elevate 
performance. Data is first sampled into windows sizes of 
80 s, 160 s, and 180 s respectively. Next, after dividing the 
data into the selected epochs of different window sizes, 
features are extracted from each of these groups inde-
pendently. The extracted features are frequency power 
of bands, power of frequency, mean, root-mean-square, 
standard deviation, kurtosis, and correlation between all 
channel pairs in both time and frequency domain. After-
ward, the extracted features from different epochs are 
joined together for classification. Following feature extrac-
tion, SVM and RBT are used for the classification of the 
dataset of extracted features into pre-ictal and inter-ictal 
segments.

3.5.1  Support vector machines(SVM)

Support Vector Machines (SVM) are a supervised machine 
learning technique extensively used for classification, regres-
sion, and feature reduction of labeled data. It puts its exten-
sive mathematical foundation to use in the construction of a 
solution in terms of a subset of the training input, namely the 
support vectors. The support vectors are stored in memory 
during the training phase, after their selection post parameter 
identification; then moving forward they are employed for 
future prediction.

An advantage of SVMs is their ability to classify non-
linearly separable classes. They do so using the kernel tech-
nique, which is a method of mapping data into novel hyper-
dimensional spaces and then locating the ideal hyperplane 
in whichever dimension that may be. The ideal hyperplane is 
the border between classes that maximizes the margin (dis-
tance between classes-usually Euclidean distance). Albeit 
computationally expensive and complex, it yields excep-
tional results for small datasets. For SVM hyperparameters, 
a polynomial kernel that accounts for the non-linear nature 
of the EEG signals is used. A seed is used to generate a 
random number to scale the polynomial kernel.

3.5.2  Random under sampling (RBT)

The tree ensemble model consists of a set of classification 
and regression trees (CART); it combines the decisions 
from numerous ML models to achieve optimum results. 
The RBT model is developed by using random under-sam-
pling and adaptive boosting (Adaboost). This algorithm is 
effective when working with imbalanced data, as it adjusts 

the class distribution of the used dataset by removing sam-
ples from the majority class.

Often, a single tree is insufficient for decent results, 
which is why an ensemble approach is used where the sum 
of predictions of multiple trees together is the output. The 
boosting technique follows a sequential order; here, trees 
are fitted consecutively. If the classifier misclassifies an 
input, its weight will be incremented (over-weighting) and 
the next learner will classify with increased accuracy. It 
gives more weight to the model with the best performance, 
it reduces bias at the cost of overfitting-which can then be 
combatted by hyperparameter tuning.

Hyperparameter tuning was performed using K-fold 
Cross-Validation, with k=6. A higher k means that each 
model is trained on a larger training set and tested on a 
smaller test fold. Theoretically, this produces a reduced 
prediction error as the models view a larger amount of the 
available data. The learning rate was selected to be 0.1 for 
tree learners, as this increased accuracy during training.

3.6  Performance metrics and statistics

Evaluation metrics are used to measure the quality of the 
DL model quantitatively, which is vital to its performance 
and optimization. A wide variety of metrics are available, 
and often one could use a culmination of individual met-
rics to put a model to the test.

In this paper, four evaluation metrics were used: Area 
Under Curve (AUC), False Positive Rate (FPR), and sen-
sitivity and accuracy.

Area Under Curve AUC helps the visualization of 
the model’s performance, it is primarily utilized with 
binary classification problems, which makes it ideal for 
our model. AUC is considered the most important metric 
in this work, as the data is highly imbalanced. AUC is 
calculated by plotting the true positive rate against the 
false-positive rate. The higher AUC is close to 1 the bet-
ter the model.

False Positive Rate The false-positive rate corresponds 
to the proportion of the cases which were predicted posi-
tive where they should’ve been correctly identified as 
negative concerning all the negative outputs. Its output is 
within the range [0,1].

Sensitivity Sensitivity determines the model’s ability to 
predict true positives of each available category (pre-ictal 
and inter-ictal segments).

Accuracy Accuracy is the ratio of correct to total pre-
dictions that the model has produced as output. However, 
sometimes it will be misleading, especially when dealing 
with imbalanced dataset. As high accuracy can be pro-
duced by the model being able to predict correctly major-
ity class only.
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4  Results and discussion

In this section, the results of deployed deep learning and 
machine learning algorithms are presented and discussed. 
The performance of CNN, TCNN, and LSTM architectures 
is evaluated on raw seizure data. We also compare the 
mentioned DL algorithms to our previous work published 
[17], which focused on using an RBT and SVM classifier 
that had a competing score on the epilepsy-ecosystem plat-
form. The algorithm was based on the third-place ranked 
model in the Kaggle 2016 seizure competition contest, and 
so far its only algorithm able to have a general classifica-
tion score higher than that of a patient-specific model.

Below are highlights of results to be summarized in this 
section, architecture descriptions are presented in Sect. 3.

• Evaluate TCNN model performance on raw seizure 
data.

• Hyperparameter Tuning for the TCNN model.
• Comparing performance to other DL models, namely: 

CNN, LSTM, ConvNet, EEGNet, and state-of-the-art 
models.

• Compare the performance of patient-specific format 
and general classification for TCNN and ML Models.

The superiority of such DL methods over ML algorithms 
and other DL algorithms is that in this work we train 
these algorithms on raw EEG data. This qualifies these 
algorithms to generalize on any seizure data, without the 
need to use specific pre-processing techniques. Finally, an 
evaluation of the best models is performed using a patient-
specific and general classification approach. Training on 
patient-specific data has proven to be far superior to train-
ing on general data. This is due to patient-unique seizure 
biomarkers in the patient-specific iEEG files. A general 
model would be more beneficial to medical practitioners 
and is obtained by creating one model that classifies well 
for any patient.

For the results stated below, the AUC is split into 3 
categories: overall AUC, public AUC, and private AUC. 
Public AUC is calculated by the individual(s) who have 
written the code as a metric to check the code’s quality. 
The private AUC is calculated after the submission of the 
final algorithm by the epilepsy ecosystem platform; that 
is, to ensure that the algorithm will work on unseen data 
moving forward in future applications. Also, this ensures 
that the algorithm is competitive with state-of-the-artwork, 
as all algorithms are tested on the same dataset, using the 
same metrics. That being said, private AUC is the most 
important metric, as it is determined by the epilepsy-
ecosystem platform on completely unseen data. This step 
qualifies the algorithm for clinical use on any seizure data.

4.1  TCNN algorithm

The time-series nature of EEG signals motivated the use of 
sequence-to-sequence models such as RNNs and LSTMs, 
the problem with such methods is vanishing gradients and 
the long training times. TCNN can be used for sequence 
modeling as its ability to predict future instances from the 
previous input sequence while keeping a structure of simple 
convolutional networks. Table 5 shows results for hyper-
parameter tuning of the TCNN architecture described in 
Sect. 3. The results are discussed below:

• Epochs and batch size Epoch value optimization was 
carried out to reach a value that would prevent both over-
fitting and under-fitting. For this model, the number of 
epochs was initially set as 100, then upped to 1000. This 
led to a decrement in both overall AUCs, from 0.60 to 
0.58, and public AUC, 0.64 to 0.53. In conclusion, this 
increase in epoch value is deemed ineffective. Oscilla-
tions in the number of epochs were performed yet ulti-
mately the optimum value remained 100. For batch size, 
the starting point was 32 which was then upped to 64 
and yielded better results. Higher values for batch size 
weren’t successful during training due to the large data 
size.

• Window size The data was tested on a window size of 
300 s, in the form of 120,000×16 channels, then on a 
window size of 75 s, in the form of 30,000×16 channels. 
The latter produced an increase in the majority of the 
AUC values, both patient-specific and general. The latter 
was retained for hyperparameter tuning moving forward. 
Details of choosing window size are given in Sect. 3.

• Learning rate (LR) determines the step size at each iter-
ation while minimizing the loss function. It also decides 
the rate at which the model weights are changed during 
training The learning rate was decremented to 0.0001 
and all 3 general AUC values (overall, public and pri-
vate) increased but all patient-specific AUC values were 
almost constant. The FPR decreased significantly, from 
0.85 to 0.21 and overall accuracy increased to 53%. This 
value was chosen for LR.

• Dropout is one of the most used and efficient regulariza-
tion techniques for neural networks, it randomly removes 
a section of hidden node values by setting them to 0. It 
can be applied to all types of layers except for the output 
layer. Each unit is kept/dropped with a fixed probability 
p independent of other units, where p can be chosen ran-
domly or can simply be set at a definite value; 0.5, for 
example, seems to be close to optimal for a wide range of 
networks and tasks. Its main aim is to prevent overfitting 
and decrease noise while learning.

  Initially setting dropout to 0.5, all patient-specific and 
general AUC values dropped, however, overall accuracy 
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rose from 21% to 63%. Dropout was then set to 0.2 and 
0.3 leading to an increase in overall AUC to 0.61, and 
private AUC to 0.6. FPR decreased as opposed to overall 
accuracy. The best value of AUC was found at dropout 
values 0.1 and 0.2, which had an overall AUC of 0.62.

• Cross-validation: The average training AUC for the TCNN 
algorithms was 0.98, as another attempt to make classifi-
cation results similar to that high AUC of training,k-fold 
cross-validation was used with k = 5. The test AUC wasn’t 
affected after cross-validation, though cross-validation takes 
5X normal training time, and this is very computationally 
expensive. It was confirmed that the use of cross-validation 
for deep neural networks with huge data isn’t liable.

• Balancing methods Data imbalance is a prominent issue 
facing classification tasks, where the classes are not 
equally represented. It is extremely common in binary 
classification problems. In the case of the ecosystem 
dataset, pre-ictal files (labeled 0) transcend the presence 
of inter-ictal files (labeled 1) in the dataset. Data balanc-
ing methods were employed to attempt to level the per-
centages. Three approaches are carried out to produce a 
balanced dataset and present the best solution: 

1. compute_class_weight: This method depends on a 
python class that estimates class weights for unbal-
anced datasets. It balances the weights of pre-ictal 
and inter-ictal segments by calculating the label 
count of each and setting weights of lesser labels at 
a higher value. Improvements were seen only in the 
private AUC, patient 2’s private AUC, and patient 
3’s public AUC, while all other AUC values deterio-
rated. FPR and accuracy increased. To achieve better 
results, another method was implemented.

2. Synthetic Minority Oversampling Technique 
(SMOTE) is a popular method for over-sampling. 
Over-sampling is when the minority class is over-
sampled by generating “synthetic” examples rather 
than by over-sampling with replacement. By oper-
ating in “feature space” rather than “data space”, 
new instances are created [52]. In applying SMOTE, 
both overall and private AUC increased, and so did 
patient 2’s private AUC. Otherwise, the remain-
ing AUC values decreased, some noticeably such 
as patient 1’s private and public values: from 0.70 
to 0.34 and from 0.75 to 0.41 respectively. Overall 
accuracy and sensitivity increased, with a sensitivity 
value of 74%, however, the AUC is the governing 
metric here to account for the data imbalance prob-
lem.

3. Div2effect a novel technique called “Div2effect”. It 
is described in the data pre-processing section but to 
reiterate: training and testing data were divided into 
sets of N number of files where each set was trained 

than the trained model saved, the next training set 
was inputted into the trained, saved model and this 
process repeated until all the seats were all trained. 
The sets were chosen in such a way that each set has 
both preictal and interictal files. To guarantee that 
each training iteration will have both types of files to 
learn from and thus offer a balanced training. The last 
trained model is now trained on all sets. The method 
is implemented using the checkpoint class in Keras 
to save intermediate models. This approach led to an 
increase in all general AUC values, the overall AUC 
rising to 0.61. FPR decreased from 0.85 to 0.22 and 
overall accuracy rose to 74% from 21%.

  Finally, the “Div2effect” approach was used 
alongside hyperparameter tuned parameters, as it 
showed the best results in comparison to the other 
two approaches.

• Optimizer Optimization is the technique used to speed 
up a model’s training time, thus optimizing training. Two 
optimizers were examined to choose one with better per-
formance. Stochastic gradient descent (SGD) and adap-
tive moment estimation (ADAM) optimizers were tested, 
and the ADAM optimizer showed a better performance. 
Overall AUC increased to 0.68 and the patient-specific 
AUC of each patient also increased, overall sensitivity 
increased to 70%.

4.2  Comparison to other DL algorithms

To further evaluate the performance of the enhanced TCNN 
method, its performance is compared to other DL algorithms 
that are well known within seizure classification boundaries. 
The neural networks’ structure details are described in the 
previous Sect. 3. Moreover, we also compare the perfor-
mance of these DL methods to a deep convolutional net-
work structure that is known to generalize well on raw EEG 
signals [53] and EEGNet [54] by training those models on 
the available seizure data. In addition, state-of-the-art algo-
rithms [55, 56] that were tested on the kaggle dataset are 
compared with the obtained results. The results of overall, 
public, and private AUC, as well as FPR, accuracy and sen-
sitivity are summarized in Table 6.

The TCNN model was originally implemented to clas-
sify motor imagery data [49], alas in this work it has been 
generalized to classify EEG seizure signals. With only a 
linear growth in the number of parameters, in contrast to 
traditional CNNs’ linear expansions; it is also able to expo-
nentially enlarge its receptive field size. Another important 
advantage is its lack of unstable gradient issues- particu-
larly while dealing with long input sequences like those in 
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this scenario. These advantages make TCNNs superior to 
CNNs and LSTMs when dealing with time-series data such 
as EEG signals. The reason for these outstanding results are 
hyperparameter tuning and data balancing. The ideal hyper-
parameter values are as follows: epochs = 100, batch size= 
64, learning rate = 0.0001, optimizer: ADAM, dropout = 
0.1−0.2, and finally div2effect for data balancing.

Private AUC is the most liable metric to evaluate the per-
formance of a seizure prediction system since it is calculated 
on unseen data, this supports the selected algorithm to be used 
in the clinical field. The results show that our TCNN model 
has the best overall AUC of 0.68. Compared with models that 
process raw input data such as EEGNet, ConvNet, CNN, and 
LSTM, the model shows the best AUC and follows LSTM in 
sensitivity (70%). The work [55, 56] uses scalogram, spectro-
gram, time, and frequency domain features to be fed into DL 
algorithms. The results show promising public AUC, with the 
highest being 0.92, when using time and frequency domain 
features with a two-layer LSTM network. However, a thor-
ough comparison won’t be applicable as overall, private AUC, 
FPR, and overall sensitivity weren’t calculated in these papers. 
The advantage of using models that can predict seizure states 
on raw-EEG data without the need for any pre-processing 
technique lies in the ability to use these algorithms on any 
data and still obtain high classification results.

To compare the computational efficacy of the different 
deep learning models, the number of parameters of each 
model is calculated as shown in Fig.  6. The number of 
parameters of a DL model is weights that are learned dur-
ing the training process and contribute to the models’ clas-
sification accuracy.

A model which has the highest performance and least num-
ber of parameters would cause usage of fewer resources and 
accurate prediction would be the best performing model. The 
TCNN model used shows the least number of parameters, 
4137. Following is the LSTM model with 39881 parameters, 

the DeepConvNet and CNN models had the highest parameter 
values, although not contributing to better classification accu-
racy. The TCNN model shows the highest classification scores 
and lowest number of parameters used, along with other DL 
models used.

4.3  Patient‑specific and general classification

The performance of the TCNN model proposed in this work 
is of a patient-specific approach, meaning training was run 
for each patient separately. This is the widely used approach 
in seizure prediction, as it yields better results. To address 
the challenge of general prediction, we retrain our model on 
all patients to achieve a general seizure classification TCNN 
model. Results are shown in Table 7, for the TCNN model 
the AUC was significantly dropped. Private AUC is used 
to select the best performing algorithm, as it’s calculated 
using the epilepsy-ecosystem platform on completely held-
out data, which makes the model applicable for medical use.

In this section, the TCNN model is compared with our 
previous attempts of applying ML classification on the 
epilepsy ecosystem platform. The work in [57] performed 
pre-processing by applying Butterworth filter and feature 

Table 6  Comparison between 
our current model and other DL 
models

All models were of a patient-specific approach
The best result for each metric are given in bold

Model Overall AUC Public AUC Private AUC Overall FPR Overall 
accuracy

Overall 
sensitiv-
ity

Proposed method 0.68 0.69 0.67 0.41 60% 70%
EEGNet [54] 0.60 0.60 0.58 0.02 80% 20%
DeepConvNet [53] 0.61 0.66 0.59 0.3 65% 55%
CNN [47] 0.59 0.63 0.60 0.76 28% 78%
LSTM [47] 0.54 0.54 0.52 0.08 85% 26%
Image to CNN [55] – 0.84 – – – –
Semi-dilated CNN 

[55]
– 0.88 – – – –

Two-layer LSTM [56] – 0.92 – – – –
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reduction using principal component analysis (PCA). Mod-
els used were SVM and ANN respectively. Although, the 
algorithm has high accuracy of 97% for SVM and 92% 
for ANN, it was implemented on public dataset only. The 
algorithm took more than 3 days to run feature extraction 
and thus deemed computationally inefficient, AUC results 
weren’t presented to be able to compare results with this 
work. Nevertheless, AUC is more descriptive to ensure 
capability of successfully classifying preictal and interictal 
seizure segments. In our paper [17], the general approach 
method had a successful performance on AUC for both 
RBT and SVM classifiers, features extracted were frequency 
power of bands, mean, standard deviation, kurtosis and cor-
relation between all channels in time and frequency domain. 
The algorithm scored a private AUC of 0.75, a total AUC 
of 0.82 using SVM. RBT model had total AUC of 0.75, pri-
vate AUC of 0.61. The ML general model has a preceding 
position in private AUC using SVM model than any other 
approach. The model details are described in Sect. 3.

For the patient-specific approach, we also compare the 
TCNN algorithm performance with SVM and RBT clas-
sifiers. Results are presented in Table 8showing the best 
algorithm for predicting patient 1 was the current TCNN 
approach, and for patient 2 and patient 3 SVM and TCNN 
have comparable AUC values. The mentioned results 
show that the enhanced TCNN model can compete with 
SVM and RBT classifiers, showing higher AUC for some 
patients and almost equal for other patients. The average 
AUC for the TCNN model is higher than that of the ML 
model, with a value of 0.73. This highlights the advantage 

of using TCNNs on raw EEG data, as the method proposed 
in this work doesn’t require hand-crafted features extrac-
tion. However, the SVM algorithm achieved the best AUC 
results for the general seizure classification.

5  Conclusion and future work

In this work, comprehensive studies were applied to 
sequential, continuous EEG data. This work aims to 
enhance the quality of life of epileptic individuals, who 
comprise a seventh of the world’s population. The EEG 
data signals are pre-sampled to a window size of 75 s and 
various DL and ML algorithms are tested to develop the 
best classification algorithm.

The deep learning techniques applied to the data were 
Convolutional Neural Networks (CNNs), Temporal Convo-
lutional Neural Networks (TCNNs), and Long Short Term 
Memory (LSTM). According to the results, and out of the 
aforementioned DL architectures our current method out-
performed all others, with a total AUC value of 0.68, an 
FPR of 0.41, 70% sensitivity and overall accuracy of 60%.

Finally, patient-specific and general prediction 
approaches for seizure classification are compared. To 
qualify the total efficacy of these two approaches, we 
compare them to SVM and RBT classifiers that showed 
high accuracy in classifying seizures on this data. For the 
general classification approach, SVM still had the best 
performance with the highest AUC of 0.75. However, for 
the patient-specific approach, the TCNN model had the 
highest AUC of 0.75 for patient 1 and almost equal AUC 
for patients 2 and 3. The average AUC for the patient-
specific approach was higher using the proposed TCNN 
model, reaching an AUC of 0.72, proving its competency 
in the field of seizure prediction. To conclude, the results 
showed TCNN’s success in predicting EEG seizure data 
over other DL algorithms. Also, TCNN performs well as a 
patient-specific classifier, however SVM classifier has the 
best performance in the general classification.

Future work includes, hardware implementation of the 
seizure classification model on an Altera Field Program-
mable Gate Array (FPGA). Enhancement of the model in 
terms of computational efficiency and complexity will be 
required to facilitate the process of successful hardware 
design. Furthermore, to operate at reduced voltages when 
using FPGA, self-supervised learning (SSL) and Algo-
rithm based self-tolerance (BFT) can be utilized.

Funding Open access funding provided by The Science, Technology & 
Innovation Funding Authority (STDF) in cooperation with The Egyp-
tian Knowledge Bank (EKB).

Table 7  General classification comparison

AUC= area under curve; SVM= support vector machine; RBT = ran-
dom boosted trees ensemble
The best result for each metric are given in bold

Model Total AUC Private AUC Public AUC Sensitivity

Proposed 
Method

0.55 0.54 0.57 70%

SVM 0.83 0.75 0.73 –
RBT 0.75 0.61 0.62 –

Table 8  Patient-specific approach comparison

AUC= area under curve; ML= machine learning
The best result for each metric are given in bold

Patient Proposed method AUC ML AUC 

1 0.75 0.65
2 0.72 0.75
3 0.70 0.75
Average AUC 0.73 0.72
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