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Abstract
The complementary metal oxide semiconductor technology, CMOS, is reaching its physical limitations, as the transistors’

feature size decreases. A promising alternative is the nanomagnetic logic technology (NML), a paradigm of field-coupled

nanocomputing. This technology applies single domain nanomagnets to implement digital logic with switching energies

that are orders of magnitude lower than a CMOS transistor due to the complete absence of static energy dissipation. When

designing nanomagnetic circuitry, several challenges arise, such as the design of a clocking system able to avoid signal

disruption due to the thermal noise effect. In this paper, we compare four NML clocking schemes: BANCS, USE, RES, and

2DDWave by analyzing scalability and area overhead of combinational and sequential circuits.

Keywords Field-coupled nanocomputing � Nanomagnetic logic � Quantum-dot cellular automata � QCA �
Clocking scheme � Bidirectional alternating nanomagnetic clocking scheme � BANCS

1 Introduction

Since the first appearance in a 1963 paper by Wanlass and

Sah [6, 33], the complementary metal-oxide semiconductor

(CMOS) transistor has become the leading technology used

in digital electronic devices, unfortunately, the previous

achievements are coming to a halt. The traditional tran-

sistor is reaching its physical limits. At the same time,

reliability and power issues are rising at an alarming pace.

Even though there is no mature technology available yet,

many new devices are considered as a replacement for

CMOS transistors, many of which do not even use electron

charge as state variables [5].

One attractive alternative to charge-based devices is the

field-coupled nanocomputing (FCN) paradigm [1], where

circuits can execute all logic operations based on local field

interactions between nanoscale building blocks that are

organized in patterned arrays. Several FCN paradigms are

currently under active investigation, including nanomag-

netic logic (NML) [8] and quantum-dot cellular automata

(QCA) [19].

NML is known as the magnetic QCA and presents some

advantages, such as operating at room temperature. Here,

the circuits exploit the magnetic ‘‘stray’’ field produced by

one or more (input) nanomagnets to change the magneti-

zation of the neighbor nanomagnets. This influence occurs

through the magnetostatic coupling, which depends on the

magnetization direction and the relative position/distance

between the magnetic particles. The device magnetization
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is associated with ‘0’ and ‘1’ binary logic states, allowing

them to perform Boolean logic operations. Some simple

NML circuits have been experimentally

demonstrated [14, 29, 30].

An external clock enables the correct propagation of a

signal in an array of nanomagnets. The clocking system in

NML circuits has three purposes: to avoid signal error in

long arrays of nanomagnets, to yield an adiabatic change of

magnetization, and to ensure signal synchronization. Sev-

eral efforts have been made to design an efficient clocking

system for NML [3, 13, 20, 26]. At a higher abstraction

level, we can organize these clocking systems in clocking

schemes with the usage of restrictive routing grids.

In this paper, we explain in-depth BANCS [10], a QCA-

inspired clocking scheme for NML, which is scalable and

flexible enough to enable feedback paths and to route.

Moreover, we discuss how these structures are essential to

building scalable solutions. Subsequently, we reference the

current state-of-the-art frameworks and tools to aid the

process of the transposition of a circuit specification onto a

clocking scheme. Finally, we compare BANCS with three

other QCA clocking schemes [4, 10, 12, 27, 28].

We organize this paper as follows: Sect. 2 reviews the

basics of the NML technology, its basic logic elements, and

how the clocking system works in the technology. Sec-

tion 3 presents in detail BANCS along with its design

challenges. Section 4 shows and compares circuits imple-

mented in BANCS and three other clocking schemes.

Finally, Sect. 5 summarizes the topics presented in the

paper.

2 Background

In this section, we present an overview of NML technol-

ogy. We show how the nanomagnets interact with each

other to build the essential logical devices to perform

computation. We also show how the clocking system

affects a circuit’s stability and synchronization. The tech-

nology has no static power dissipation, which is one of the

issues with the CMOS technology, the switching energy of

a nanomagnetic device can be orders of magnitude lower

than a charge-based CMOS transistor.

2.1 Nanomagnetic logic basics

The basic building block of an NML circuit is a rectan-

gular-shape nanomagnet (other geometries are also possi-

ble). The nanomagnet must be small enough (around 200

nm long) to present only one magnetic domain. The

nanomagnet’s magnetization of an isolated elongated

nanomagnet is likely to lie along its longer axis (also

known as easy axis), to minimize the shape energy. This

energy has two stable minimum, yielding the magnetiza-

tion vector to point in any of the two possible directions

along the length of the rectangle. We defined the logical

values ‘1’ and ‘0’ when the magnetization points ‘‘up’’ and

‘‘down’’, respectively. An external magnetic field can be

applied to bring the targeted nanomagnets into a ‘‘null’’

state [13]; furthermore, the spin-hall effect can be explored

to avoid the usage of an external magnetic field at all [3].

Wires in NML can be arranged in two basic configura-

tions, exploiting the coupling between nanomagnets. These

are known as ferromagnetic [Fig. 1(a)] or antiferromag-

netic [Fig. 1(b)]. The alignment of the magnetization is

parallel in the former, while it is antiparallel in the latter.

For the configuration shown in Fig. 1(b), it is possible to

perceive that in this technology, an inverter can be repre-

sented by a wire with an even number of nanomagnets.

The fundamental logic element is the majority gate,

shown in Fig. 2. Nanomagnets ‘A’, ‘B’, and ‘C’ are the

inputs and nanomagnet ‘O’ is the output. The magnetic

coupling between nanomagnets ‘A’ and ‘O’ and between

‘C’ and ‘O’ forces the latter to magnetize ferromagneti-

cally, while the influence of ‘B’ over ‘O’ favors antifer-

romagnetic coupling. The majority gate takes three inputs

and retrieves the majority of the magnetization results of

‘A’, ‘:B0, and ‘C’.

It is possible to reduce a majority gate to an AND or an

OR gate. To this end, we should arbitrarily choose one of

the three inputs (‘A’, ‘B’ or ‘C’) and set it equal to ‘0’

(down) or ‘1’ (up), respectively. In this example, we’ve

chosen the ‘C’ input as a fixed nanomagnet. By setting ‘C’

to ‘0’, the majority gate is reduced to an AND gate, as

shown in Fig. 2(b). This way, the output equals ‘1’ only if

‘A’ and ‘:B0 are both ‘1’. Similarly, by setting ‘C’ to ‘1’,

the majority gate is reduced to an OR gate, as shown in

Fig. 2(c). Thus, the output equals ‘1’ if at least ‘A’ or ‘:B0

are equal to ‘1’.

Fig. 1 a A ferromagnetic wire, b an antiferromagnetic wire
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2.2 Clocking

The clocking system is an important issue in NML circuits.

As an example, we consider how the clocking [13] works

under the application of an adiabatic clocking field. If we

switch the input of an NML array suddenly, the array is

momentarily in some combination of exit states [e.g., the

wire shown in Fig. 3(a)]. The first nanomagnet does not

have a magnetic field strong enough to change the mag-

netization of its neighbors. To address this issue, an

external magnetic field is applied to aid the switching of

the nanomagnets by forcing them into a null state

[Fig. 3(b)]. The external magnetic field is then slowly

removed from all the neighboring magnets simultaneously

and the nanomagnet M1 induces the magnetization of M2

[Fig. 3(c)], which also influences the magnetization of M3

[Fig. 3(d)].

Furthermore, the clocking system is applied to avoid

signal error in long arrays of nanomagnets. The wire length

cannot grow indefinitely without causing ordering errors.

As pointed out by Csaba and Porod [7], wires with more

than five nanomagnets present a high error rate due to

thermal noise. The issue is exemplified in Fig. 4. Fig-

ure 4(a), shows an antiferromagnetic wire with the first

magnet working as an input; Fig. 4(b) shows the result of

applying an external magnetic field on all the magnets to

the right of the input, they are now in a null state. Finally,

in Fig. 4(c), the magnetic field is gradually removed from

all the targeted magnets simultaneously, and the input

magnetic field is now enough to cause a domino-like effect,

cascading the signal through their consecutive neighbors.

Unfortunately, when we remove as the magnetic, thermal

noise can switch a magnet prematurely before the signal

propagates, therefore causing an ordering error. Thus, we

achieve proper signal propagation and synchronization by

splitting the circuit into groups called clocked tiles, and by

submitting them to different external magnetic fields (clock

signals) [13].

In NML, a periodic clock signal controls each tile. Each

clock signal is composed of three phases [13] called Hold,

Reset, and Switch. In the Hold phase, the external magnetic

Fig. 2 a A majority gate, b 1-bit AND gate with ’A’ and ’B’ as

inputs, c 1-bit OR gate with ’A’ and ’B’ as inputs Fig. 3 a ’M1’ changes magnetization but ’M2’ and ’M3’ remain

unaffected. b An external magnetic field is applied to ’M2’ and ’M3’

(the grayscale represents the magnetic field strength). c The magnetic

field is slowly removed and ’M1’ sets the magnetization state of ’M2’.

d ’M2’ sets the magnetization of ’M3’
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field is zero. Thus the magnetization of the nanomagnets

remains unchanged. In the Reset phase, the magnetic field

is applied, inducing the nanomagnets into a ‘‘null’’ mag-

netization state. In the Switch phase, we gradually remove

the magnetic field, allowing the nanomagnets to change

their magnetizations according to their neighbors’ influ-

ences. In a circuit cutout, the magnetic fields will act upon

each tile independently, thus eliminating errors if the

number of nanomagnets within a tile does not exceed its

limits. A clock cycle in NML is the time a tile needs to pass

through all the aforementioned three phases.

Figure 5 presents an example with an antiferromagnetic

wire. In this case, the nanomagnet with a black background

represents the input; the grayscale colors are clocked tiles

with nanomagnets within them. These are subjected to the

same clock phase. Figure 5(a) shows an input with the

downwards direction, and three arrays of three magnets on

the reset, hold, and switch states, respectively. In Fig. 5(b),

the first clocked tile is in the switch phase, to propagate the

signal. Subsequently, in Fig. 5(c), the first clocked zone

enters the hold state to propagate its signal to the second

clocked zone. This process can happen indefinitely.

Fig. 4 Ordering error example. a The magnetization of the input

magnet is inverted. b The remaining magnets are submitted to a

clocking field and induced to a RESET state. c The input magnet

cascades the signal, but the nanomagnet six has its magnetization set

by thermal noise before the propagation reaches it

Fig. 5 Use of clocked tiles to solve the ordering errors in magnet

arrays. An input nanomagnet is highlighted in green. a The tile closest

to the input are in the reset phase, highlighted in dark gray. b The

signal of the input propagates when the nanomagnets in the first tile

are transitioned to the switch phase. c The signal propagates to the

following tiles, highlighted in medium gray and light gray using the

same idea

Fig. 6 a The BANCS cutout; b the BANCS clocking scheme
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3 Bidirectional alternating nanomagnetic
clocking scheme

A clocking scheme is a structure to standardize the

arrangement of the tiles of a circuit. It defines the size of

the tiles and determines immutable clock phase arrange-

ments to allow only valid transitions to be performed

during the circuit layout transposition onto the scheme,

which can be accomplished by placement and routing

algorithms [9, 24]. The main concerns when designing a

novel proposal are scalability and regularity. The former

defines how well the clocking scheme can scale without

generating an excessive area overhead, although this is

highly dependent of the chosen placement and routing

algorithm. As a downside, irregular clocking schemes can

increase the complexity of placement and routing algo-

rithms; they can indefinitely scale just as regular clocking

schemes.

BANCS cutout is shown in Fig. 6(a). We refer to each

numbered area as a tile and our building block is composed

of 18 tiles, where all have the same dimensions, 3 � 3

nanomagnets. This choice was made to avoid signal dis-

ruption by the thermal noise effect as was previously

shown in Sect. 2.2 [7].

Figure 6(b) illustrates how to create larger BANCS

routing grids using the basic cutout. The building block is

vertically stacked and horizontally paired with copies of

itself to create an arbitrarily larger grid, i.e., a clocking

scheme. It scales indefinitely and, at the same time, con-

forms with the restrictions for signal flow consistency.

The arrows in Fig. 6(a, b) indicate the direction in which

the signal propagates. BANCS presents alternating signal

flow directions when considering the rows (left and right).

On the other hand, the vertical flow is characterized by two

columns in the upward direction followed by one in the

downward direction. This is a consequence of our design

choices to deal with the challenges of designing a 3-phase

clocking scheme.

The arrows in Fig. 6(a, b) indicate the direction in which

the signal propagates. BANCS presents alternating signal

flow directions when considering the rows (left and right).

On the other hand, we represent the vertical flow by two

columns in the upward direction, followed by one in the

downward direction. This is a consequence of our design

choices to deal with the challenges of designing a 3-phase

clocking scheme. There are several efforts to minimize and

analyze the power cost of clocking a nanomagnetic

Fig. 7 Creating a stable path to

avoid signal disruption

Fig. 8 The algorithm used for the placement and routing of the

circuits

Fig. 9 The figures represent graphs of the circuits to be analyzed.

a SR-Latch. b 2:1 MUX. c XOR logic gate. d Parity generator. e 1-bit

ripple carry adder. f Decoder. g Parity checker
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circuit [2, 20], applying a magnetic field to the magnets,

and most recently exploring the spin hall effect to avoid the

usage of the field above, thus, reducing power

consumption [3].

The tiles 1, 2 and 3 in Fig. 6(a) are always submitted to

different clock phases at some point during the clock cycle,

e.g., when the tiles labeled as 1 are all on the reset state, the

ones labeled 2 are all in the hold state and those labeled 3

are all in the switch state. Considering the phase ordering

mentioned in Sect. 2.2, the tiles labeled 3 should never be

at the reset state and the tiles labeled 1 in the switch state

because that would mean using nanomagnets in a reset

state to set the values of nanomagnets in the switch state,

thus, leading the resulting signal to be defined exclusively

by thermal noise. BANCS eliminates this issue with its

stable path generation and the design of its cutout.

Figure 7 shows how BANCS addresses the thermal

noise effect problem when the 5-magnet limit is not

respected. This happens because BANCS has two consec-

utive tiles on the same clock phase when the signal flows in

the vertically upward direction. As a direct consequence, it

is possible to consecutively position six nanomagnets side-

by-side, thus, overstepping the five consecutive nanomag-

nets limitation. The solution is to use the tiles in an adja-

cent column to create a new stable path for the signal flow.

The signal is reversed, due to antiferromagnetic coupling,

when transitioned to the adjacent tile and reversed back to

its original value when transitioned to a tile in its original

column. The only drawback of this solution is the addition

of one more clock cycle to the wire delay for each time we

apply this technique.

4 Results

The placement and routing problem (P&R) in Field-Cou-

pled Nano computing is NP-Complete [31]. Therefore, one

strategy is to find approximate solutions based on heuris-

tics. Some important works are Fiction [32] and Rop-

per [11], which use the EPFL logic synthesis libraries [23].

Another initiative is The Torino Politecnico Nanotechnol-

ogy (ToPoliNano) [25] framework, which generates lay-

outs based on hardware description languages, performs

simulation and logic verification.

For the comparison methodology, we have added a

multilevel graph partitioning algorithm [16–18, 22]; as

Table 1 Area comparison of the

chosen clocking schemes
Circuit Gates BANCS USE RES 2DDWave

SR-latch 4 64 Tiles2 35 Tiles2 35 Tiles2 –

MUX 2:1 7 30 Tiles2 30 Tiles2 35 Tiles2 25 Tiles2

XOR gate 7 42 Tiles2 63 Tiles2 64 Tiles2 64 Tiles2

Decoder 8 30 Tiles2 30 Tiles2 25 Tiles2 25 Tiles2

Parity generator 13 180 Tiles2 112 Tiles2 99 Tiles2 64 Tiles2

1-Bit adder 16 156 Tiles2 130 Tiles2 289 Tiles2 228 Tiles2

Parity checker 19 180 Tiles2 176 Tiles2 225 Tiles2 120 Tiles2

Fig. 10 The transposition of the sr-latch circuit, onto the clocking

schemes. a BANCS. b RES. c USE
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shown in Fig. 8. We generate several hypergraphs, indexed

from 0 to n, with a graph maximal matching algorithm [15]

as criteria to collapse adjacent graph vertices. The algo-

rithm repeats this process until it creates a hypergraph

composed of a single vertex. For the second phase of our

strategy, we perform the placement of the hypergraph

indexed by n, followed by on-grid uncoarsening for layout

expansion. The algorithm generates the final layout when

the process expands the original base graph G0. Area

overhead translates to the number of generated hyper-

graphs, which the algorithm should minimize. We present

the coarsening step in Algorithm 1 and the uncoarsening

step in Algorithm 2.

Fig. 11 The transposition of the 2:1 multiplexer, onto the clocking

schemes. a USE. b RES. c BANCS. d 4-Phase 2DDWave

Fig. 12 The transposition of the XOR logic gate, onto the clocking

schemes. a 2DDWave. b BANCS. c RES. d USE
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We show a comparison of BANCS with the robust

efficient and scalable (RES) clocking scheme [12], the

universal scalable and efficient (USE) clocking scheme [4],

and the two dimensional diagonal wave (2DDWave)

clocking scheme [27, 28]. RES, USE, and 2DDWave

specifically support QCA technology. We have added the

design constraints for the layout where a tile can have up to

three wires or a vertex and a wire or just one vertex. These

assumptions are realistic considered recent NML technol-

ogy advances, where multilayer crossings have been

proposed [21].

In Fig. 9, we present the seven circuits for this com-

parison. The circuits are a SR-Latch [Fig. 9(a)], 2:1 mul-

tiplexer [Fig. 9(b)], an XOR gate [Fig. 9(c)], a parity

generator [Fig. 9(d)], a 1-bit full adder [Fig. 9(e)], a

decoder circuit [Fig. 9(f)], a parity checker [Fig. 9(g)]. The

first column of Table 1 shows the circuit name, followed

by the number of logic gates. The last four columns refer to

the final area after the process of placement and routing

onto the clocking schemes above.

Figure 10 shows the SR-Latch circuit layouts. The P&R

process was not possible to perform using our algorithm

due to its sequential nature. Therefore we have used an

adhoc methodology to perform the P&R. The final area of

the circuit has the lesser overhead in the BANCS clocking

scheme, followed by RES and finally the USE clocking

scheme. The 2DDWave clocking scheme does not support

the feedback path, thus making it impossible to perform the

SR-Latch P&R.

Figure 11 shows the layouts for the 2:1 multiplexer. As

expected for a circuit with a small number of logic gates,

the results are similar across the tested clocking schemes,

where RES imposed the most significant area overhead, the

2DDWave clocking scheme presented the minimum area

overhead for the mapping of this circuit.

Figure 12 shows the layouts for the XOR logic gate. In

this case, the RES and 2DDWave clocking schemes

imposed the most considerable area overhead for the

mapping of the circuit. The BANCS clocking

Fig. 13 The transposition of the parity generator circuit, onto the

clocking schemes. a USE. b RES. c 4-Phase 2DDWave. d BANCS
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scheme achieves the best area compaction, followed by the

USE clocking scheme with a difference of roughly 33:3%.

Figure 13 shows the layouts for the parity generator.

This circuit has ten logic gates and three inputs. As shown

in Fig. 13(a), the circuit mapping does not always tend to a

regular quadrilateral geometry. The average area overhead

imposed for all circuits had a significant increase of 48:8%,

in comparison to the previous XOR logic gate circuit.

BANCS imposes the most significant area overhead, and

the 2DDWave clocking scheme achieved the best area

compaction.

Figure 14 shows the result for the decoder circuit, the

2DDWave and the RES clocking schemes achieve a tie in

terms of area overhead. Whereas the difference is not

substantial when compared with the other two clocking

schemes, BANCS and USE have a 16% increase.

Figure 15 shows the final layouts for the 1-bit ripple

carry adder circuit. In this case, the USE clocking

scheme delivers the best area compaction. The circuit

grows around 13:8% when compared to the previous cir-

cuit, and with the increase of three logic gates. BANCS

presents a layout 16:6% larger than USE, whereas the

2DDWave clocking scheme a 43% overhead and, RES a

55% overhead.

Figure 16 shows the mapping for the parity checker

circuit, which has six additional logic gates in contrast to

the parity generator circuit. Here the BANCS clocking

scheme has its area dimensions unfazed in comparison with

the parity generator circuit, the RES clocking scheme im-

poses the most considerable area overhead, and the

2DDWave clocking scheme offered the smallest area

dimensions for the circuit.

Fig. 14 The transposition of the

decoder circuit, onto the

clocking schemes. a 4-Phase

2DDWave. b BANCS. c RES.

d USE
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To show an example of the synthesis process, Fig. 17

shows the layouts for the presented clocking schemes. The

area remains the same, the main challenges with the pro-

cess are inherited technology structures.

Our tests have shown that the 2DDWave clocking

scheme scaled with more area compaction efficiency for

our algorithm, the USE and RES clocking schemes

achieved similar results, interchangeably, and the BANCS

clocking scheme resulted in a higher overhead for the

parity generator circuit and kept the compaction unfazed

when mapping the parity checker circuit.

Although the 2DDWave presented better outcomes for

the chosen combinational circuits, allowing three and four

phases layouts, it does not support sequential circuits as

USE, RES, and BANCS. Also, the BANCS clocking

scheme supports a three phase layout and sequential

circuits.

Fig. 15 The transposition of the

1-bit ripple carry adder circuit,

onto the clocking schemes.

a 2DDWave. b BANCS. c RES.

d USE
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5 Conclusion

In this paper, we reviewed the basics of nanomagnetic

logic technology. Moreover, we explained in more depth

the concepts of a clocking scheme and how our design

addresses the issues of thermal noise signal disruptions and

scalability. Also, we discussed the details of the BANCS

Clocking Scheme. To provide a better overview of the

purpose of the design of efficient clocking scheme designs,

we briefly explained the placement and routing problem in

field-coupled nano computing technologies. We also pre-

sented a discussion of the state-of-the-art frameworks and

tools.

Finally, we compare the area compaction across three

other clocking scheme designs proposed for the quantum-

dot cellular automata technology. For the chosen circuits,

the 2DDWave clocking scheme presents the best results,

but it does not support sequential circuits.

With regards to our future work, we aim to explore

further the usage of clocking scheme designs in the

Fig. 16 The transposition of the

parity checker circuit, onto the

clocking schemes. a USE.

b RES. c 4-Phase 2DDWave.

d BANCS
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nanomagnetic logic technology, also, design more efficient

P&R algorithms.

References

1. Anderson, N. G., & Bhanja, S. (2014). Field-coupled nanocom-
puting (1st ed., Vol. 8280). Berlin: Springer.

2. Atulasimha, J., & Bandyopadhyay, S. (2010). Bennett clocking of

nanomagnetic logic using multiferroic single-domain nanomag-

nets. Applied Physics Letters, 97, 173105–173105. https://doi.

org/10.1063/1.3506690.

3. Bhowmik, D., You, L., & Salahuddin, S. (2013). Spin hall effect

clocking of nanomagnetic logic without magnetic field. Nature
Nanotechnology,. https://doi.org/10.1038/nnano.2013.241.

4. Campos, C. A. T., Marciano, A. L., Neto, O. P. V., & Torres, F.

S. (2016). Use: a universal, scalable, and efficient clocking

scheme for QCA. IEEE Transactions on Computer-Aided Design
of Integrated Circuits and Systems, 35(3), 513–517.

5. Cavin, R. K., Lugli, P., & Zhirnov, V. V. (2012). Science and

engineering beyond Moore’s law. In Proceedings of the IEEE
100 (Special Centennial Issue) (pp. 1720–1749).

6. Chih-Tang, S. (1988). Evolution of the mos transistor-from

conception to VLSI. Proceedings of the IEEE, 76, 1280–1326.

https://doi.org/10.1109/5.16328.

7. Csaba, G., & Porod, W. (2010). Behavior of nanomagnet logic in

the presence of thermal noise. In 14th International Workshop on

Computational Electronics (Vol. 75). https://doi.org/10.1109/

IWCE.2010.5677954.

8. Csaba, G., Porod, W., & Csurgay, Á. I. (2003). A computing
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