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Abstract This paper introduces a novel algorithm for

delay extraction-based passive macromodeling of multi-

conductor transmission line type interconnects characterized

by multiport (Y, Z, S, or H) tabulated parameters. The

algorithm determines a unique logarithm of the H parame-

ters, which is then approximated using a low-order rational

function. Subsequently, the DEPACT (delay extraction-

based passive compact transmission line macromodel)

algorithm is applied to obtain a passive and causal macro-

model for SPICE simulation. The new method leads to

compact, low-order macromodels resulting in faster tran-

sient simulations.

Keywords Tabulated data � Macromodeling �
Measurements � Transmission lines � Hybrid parameters �
High-speed interconnects

1 Introduction

With the continually increasing operating frequencies and

circuit densities, accurate and fast signal integrity analysis

is becoming critically important for validation of high-

speed VLSI designs [1–9]. In addition, advanced inter-

connect models are necessary to capture high frequency

effects that have become more pronounced due to the

increased integration of analog circuits with digital

blocks, the demand for lower power consumption, and

miniaturization of designs. These high-speed interconnect

effects include signal distortion, crosstalk, reflection,

attenuation, and delay, which can all severely limit the

overall performance of high-speed systems. Failure to

address these issues can lead to failed product and design

cycles.

Analysis of high-speed interconnects is particularly

challenged by the mixed frequency/time nature of the

problem. This is handled in the recent literature by devel-

oping time-domain macromodels for high-speed inter-

connects. Several techniques can be found in the literature

for macromodeling multiconductor transmission line

(MTL) type interconnects characterized by per-unit-length

(p.u.l) RLGC parameters. The prominent approaches

include method of characteristics (MoC) [7], matrix rational

approximations [6], and delay extraction based methods [9].

However, due to the increasing complexities of high-

speed interconnects, characterization based on multiport

tabulated data (obtained from either measurements or full-

wave electromagnetic simulation) has gained popularity in

the recent years. The multiport parameters can be in the

form of Y (admittance), Z (impedance), S (scattering), or H

(hybrid) data. Consequently, several algorithms for mac-

romodeling tabulated data have been published in the recent

years [1–4]. Prominent approaches in this category obtain a

rational function approximation from the data and subse-

quently, synthesize an equivalent circuit or macromodel for

integration in SPICE-like simulators. However, popular

rational function-based approaches such as vector fitting

[1], are designed for general types of data and may not take

advantage of certain properties of the original network. For

example, if the vector fitting algorithm is applied directly to

tabulated data from MTL type interconnects, it may lead to
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large-order macromodels. This problem gets further

aggravated for transmission lines with long delays.

For the purpose of illustration, consider the interconnect

circuit shown in Fig. 1. Figures 2 and 3 represent the

frequency-domain and time-domain responses of the net-

work, respectively. As seen, the transient response

contains a significant delay, consequently, the frequency-

domain response contains a large number of poles. Hence,

conventional vector fitting [1] will require a very high-

order approximation (in this case 175 poles were required).

This leads to a large system of differential equations to be

solved during transient analysis, requiring excessive CPU

time (14.74 s). On the other hand, Fig. 4 represents the

delay extracted frequency-domain response, which is very

smooth and hence, requires only a few poles for approxi-

mation (in this case 2 poles were required). This leads to a

lower-order macromodel and hence, faster transient anal-

ysis (3.76 s).

In order to address the issue of large order macromodels

for long delay networks, a new algorithm is presented in

this paper. The new algorithm targets MTL type networks

that are characterized by tabulated data. Unlike the con-

ventional vector fitting technique, the new algorithm

explicitly extracts the delay from the tabulated data and

generates the macromodel based on modified Lie cells [9].

The method extends the scope of the DEPACT algorithm

[9] (which was originally developed for macromodeling

MTL networks characterized by RLCG parameters) to

handle MTL networks characterized by tabulated multiport

data. The advantages of the proposed algorithm are as

follows:

1) it leads to low-order macromodels and fast transient

simulations,

2) overcomes the ringing associated with conventional

high-order rational function based macromodels by

virtue of delay extraction and low-order macromodeling.

The necessary theoretical foundations and implementa-

tion details for the proposed algorithm are developed.

Numerical examples are presented to demonstrate the

accuracy and efficiency of the proposed macromodel.

The rest of the paper is organized as follows. Section 2

reviews the underlying theory and methodology for the
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Fig. 1 Circuit for illustration
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Fig. 2 Imaginary part of the frequency-domain response Y11(s)
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DEPACT algorithm. It also reviews conventional macro-

modeling techniques for tabulated data. Section 3 gives a

detailed development of the proposed algorithm and is

followed by Sect. 4, which discusses the passivity of the

proposed macromodel. Sections 5 and 6 present the

numerical results and conclusions, respectively.

2 Review of the DEPACT algorithm and

macromodeling techniques for tabulated data

Consider the multiconductor transmission line system

shown in Fig. 5 with N coupled conductors. This system

can be described by Telegraphers equations as [10]

o

ox
vðx; tÞ ¼ �Riðx; tÞ � L

o

ot
iðx; tÞ;

o

ox
iðx; tÞ ¼ �Gvðx; tÞ � C

o

ot
vðx; tÞ;

ð1Þ

where R 2 R
N�N ;L 2 R

N�N ;C 2 R
N�N , and G 2 R

N�N

are the p.u.l parameters. vðx; tÞ 2 R
N and iðx; tÞ 2 R

N

represent the voltage and current, respectively, as a

function of position, x, and time, t. Equation 1 can be

transformed into the Laplace-domain and solved using the

terminal conditions of the transmission line to obtain [11]

Vðd; sÞ
Iðd; sÞ

� �
¼ H11ðsÞ H12ðsÞ

H21ðsÞ H22ðsÞ

� �
Vð0; sÞ
Ið0; sÞ

� �
ð2Þ

¼ e DþsEð Þd Vð0; sÞ
Ið0; sÞ

� �
; ð3Þ

where

D ¼ 0 �R
�G 0

� �
; E ¼ 0 �L

�C 0

� �
: ð4Þ

Here, V and I represent the Laplace-domain terminal

voltages and currents, respectively, and d is the length of the

line. The multiconductor transmission line system described

by (2) does not have a direct representation in the time-

domain, which makes it difficult to interface with nonlinear

transient simulators. In order to overcome this problem, the

partial differential equations of (1) are approximated using

matrix rational approximations (MRA) [12], which can be

converted into a set of equivalent subcircuits for SPICE

simulation [6].

For long delay lines, the order of the matrix rational

approximation may become very high, leading to large

macromodels and slow transient SPICE simulation. In order

to address this issue, the DEPACT algorithm was developed

[9]. Upon examination of the system in (2), it is clear that the

delay is primarily contributed by E. Therefore, extracting

the delay from the exponential system can be done by sep-

arating the sE term from the exponential matrix function,

eDþsE: Since the matrices D and sE do not necessarily

commute, eDþsE 6¼eDesE: Therefore, an appropriate approx-

imation is required for eDþsE to extract the delay term, sE

from the matrix exponential. In [9], an efficient approxi-

mation is obtained using the modified Lie formula as

eDþsE ffi
Ym
k¼1

Wk þ �m; Wk � e
sE
2me

D
me

sE
2m; ð5Þ

where the error �m ffi Oð1=m2Þ: The above approximation

algorithm can also be adopted for frequency dependent R,

L, C, and G parameters [9].

2.1 Frequency dependent parameters

It is common for the p.u.l parameters of a line to be a

function of frequency, since at high frequencies these

parameters can no longer be approximated as constant. The

maximum delay that can be extracted without affecting the

passivity of the model was found to be E(?) [9]. Let

EaðsÞ ¼ EðsÞ � Eð1Þ ¼ 0 �LaðsÞ
�CaðsÞ 0

� �
; ð6Þ

such that La(s) and Ca(s) are positive definite matrices. The

modified Lie product (5) can be applied to the frequency

dependent matrix exponential solution for distributed

transmission lines, eDðsÞþsEðsÞ; to give

eDðsÞþsEðsÞ �
Ym
k¼1

e
sEð1Þ

2m e
DðsÞþsEaðsÞ

m e
sEð1Þ

2m

� �
: ð7Þ
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Fig. 5 Multiconductor transmission line system
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2.2 Realization of the DEPACT macromodel

The realization of the DEPACT macromodel for transient

analysis purposes is done by noting that (7) can be con-

sidered as a cascade of m transmission line subnetworks.

Each of which can subsequently be viewed as a cascade of

lossy and lossless transmission lines as shown in Fig. 6.

Each of the lossless sections is modeled using the method

of characteristics [13] while the lossy sections are modeled

using matrix rational approximations [6]. By virtue of the

delay extraction process, the frequency dependent function
DðsÞþsEaðsÞ

m leads to a low-order matrix rational realization

[9]. The realization of each lossless section requires only

ideal delay elements, and thus, adds minimal CPU cost to

the transient simulation.

2.3 Macromodeling of tabulated data

The tabulated frequency-domain data characterizing high-

speed circuits is generally given in the form of scattering or

admittance parameters. For the case of admittance param-

eters, the transfer function Y(s) relates the input voltages,

VðsÞ; to the output currents, IðsÞ; via

IðsÞ ¼ YðsÞVðsÞ: ð8Þ

Prominent macromodeling approaches such as vector

fitting [1] approximate each matrix element, Yij(s), using a

rational function in the form

YijðsÞ ¼ di;j þ
XNij

n¼1

ri;j
n

s� pi;j
n

; ði; j 2 1; 2; . . .; LÞ; ð9Þ

where di,j is the coupling constant, Nij is the number of

poles required to approximate Yij(s), pi;j
n are the poles, ri;j

n

are the residues, and L is the number of ports. The rational

approximation is converted into a set of equivalent sub-

circuits for SPICE simulation [5].

As stated in the introduction, for long delays a large

number of poles are required to approximate each matrix

element, leading to large equivalent circuits and slow

simulation times. In addition, if the data characterizes a

transmission line, this method does not make use of any

transmission line characteristics to reduce the order of the

model or improve its efficiency.

In order to overcome the above difficulties, the next

section presents the development of the new algorithm

which extends the scope of the DEPACT algorithm to

handle MTL networks characterized by tabulated multiport

data.

3 Development of the proposed algorithm

In this section, a new algorithm is presented for efficient

macromodeling of multiconductor transmission line struc-

tures characterized by tabulated data. The tabulated data

Ψk
 k = 1
Π
m

Ψk

Subnetwork
k

Ψ1 Ψm

kth DEPACT Cell:

s E (∞)
2me

sE (∞)
2me

  D(s)  E (s)a      +  s

1
Subnetwork

m

(a)

Subnetwork

Lossless

(b)

Delay Element

Lossless

Delay ElementMRA

Lossy

me

Fig. 6 Macromodel realization

of product terms in (7) (MRA:

matrix rational approximation)
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can be in the form of Z, Y, S, or H parameters, which can

be obtained through either measurement or full-wave

electromagnetic simulators. The new algorithm extends the

scope of the DEPACT algorithm, discussed in Sect. 2, to

the case of tabulated multiport transmission line networks.

The proposed algorithm begins by obtaining a unique

matrix logarithm of the H parameters in the system and

subsequently, approximates the logarithm using a low-

order rational function. Next, the DEPACT methodology is

applied to obtain a realization suitable for time-domain

simulation.

3.1 Concept of the proposed algorithm

Consider the H parameters of a multiconductor transmis-

sion line, which can be represented using the exponential

relation as

Vðd; sÞ
Iðd; sÞ

� �
¼

H11ðsÞ H12ðsÞ
H21ðsÞ H22ðsÞ

� �
Vð0; sÞ
Ið0; sÞ

� �

¼ eUðsÞ Vð0; sÞ
Ið0; sÞ

� �
: ð10Þ

Therefore, taking the matrix logarithm of the H

parameters will give the function UðsÞ; i.e.

UðsÞ ¼ log
H11ðsÞ H12ðsÞ
H21ðsÞ H22ðsÞ

� �� �
: ð11Þ

However, the difficulty is that, there are infinite values

for the matrix logarithm, and selecting the appropriate one

for the approximation becomes critically important. This

can be illustrated by considering a two-conductor example.

Let T(s) and KðsÞ be the matrices of eigenvectors and

eigenvalues, respectively, for UðsÞ denoted by

TðsÞ ¼ T11ðsÞ T12ðsÞ
T21ðsÞ T22ðsÞ

� �
; KðsÞ ¼ k11ðsÞ 0

0 k22ðsÞ

� �
:

ð12Þ

Then, we have

UðsÞ ¼ log ðe½UðsÞ�Þ ¼ log ðe½TðsÞ�½KðsÞ�½T�1ðsÞ�Þ
¼ ½TðsÞ� log ðe½KðsÞ�Þ½T�1ðsÞ�: ð13Þ

Evaluating the remaining logarithm in expression (13)

gives

log ðe½KðsÞ�Þ ¼ log ðek11ðsÞ�2jpp1Þ 0

0 log ðek22ðsÞ�2jpp2Þ

� �

¼ k11ðsÞ � 2jpp1 0

0 k22ðsÞ � 2jpp2

� �
;

ð14Þ

where p1 and p2 are integers from -? to + ?. Then, the

possibilities for the matrix logarithm of the entire function,

UðsÞ; are

UðsÞ ¼ ½TðsÞ�
k11ðsÞ 0

0 k22ðsÞ

� �
½TðsÞ�1�

þ j2p½TðsÞ�
�p1 0

0 �p2

� �
½TðsÞ�1�: ð15Þ

All integer values of p1 and p2 would obtain the correct

value for the logarithm in (14). However, selecting arbitrary

p1 and p2 can lead to UðsÞ (as described by (14) and (15)),

which is difficult to fit, thereby yielding inefficient

macromodels (further details are given in Appendix I).

3.2 Formulation of the proposed algorithm

In the case of tabulated multiport Y, Z, S, or H parameters,

the function UðsÞ is not known. The goal is to extract UðsÞ
from the H parameters, so that the DEPACT algorithm can

be applied for macromodeling purposes. However, as dis-

cussed earlier, direct application of the principal matrix

logarithm does not necessarily lead to a UðsÞ that can be fit

using a low-order matrix rational approximation. In order

to overcome the above problem of selecting the appropriate

matrix logarithm, a novel least squares technique is

developed that minimizes the change in logðeUðsÞÞ between

the i and i + 1 frequency points for i 2 ð1; 2; . . .;M � 1Þ;
where M is the number of frequency points. We note that

for N ports, the function logðeUðsÞÞ can be written at the ith

frequency point as

Ui ¼ log
H11ðsiÞ H12ðsiÞ
H21ðsiÞ H22ðsiÞ

" # !

¼

U11;i U12;i . . . U1N;i

U21;i U22;i . . . U2N;i

..

.
. . . . .

. ..
.

UN1;i UN2;i . . . UNN;i

2
666664

3
777775
: ð16Þ

Following a similar derivation as (15) we obtain

Ui ¼ ½Ti�

k11;i 0 . . . 0

0 k22;i
. .

. ..
.

..

. . .
. . .

.
0

0 . . . 0 kNN;i

2
666664

3
777775

8>>>>><
>>>>>:

þ j2p

p1;i 0 . . . 0

0 p2;i
. .

. ..
.

..

. . .
. . .

.
0

0 . . . 0 pN;i

2
666664

3
777775

9>>>>>=
>>>>>;
½T�1

i �; ð17Þ

where at the ith frequency point, Ti are the matrices of

eigenvectors, kkk,i is the principal logarithm of the

Analog Integr Circ Sig Process (2009) 60:13–25 17
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eigenvalues, and pk,i is the kth port integer (positive or

negative) value. The goal is to determine the values of

pk,i+1 that minimize the least squares function

wi ¼
XN

k¼1

XN

l¼1

½ReðUkl;iþ1 � Ukl;iÞ2 þ ImðUkl;iþ1 � Ukl;iÞ2�

ð18Þ

for every i 2 ð1; 2; . . .;M � 1Þ; where M is the number of

frequency points. In order to solve this problem, first, the

pk,1, k 2 ð1; 2; . . .;NÞ; are selected and arbitrarily chosen as

0. Then, (18) is minimized with respect to pk,2 using a

combinatorial optimization algorithm [14] (or equivalently

an exhaustive search algorithm could be used for a small

number of ports). This process is repeated recursively for

i ¼ ð2; 3; . . .;M � 1Þ to determine UðsÞ at all M frequency

points. Once UðsÞ has been found, it is fit with a low-order

matrix rational approximation [1]. The resulting approxi-

mation is in the form

UðsÞ ¼ UFðsÞ þ sUD ð19Þ

where UFðsÞ is a matrix rational function and UD is the

remaining delay term expressed as

UFðsÞ¼
0 UF12

ðsÞ
UF21
ðsÞ 0

� �
;UD¼

0 UD12

UD21
0

� �
: ð20Þ

Then, applying the modified Lie product we obtain the

approximation as

eUðsÞ ¼ eUFðsÞþsUD �
Ym
k¼1

e
sUD
2m e

UF ðsÞ
m e

sUD
2m

� �
: ð21Þ

In order to guarantee accurate transient simulation of the

proposed macromodel, it is necessary that the macromodel

is passive. Details on the passivity of the proposed

macromodel are given in the next section.

4 Passivity of the proposed macromodel

By definition, passivity describes a network that cannot

generate more energy than it absorbs. In addition, a passive

network, when terminated with any other passive load, will

always produce a stable output [15]. Passivity is important

because stable, but non-passive macromodels may lead to

unstable systems when connected to other passive devices

[6]. The necessary and sufficient conditions for the pas-

sivity of admittance parameters, Y(s), are as follows [15].

1) Yðs	Þ ¼ Y	ðsÞ for all complex s, where * is the

complex conjugate operator,

2) Y(s) is positive real, that is, z	TðYðsÞ þ YTðs	ÞÞz
 0

for all complex values of s satisfying ReðsÞ
 0 and

for any complex vector z.

In the proposed algorithm, the exponential function is

approximated as cascade of subnetworks using (21). If each

subnetwork is passive, then the complete macromodel will

be passive. For this purpose, each of the matrices UD12
;

UD21
; UF12

ðsÞ; and UF21
ðsÞ of (20) are made positive defi-

nite using passivity correction algorithms [3]. Using this

information, for lossless sections represented by e
UD
2m ; it can

easily be proven that their transfer function is passive

provided UD is positive real [9]. For lossy sections, the

proof of passivity is given below.

4.1 Passivity of lossy sections

The lossy sections, represented by e
UF ðsÞ

m ; are modeled using

matrix rational approximations [6]. Let

WðsÞ ¼ 0 W12

W21 0

� �
¼ 0

UF12

m
UF21

m 0

" #
¼ UFðsÞ

m
: ð22Þ

The Padé approximation [12], of order n, for the

exponential is

eWðsÞ � Pn;nðWðsÞÞ�1Qn;nðWðsÞÞ ð23Þ

where

Pn;nðWðsÞÞ ¼
XN

i¼0

ðN þ N � iÞ!N!

ðN þ NÞ!i!ðN � iÞ! ð�WðsÞÞi;

Qn;nðWðsÞÞ ¼
XN

i¼0

ðN þ N � iÞ!N!

ðN þ NÞ!i!ðN � iÞ! ðWðsÞÞ
i:

ð24Þ

This can also be written as

Pn;nðWðsÞÞ�1Qn;nðWðsÞÞ¼
Yn=2

i¼1

ðaiU�WðsÞÞða	i U�WðsÞÞ
� ��1

� ðaiUþWðsÞÞða	i UþWðsÞÞ
� �

ð25Þ

for even values of n, and

Pn;nðWðsÞÞ�1Qn;nðWðsÞÞ

¼ a0U�WðsÞ½ ��1 a0UþWðsÞ½ �

�
Yðn�1Þ=2

i¼1

ðaiU�WðsÞÞða	i U�WðsÞÞ
� ��1

� ðaiUþWðsÞÞða	i UþWðsÞÞ
� �

ð26Þ

for odd values of n. Here U represents the unity matrix,

ai ¼ xi þ jyi are complex roots for i [ 0 (* represents the

complex conjugate operator) and a0 is a real root. The

complex product terms can be expanded as in (27), shown

on the top of the next page, while the real product terms

can be defined as

18 Analog Integr Circ Sig Process (2009) 60:13–25
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a0UþWðsÞ½ � ¼
a0U W12

W21 a0U

� �
;

a0U�WðsÞ½ � ¼
a0U �W12

�W21 a0U

� �
:

ð28Þ

Next, note that the product terms are a hybrid parameter

representation. Converting the complex product terms in

(27) to admittance parameters gives

Y11 ¼ Y22 ¼
ðx2

i þ y2
i Þ

4xi
W�1

12 þ
W21

4xi

þ xi ðx2
i þ y2

i ÞW�1
21 þW12

� ��1
;

Y12 ¼ Y21 ¼ �
ðx2

i þ y2
i Þ

4xi
W�1

12 �
W21

4xi

þ xi ðx2
i þ y2

i ÞW�1
21 þW12

� ��1
:

ð29Þ

The real product terms in (28) give the admittance

parameters as

Y11 ¼ Y22 ¼ a0

2
W�1

12 þ 1
2a0

W21;

Y12 ¼ Y21 ¼ � a0

2
W�1

12 þ 1
2a0

W21:
ð30Þ

Then, the admittance parameters are written in the form

Y ¼ Y11 Y12

Y21 Y22

� �
¼ H �H
�H H

� �
þ X X

X X

� �

¼ D1 þ D2 ð31Þ

where

H ¼ ðx
2
iþy2

i Þ
4xi

W�1
12 þ W21

4xi
;

X ¼ xi ðx2
i þ y2

i ÞW�1
21 þW12

� ��1
ð32Þ

for the complex product admittance terms in (29), and

H ¼ a0

2
W�1

12 ; X ¼ 1

2a0

W21; ð33Þ

for the real product terms in (30).

In order to prove the admittance parameters are passive,

they must satisfy the passivity conditions described earlier.

The first passivity condition is satisfied since the coeffi-

cients of the Padé approximation are real. It remains to

show (31) is positive real for the definitions in both (32)

and (33). To accomplish this, we use the following prop-

erties of positive real matrices.

a) The addition of two positive real matrices is a positive

real matrix.

b) The inverse of a positive real matrix, if it exists, is a

positive real matrix.

In order to prove the D1 and D2 are positive real, note

that the matrices H and X defined in (32) and (33) are

positive real using properties a) and b) provided W12 and

W21 are positive real. Next, write D1 and D2 as congruence

transforms of positive real matrices

D1 ¼WT
HdiagðH; 0ÞWH

D2 ¼WT
XdiagðX; 0ÞWX

ð34Þ

where

WH ¼
U �U
0 U

� �
; WX ¼

U U
0 U

� �
: ð35Þ

It is clear from (34) that since diagðH; 0Þ and diagðX; 0Þ
are positive real, D1 and D2 are positive real. Consequently,

this means the admittance parameters are positive real

provided W12 and W21 are positive real, and all subsections

macromodeled using this technique passive.

A summary of the steps involved in the proposed

algorithm for macromodeling a single set of multiconduc-

tor transmission lines is presented (in the form of

pseudocode) in Algorithm 1.

Algorithm 1 Pseudocode for the proposed macromodel

Step 1: Obtain tabulated frequency-domain response

data for the line in the form of H parameters, H(si), for

i 2 ð1; 2; . . .;MÞ; where M is the number of distinct

frequency points.

Step 2: Calculate the matrices of eigenvectors and

eigenvalues, T(si) and KðsiÞ; respectively, of the H

parameters, H(si), at each of the i [ (1, 2,…,M)

frequency points.

Step 3:

for i = 1 : M - 1 do

Solve the least squares combinatorial optimization

problem in (18) for the integer values pk,i that minimize

the least squares difference between the ith and (i + 1)th

frequency point using pk,i = 0 for i = 1.

end for

Step 4: Apply the vector fitting algorithm [1] to obtain a

low-order rational approximation for the resulting log-

arithm function, UðsÞ:

ðaiU�WðsÞÞða	i U�WðsÞÞ
� �

¼
ðx2

i þ y2
i ÞUþW12W21 �2xiW12

�2xiW21 ðx2
i þ y2

i ÞUþW12W21

" #

ðaiUþWðsÞÞða	i UþWðsÞÞ
� �

¼
ðx2

i þ y2
i ÞUþW12W21 2xiW12

2xiW21 ðx2
i þ y2

i ÞUþW12W21

" # ð27Þ
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Step 5: Apply passivity test and correction algorithms

[3, 4] on the matrix rational approximation of UðsÞ to

ensure a positive real matrix function.

Step 6: Apply the modified Lie product to obtain an

approximation of the matrix exponential function eUðsÞ

in the form of (21) and subsequently, obtain an

equivalent circuit (or macromodel) for integration into

SPICE-like simulators.

5 Numerical results

This section presents several numerical examples that val-

idate the accuracy and efficiency of the proposed algorithm.

The proposed algorithm is compared to the conventional

rational function based vector fitting algorithm [1]. Tran-

sient simulations were performed using HSPICE on an Intel

Core T7200 2 GHz CPU.

5.1 Example 1

In this example, we consider the four-port transmission line

shown in Fig. 7, characterized by tabulated frequency-

domain admittance parameters. The sample frequency-

domain plots in Fig. 8 illustrate the conventional vector

fitting approximation (146 poles) and the proposed

approximation (38 sections) in good agreement with the

original tabulated data.

Next, the proposed macromodel was excited by a pulse

with 0.1 ns rise/fall times and 15 ns pulse width. The pro-

posed model required 3.74 s to simulate, compared to

163.92 s for the conventional vector fitting macromodel.

A sample comparison of the transient responses shown in

Fig. 9 illustrates that both macromodels are in good agreement.

5.2 Example 2

In this example, we consider the ten-port transmission line

shown in Fig. 10. Conventional vector fitting required 280

poles to fit the admittance response matrix while the pro-

posed algorithm required 12 sections in the modified lie

formula. It is clear from Fig. 11 that the proposed fitting
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Fig. 8 Frequency-domain comparison for example 1 (VF: vector

fitting)

0 20 40 60 80 100
−1

−0.5

0

0.5

1

1.5

Time (ns)

v ou
t (

V
ol

ts
)

Proposed Macromodel
Conventional VF Macromodel

Fig. 9 Comparison of transient response for example 1 (VF: vector
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algorithm and the conventional vector fitting algorithm are

in good agreement with the original data.

Next, the macromodel designed via conventional vector

fitting was excited using a trapezoidal pulse with 0.1 ns rise/

fall times and 10 ns pulse width. The model required 383.42

s to simulate, compared to 2.28 s for the proposed macro-

model. Sample comparisons for the transient responses at

v1out and v2out are shown in Fig. 12. As seen, the transient

response from both the vector fitting macromodel and the

proposed macromodel are in good agreement.

5.3 Example 3

In this example, we consider a practical interconnect system

corresponding to a line card packet interface (level 4 phase

2 (SPI4.2)) that uses standard low-voltage differential sig-

naling (LVDS) with a 1 GBps data rate. Figure 13(a) shows

the circuit topology. Here the transmission medium is

comprised of a pair of coupled traces routed in a dual stri-

pline configuration whose cross section is shown in

Fig. 13(b). The output buffer characteristics at the driving

point impedance are represented by a pair of differential
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Fig. 11 Frequency-domain comparison for example 2 (VF: vector

fitting)
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fitting)
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current sources. The receiver is represented by its input

capacitance of 5 pF (since the peak-to-peak voltage swing

is not very high on a lossy long transmission line structure,

the electrostatic discharge (ESD) protection diodes will not

turn on and can be neglected). The proposed algorithm

required 20 segments to accurately model the admittance

parameters in the network. In comparison, conventional

vector fitting required 84 poles to accurately model the

admittance parameters. A sample frequency-domain fitting

is shown in Fig. 14.

Next, each current source in the proposed macromodel

was excited with periodic input pulse of 7.5 mA peak-to-

peak current, 0.1 ns rise/fall times, pulse width of 0.8 ns,

and a period of 2 ns. A transient response comparison of

the output is given in Fig. 15 and illustrates both macro-

models are in good agreement.

A summary of the CPU time and speed-up comparison

for all the three examples is given in Table 1. Table 2 gives

a summary of the order for all 3 examples.

5.4 Discussion of computational results

In this section, a discussion of numerical results with

respect to the proposed algorithm is given.
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Fig. 13 Circuit configuration for example 3 (s: conductor edge-to-

edge separation, w: conductor width, t: conductor thickness, h1:

dielectric slab thickness, h0: height from trace to reference plane)
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fitting)
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Fig. 15 Comparison of transient response of v2out for example 3 (VF:

vector fitting)

Table 1 A summary of the CPU performance of the macromodels

during transient analysis

Proposed model (s) Vector fit model (s) Speed-up

Example 1 3.74 163.92 44

Example 2 2.28 383.42 168

Example 3 9.92 77.89 8

Table 2 A summary of the order of the macromodels

Number

of ports

Proposed

(segments)

Vector fit

(poles)

Delay

(ns)

Example 1 4 38 146 8

Example 2 10 12 280 1

Example 3 4 20 84 3.5
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CPU speed-up: It is to be noted that, for the case of

the conventional vector-fitting algorithm, the data

including delay is modeled using a rational function in

the frequency-domain or equivalently, a sum of expo-

nential terms in the time-domain. For modeling long

delays, a high number of poles is required. This leads to

a large system of differential equations to be solved

during transient analysis, requiring excessive CPU time.

In addition, the presence of widely varying poles can

force the step size to be much smaller during transient

analysis, thereby causing further longer simulation times.

On the other hand, a significant speed up is achieved

using the proposed macromodel, due to its ability to

extract the delay and to represent it explicitly. This is

because, in circuit simulators, any explicit delay is

modeled as an ideal delay element, which does not

contribute significantly to the CPU cost of simulation.

This leads to lower-order macromodels and faster tran-

sient analysis.

Ripple free initial delay portion: Another important

advantage of the proposed macromodel is that it overcomes

the artificial ringing in the response associated with the

conventional vector fitting macromodel. This is illustrated

by expanding the early time view of the transient response

in Fig. 3, and is given in Fig. 16. It is to be noted that, the

primary cause of the ringing in conventional vector-fitting

based macromodels is due to approximating the delay

using a sum of exponential terms. Consequently, con-

volving the time-domain impulse response (transfer

function), which has a nonzero value over the delay por-

tion, with the input leads to finite output (causing early

time ripples). On the other hand, using ideal delay ele-

ments, the delay is taken exactly as 0, which leads to zero-

output when the input is convolved with the transfer

function.

6 Conclusion

In this paper, a new method for producing passive and

compact macromodels for multiconductor transmission

lines described by tabulated multiport data has been

developed. The algorithm obtains a novel logarithm of the

hybrid parameters using a least squares optimization algo-

rithm and subsequently, approximates the logarithm using a

low-order passive matrix rational function via the vector

fitting algorithm. Next, the DEPACT algorithm is applied to

obtain a passive, compact macromodel for SPICE simula-

tion. The proposed algorithm extends the DEPACT

algorithm to tabulated data and is substantially more effi-

cient than conventional vector fitting-based macromodels,

which require high-order rational approximations for long

delay lines.

Appendix I: Rational fitting of the principal logarithm

In general, the principal matrix logarithm1 is used when

evaluating (14) [16]. In the example described by (14),

k11(s) and k22(s) represent the principal logarithm values.

However, it may not necessarily be possible to obtain a

low-order rational approximation for UðsÞ represented by

the principal logarithm.

To illustrate this issue, consider a two-port transmission

line described by (2) with known RLCG p.u.l parameters.

Let k11(s) be an eigenvalue obtained from the eigen-

decomposition of the matrix D + sE. The imaginary part of

this eigenvalue is shown in Fig. 17(a) as the original

eigenvalue (using a dashed line). Note that, at the ith fre-

quency point, its value is slightly below p and at the

(i + 1)th frequency point the imaginary part is slightly

above p. Next, we consider the effects of obtaining UðsÞ
through the principal logarithm of logðeDþsEÞ: For this

purpose, UðsÞ is obtained using the principal logarithm and

(15). The corresponding eigenvalue (obtained through the

principal logarithm) is shown in Fig. 17(a) (using a solid

line). It is clear that, at the ith frequency point, the eigen-

value obtained through the principal logarithm is in

agreement with the original eigenvalue since the original

eigenvalue is between p and -p. However, at the (i + 1)th

frequency point, the eigenvalue obtained through the prin-

cipal logarithm is shifted by -2p (forced into the range -p
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Fig. 16 Expanded view of the time-domain response in Fig. 3 (VF:

vector fitting)

1 If A ¼ eX; then the principal logarithm of A gives the value of X
such that the imaginary part of all the eigenvalues of X lies between

-p and p [16].
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to p). A similar result occurs as the imaginary part of the

original function passes through all integer multiples of p.

In Fig. 17(b), the effects of obtaining UðsÞ through the

principal logarithm are shown with respect to the real part

of U12ðsÞ: It is clear that the sharp change in the principal

logarithm between the frequency points i and i + 1 would

require a high-order rational approximation to obtain an

accurate fit compared to the original function. On the other

hand, the original function is much smoother through these

points and can easily be fit using a low-order rational

function.
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