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Abstract

Extending the main result of Lorscheid and Weist (2015), in the first part of this paper we
show that every quiver Grassmannian of an indecomposable representation of a quiver of
type D, has a decomposition into affine spaces. In the case of real root representations
of small defect, the non-empty cells are in one-to-one correspondence to certain, so called
non-contradictory, subsets of the vertex set of a fixed tree-shaped coefficient quiver. In the
second part, we use this characterization to determine the generating functions of the Euler
characteristics of the quiver Grassmannians (resp. F-polynomials). Along these lines, we
obtain explicit formulae for all cluster variables of cluster algebras coming from quivers of
type D,,.

Keywords Quiver Grassmannians - Extended Dynkin quivers - Cell decomposition -
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1 Introduction

Motivation A quiver Grassmannian is a projective variety attached to a fixed quiver repre-
sentation which parametrizes subrepresentations of a fixed dimension vector. In the last 25
years, interest in quiver Grassmannians has grown rapidly which also relies on the fact that
generating functions for the Euler characteristics of quiver Grassmannians of exceptional
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representations can be found as cluster variables [6]. While explicit formulae for the Euler
characteristics of quiver Grassmannians are out of reach in general since quiver Grassman-
nians can be arbitrarily complicated (see [25]), such formulae were established for quivers
of (extended) Dynkin type A by Haupt in [19].

In this paper, which is the second part of a series of two papers, cf. [22], we exhibit
formulae for quivers of (extended) Dynkin type D, which treats a second important class
of quiver Grassmannians. For more details on the relevance of these results, we refer the
reader to the introduction of [22].

Synopsis We briefly explain the strategy of our approach to caluculate the Euler character-
istic for type D-quiver Grassmannians. Denoting the unique imaginary Schur root by §, it
is shown in [22] that every quiver Grassmannian of a real root representation of dimension
a with (§, @) = —1 has a cell decomposition into affine spaces. Moreover, it is also shown
that this is true for every indecomposable representation lying in an exceptional tube and
for every Schur representation of dimension 4.

Passing to dual representations, this result can be easily extended to all indecomposable
real root representations of dimension « of small defect, i.e. |(8, «)| < 1. We use this result
to obtain the first main result of this paper, which says that this statement is in fact true for
every indecomposable representation of type D,.

The focus of this second part of our series of papers is on the generating functions of
the Euler characteristics of quiver Grassmannians (resp. F-polynomials) of indecomposable
representations of ﬁn, i.e. for a fixed representation M of Q, we consider

Fy() = ) x(Gre(M)x‘.
eeNQg

Thanks to the Caldero-Chapoton-formula, see [5] and [6], this also builds the bridge to
cluster algebras, which were introduced in [17] and whose theory developed rapidly within
the last ten years. We refer to the introduction of the first part [22] for more details.

Initially, we use the combinatorial description of the non-empty cells in terms of non-
contradictory subsets of a particular coefficient quiver in [22] to obtain explicit formulae
for the F-polynomials of indecomposable representations of small defect. Surprisingly, it
turns out that the F-polynomials of all preprojective (resp. preinjective) representations of
small defect only depend on the F-polynomials of certain preprojective (resp. preinjective)
representations, whose dimension vector is smaller than the imaginary Schur root 8, and
the F-polynomials of representations lying in homogeneous tubes. For the latter ones, we
also have explicit descriptions which then gives explicit formulae for all F-polynomials.
For representations lying in exceptional tubes an analogous phenomenon arises.

Subsequently, the results of the first part can be used to obtain explicit formulae for the
F-polynomials of all indecomposable representations of dimension « of large defect, i.e.
I8, )| = 2.

Using the Caldero-Chapoton-formula, these results can now be used to obtain an explicit
description of all cluster variables of mutation finite cluster algebras coming from quivers
of type D,.

Connections to previous results The formulae for F-polynomials of representations of
large defect can also be obtained by applying the multiplication formula of [7].

The formulae we obtain for representations of small defect differ from those present in
the literature as they state relations between F-polynomials from different components of
the Auslander-Reiten quiver. Moreover, it is possible to state an explicit formula for the
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F-polynomial of any representation in terms of F-polynomials of indecomposables whose
dimension is smaller than §. Those formulae which are known to us and which are present in
the literature are mostly of recursive nature and between F-polynomials of representations
from one component of the Auslander-Reiten quiver, see [15, 20]. But clearly, it would be
interesting to investigate if there is a direct way to obtain our formulae from the present
recursive formulae.

As far as mutation finite cluster algebras are concerned, the approach of calculating the
F-polynomials in order to determine cluster variables was mainly applied to cluster algebras
of type A and only partially for type D, see [9, 10, 15, 19] and [16].

Finally, we note that cluster algebras of type D, also arise from surfaces. This yields
a combinatorial description of the cluster variables in terms of perfect matchings of edge-
weighted graphs coming from triangulations of the corresponding surface, see [23]. Thus,
in theory, the Euler characteristics could be determined using this approach, but this has
not been carried out yet in the case of quivers of type D,. In particular, it is not clear if
our explicit formulae for the F-polynomials can be obtained using this description. From
the representation-theoretic point of view, this approach would also be unsatisfactory as it
does not use the geometry of the quiver Grassmannians themselves. We should point out
that it is not clear at all how these two combinatorial descriptions fit together. Actually, this
would be very interesting to investigate. However, since the shape of the formulae, which
are obtained with our approach, are indeed easy, there is hope for a generalization to other
mutation finite cluster algebras.

Schubert Decomposition For Schubert decompositions of quiver Grassmannians of inde-
composable real root representations M of small defect of a quiver of type D,,, which are in
fact cell decompositions into affine spaces, we consider the coefficient quivers Iy listed in
[22, Appendix B]. Recall that every subset 8 C (I"ar)o of cardinality e defines a possibly
empty Schubert cell Cé” C Gr,(M) induced by the Schubert decompositions of the prod-

uct of usual Grassmannians [] Gr, (My). The first aim of this paper is to generalize

q€Qo
Theorem 4.4 of [22] to all indecomposable representations of D,,, i.e.:

Theorem A Let M be an indecomposable representation of D,,. Then there exists a coef-
ficient quiver Ty of M such that the Schubert decomposition Gro,(M) = ]_[Cg” is a
decomposition into affine spaces and empty cells. Here B runs through all subsets of (I p1)o
of cardinality e.

The generalization of Theorem 4.4 of [22] to representations of large defect and to repre-
sentations of the homogeneous tubes is subject of Section 2. Since the quiver Grassmannians
of representations lying in the homogeneous tubes behave similar to those of large defect,
throughout the paper, we exclude them when referring to representations of small defect.
While the construction of the cell decompositions of quiver Grassmannians of representa-
tions of small defect is highly combinatorial, in the cases of large defect the main idea is to
consider exact sequences which are close to being almost split. It turns out that every inde-
composable representation B of large defect can be written as the middle term of such a
sequence between indecomposables M and N of small defect. In particular, there exists a
coefficient quiver of B with vertex set (I'3r)o U (I'y)o where '3y and Ty are those consid-
ered in [22]. Generalizations of results of [5] can be used to show that this setup preserves
cell decompositions in such a way that every pair of subsets (8, 8") of (I'yr)o x (I'x)o deter-
mines a (possibly empty) cell C g Py of a certain quiver Grassmannian of the middle term
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which turns out to be an affine space. Since all cells can be obtained using this construc-
tion, this already proves that every quiver Grassmannian of indecomposables of large defect
has a cell decomposition into affine spaces, see Theorem 2.17 and also Section 2.4 for the
notion of non-contradictory subsets:

Theorem B Let B be a real root representation of defect —2. Then there exist indecompos-
able representations M and N of defect —1 and respective coefficient quivers I'jyy and I'y
such that the (induced) Schubert decomposition

Gr.(B) =[] Cl 4,

is a decomposition into affine spaces and empty cells. Here (8, B) runs through all non-
contradictory subsets of (I'yr)o x (U n)o such that the cardinalities of B and B’ sum up to
e.

There is also a very explicit description in terms of the Auslander-Reiten quiver of those
pairs corresponding to an empty cell. As shown in [5], in the case of almost split sequences
there is only one such pair, consisting of the cokernel and the trivial subrepresentation.

With similar methods we can also show that every quiver Grassmannian of an indecom-
posable representation lying in one of the homogeneous tubes has a cell decomposition into
affine spaces, see Theorem 2.24.

In this paper and also in [22] we consider preprojective representations rather than prein-
jective ones. In Section 2.9, we prove that passing to the opposite quiver and to dual
representations Schubert decompositions are preserved. Thus all results can be transferred
to the case of preinjective representations in the natural way.

Theorems A and B have strong implications on the geometry of Gr, (M), see [21, Section
6]. In particular, we can compute the Euler characteristic of Gr,(M) as

x(Gre(M)) = #{B C (I'n)o of type e such that Cg” is not empty }.

If, in addition, Gr, (M) is smooth, the closures of the non-empty Schubert cells form an addi-
tive basis for the singular cohomology ring of Gr.(M) and it follows that the cohomology
is concentrated in even degree.

The construction of the cell decompositions in terms of those of representations of small
defect yields a description of the F-polynomial of the indecomposables of large defect, see
Theorem 2.19. As already mentioned, in terms of cluster algebras this result translates to
the well-known multiplication formula of [7]. As far as cluster variables are concerned, we
are thus left with the determination of F-polynomials of indecomposables of small defect.
The investigation of F-polynomials and the derivation of explicit formulae is the main topic
of Sections 3, 4 and 5.

Calculation of F-poynomials As already mentioned, the F-polynomials of representations
of the homogeneous tubes play an important role in the formulae for F-polynomials of
arbitrary indecomposable representations. They only depend on the dimension vector and
are independent of the chosen tube, we denote them by F;s throughout the paper. This is
straightforward with the methods of this paper, but also known for general affine quivers,
see [14, Lemma 5.3]. With the results obtained there, also the F-polynomials of general
representations (which means that they decompose into certain Schurian representations) of
non-Schurian roots, can be determined recursively.
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Considering the cell decompositions into affine spaces, we first obtain a recursive for-
mula for F,s which can be used to obtain an explicit formula in terms of Fs in Corollary

5.13:
1 1 Fs
Fos = Z(MJI — A1) where z = 51/Fs2 —4x8, Ay = - *z

Besides the combinatorial description of the non-empty cells, there are two other main
ingredients which are used to obtain explicit, i.e. non-recursive, formulae for the F-
polynomials of indecomposable representations. The first one is studied in Section 3. The
main idea is to reduce the determination of the F-polynomials to smaller quivers, i.e. D, for
n < 6. Here we use that most linear maps corresponding to indecomposable representations
of D, for large n are isomorphisms. In combination with the reflection functor introduced
in [3], it turns out that this is a powerful tool. In Section 4, we review the reflection functor
and its consequences for quiver Grassmannians, which were also studied in [31] and [13].

If D, is in subspace orientation, we are left with counting admissible subsets as defined
in Section 5.7. Since the coefficient quivers under consideration follow a certain recursion
and since the description of these subsets is very easy (and again easier for n < 6), we get
recursive formulae for the F-polynomials. It turns out that these recursive formulae can be
used to obtain explicit formulae for all F-polynomials of real root representations of small
defect in Section 5. All these explicit formulae are in terms of the F-polynomials F,.s from
above and of certain indecomposable representations whose dimension is smaller than §.
Since there also exists an explicit formula for F;s in terms of Fjs, we are left with the easy
task of calculating F-polynomials of representations of dimension & < §. While these F-
polynomials do depend on the orientation of D,,, the upshot is that the formulae for the
remaining F'-polynomials turn out to be independent of the orientation.

In order to state the main result of the second part, we need some notation. If « is a real
root, we denote by M, the unique indecomposable representation of this dimension and by
F, the corresponding F-polynomial. In a tube of rank ¢ there exist # chains of irreducible
morphisms

Mo —> Moo — ...—> Mo;—1 > M1o:=Ms —> M1 — ...

where the m;(r) := dim M,; are real roots and the indecomposable representations M, o of
dimension 7§ are uniquely determined by this chain. Furthermore, for every real root « in
the tube of rank ¢ there exists an exceptional root m;(0) such that « = r§ 4 m;(0). Under
the convention that F,, = 0 if « € Z Qg has at least one negative component and setting
m;(0) := §, we obtain the second main result of this paper, see Theorems 2.19, 5.15, 5.19
and 5.26:

Theorem C (i) For the representations M, (), where | = 0,...,t — 1 (lying in the
exceptional tube of rank t) and r > 1, we have

Fur) = Fuy) Frs + X" O Foy 0oy 0 Fir— 15
(ii) Let M be preprojective of defect —1 such that tyy = dimM —ré < 6. If § — ty is
injective, we have
FM = FtMFr(S —X(SF(,-_l)(s.
If 8 — tyr is not injective, we have

-1
Fy = Fyy, Frs —xt M FS—‘L"ltMF(V—])s'

Here 1 is the Auslander-Reiten-translation.
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(iii) Let B be an indecomposable representation of defect —2 which is not projective. Then
there exist indecomposable representations M and N of defect —1 such that

Fp=FnFy — Xdi*mr_lMFN/rlw

(iv) Passing to the dual, we obtain analogous formulae for indecomposable representa-
tions of positive defect.

Note added in proof Meanwhile Cerulli Irelli, Esposito, Franzen and Reineke have
extended in [11] the results of this paper and established Schubert decompositions of quiver
Grassmannians for all tame quivers. The methods are similar to those in this second part of
our series of two papers; in particular, they manage to avoid the arguments from our first
part [22] completely.

2 Schubert Decomposition of Quiver Grassmannians

One main result of this section is that every quiver Grassmannian of an indecomposable
representation of a quiver of type D, of large defect has a cell decomposition into affine
spaces, see Section 2.7. With similar methods, we can show that this is also the case for
indecomposable representations of the homogeneous tubes, see Section 2.8. This can be
used later to obtain formulae for the F'-polynomials.

In order to prove this, we first introduce notation in Sections 2.1 and 2.3. In Section 2.2,
we recall some results from the theory of cluster algebras which are linked to our consider-
ations. In Sections 2.5 and 2.6, we state lemmas that are important for the proof of the main
results.

Finally, we show in Section 2.9 how the results can be used to pass from representa-
tions of negative defect to representations of positive defect (resp. from preprojectives to
preinjectives).

2.1 Quiver Representations

We fix k = C as our ground field. This suffices for the application of the results to cluster
algebras. Actually, all results concerning the representation theory of quivers and quiver
Grassmannians of representations remain true when passing to any algebraically closed field
k.

We shortly review some basics on quiver representations, see [1] and [12] for more
details. Let O = (Qo, Q1) be a quiver with vertices Q¢ and arrows Q1 denoted by p LI q
orv: p — q for p,q € Qp. We assume that O has no oriented cycles. In most parts of this
paper, we consider quivers Q of extended Dynkin type D,, i.e. the underlying graph of Q is

qb b ) Un—5 C/ qc
T a1 % s —— -4 —_
d qd

9a a

A vertex p € Qg is called sink if there does not exist an arrow p LN q € Q1. A vertex
q € Q) is called source if there does not exist an arrow p LN q € Q. For an arrow
p LN q,lets(v) = p and #(v) = q. We denote by a(p, ¢) the number of arrows from p to
q. For a vertex p € Qy, let

Np:={geQol3p—>qecQ vig—> pe 0}
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be the set of neighbors of p. Consider the abelian group Z Qo = €5 7€00 Zq and its monoid
of dimension vectors NQg. A finite-dimensional complex representation M of Q is given
by a tuple

M = ((Mq)quoa (M, : Ms(v) — Mt(v))vte)

of finite-dimensional complex vector spaces and C-linear maps between them.

Let Rep(Q) denote the category of finite-dimensional representations of Q. The dimen-
sion vector dimM € NQg of M is defined by dim M = quQo dimy Myq. Let Ry (Q)
denote the affine space of representations of dimension «. Moreover, we denote by Q°P
the quiver obtained from Q when turning around all arrows. Taking dual vector spaces and
adjoint linear maps for each arrow, we obtain the dual representation M* of Q°P for every
representation M of Q.

On Z Qo we have a non-symmetric bilinear form, the Euler form, which is defined by

(o, B) = Z aqﬂq - Z as(v)ﬂt(v)

q€Qo veQ

for o, B € ZQop. Recall that for two representations M, N of Q we have
(dim M, dim N) = dimy Hom(M, N) — dimy Ext(M, N) 2.1)

and Ext’ (M,N) = 0 fori > 2. For two representation M and N, define [M, N] :=
dim Hom(M, N). As usual let M+ = {N ¢ Rep(Q) | Hom(M, N) = Ext(M, N) = 0}.

A dimension vector « is called a root if there exists an indecomposable representation of
this dimension. It is called Schur root if there exists a representation with trivial endomor-
phism ring with this root as dimension vector. A representation M with o = dim M is called
exceptional if we have Ext(M, M) = 0. In the case of real roots, i.e. if (&, @) = 1, there
only exists one indecomposable representation M up to isomorphism having « as dimension
vector. We denote this representation by M. We denote by S, the simple representation
corresponding to the vertex g and by s, its dimension vector.

If Q is of extended Dynkin type, we denote by § the unique imaginary Schur root which
is actually independent of the orientation. Following [12, Section 7], the defect of a repre-
sentation M is defined as §(M) := (8, dim M). Clearly the defect is additive on dimension
vectors. For indecomposables of quivers of extended Dynkin type D, we have |§(M)| < 2.
We say that an indecomposable representation M has small defect if |§(M)| < 1 and
large defect if |§(M)| = 2. As already mentioned, we exclude the representations from the
homogeneous tubes when referring to representations of small defect.

2.2 Quiver Grassmannians, Cluster Algebras and F-polynomials

For a representation M with m = dim M, the quiver Grassmannian Gr,(M) is the set
of subrepresentations U of M with dimU = e. It is a closed subvariety of the product
]_[quO Gr(ey, mgy) of the usual Grassmannians Gr(ey, ny).
Let Q[xqil | ¢ € Qo] be the Q-algebra of Laurent polynomials in the variables x, for
q € Qp. Denoting by x the Euler characteristic in singular cohomology, as in [5], we set
Xp= Y x(Gre(M)) [T xg "0,

eeNQo q€Qo

With Q we can associate a cluster algebra .27 (Q), which were introduced by [17], and
its cluster category ‘KQ introduced in [4]. We cite [6, Theorem 4]:
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Theorem 2.1 The correspondence M + X,y provides a bijection between the set of
indecomposable objects of € without self-extensions and the set of cluster-variables of

A (Q).

Actually, this bijection restricts to a bijection between indecomposable exceptional repre-
sentations of Q and cluster variables of <7 (Q) excluding the initial variables. In [7, Theorem
2], which generalizes [5, Proposition 3.10], the following multiplication formula is shown:

Theorem 2.2 Let M and N be indecomposable objects of €p such that
dim Ext<gQ (M, N) = 1. Then we have

XuXy =Xp+Xp
where B and B’ are up to isomorphism the unique middle terms of the non-split triangles

N—-B—->M-—-SN, M— B — N— SM.

Note that we have
dim Extch (M, N) =dimExt(M, N) + dimExt(N, M),

see [4]. Moreover, if Ext(M, N) = k, the middle term B is the one induced by the non-
splitting sequence in the module category. But since Ext(N, M) = 0 in this case, using
the terminology of [6], the middle term B’ is just an object of €. But it actually has a
corresponding representation in the module category which can be determined explicitly.

In this paper, we mostly consider the generating function F; of the Euler characteristics
of the corresponding quiver Grassmannians of M, also called F-polynomial, i.e.

Fu(x) = Y x(Gre(X))x®
eeNQg

where x¢ = ]_[quO xf," for e € NQo, see also [13]. It is closely related to the cluster
variables X ;. Indeed, setting

my = Z a(p,q)m, —my

reQo
and considering the variable transformation x, > x(/] with
r_ alq,p)—a(p.q)
xo= [T ’

reQo

it is straightforward to check that we have
Xy = x" Fy(x).
2.3 Coefficient Quivers and Schubert Decomposition

We introduce coefficient quivers and tree modules following the presentation given in [26].
Let Q be a quiver, « € NQg a dimension vector and M with dim M = « a representation
of Q. A basis of M is a subset Z of P, My such that

By =FBNM,
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is a basis of M, for all vertices g € Qy. For every arrow p LN g, we may write M, as a
(g x ap)-matrix M, g with coefficients in k such that the rows and columns are indexed
by %, and %), respectively. If

My(b) =Y b/

be%,
with Ay, € k and b € %, we obviously have (M, ), = A .

Definition 2.3 The coefficient quiver I'(M, %) of a representation M with a fixed basis &
has vertex set % and arrows between vertices are defined by the condition: if (M, )y, #
0, there exists an arrow (v, b, b’) : b — b'. If A is ordered linearly, we say that I'(M, %)
is an ordered coefficient quiver.

A representation M is called a tree module if there exists a basis Z for M such that the
corresponding coefficient quiver is a tree.

Note that we obtain a natural map F : I'(M, %) — Q. In order to shorten notation, we
sometimes denote an arrow (v, b, b’) by v where p > gisthe corresponding arrow of the
original quiver.

We shortly recall the notion of Schubert decompositions of quiver Grassmannians,
see [21]. Let M be a representation with ordered basis % and corresponding coefficient
quiver I'ys. By py 5, Wwhere v : p — ¢ is an arrow in Q) and s € F_l(p) and
t € F~1(g), we denote the corresponding matrix coefficient corresponding to the linear map
M,,. The induced Schubert decomposition of the usual Grassmannian induces a Schubert
decomposition of the corresponding quiver Grassmannians

Gr,m)= ] ¢4

BC A
of type e

where the affine varieties CM are obtained as subset of the matrix space Matgx  with
variables w;; fori, j € . Let V(M, ) be the vanishing set of the polynomials

E(Us z, S) - E My s ¢ Wr p' W' s - E My, st Wy’ s

(v,8',1")el (v,s',1)el

for all arrows v : p — ¢ in Q; and all vertices s € F~1(p) and ¢ € F~!(g). For a subset
B of $B, amatrix w € Matgy 5 is in B-normal form, if it satisfies

(NF1) w;; =1foralli € 8,

(NF2) w; j=0foralli, j € B with j # 1,

(NF3) w;j=0foralli € Zandje g withj <i,
(NF4) w; j=0foralli € Zand j € # — B, and
(NF5) w; j =0foralli € ), and j € B, with p # q.

Now the Schubert cell Cé” is the intersection of V (M, B) with the solution set of (NF1)-
(NF5). An arrow (v, s, t) of I'j; is extremal if for all arrows (v, s', 1) € (T'yy); eithers < s’
ort’ < t. A subset B of & = I is extremal successor closed if for all extremal arrows
(v, s,t) € Tpm)1,s € Bimpliest € B.

We can restrict to the reduced Schubert system if B is extremal successor closed which
is a necessary condition for the Schubert cell for being not empty, see [22, Section 2.3].
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This means that we find the Schubert cell as vanishing set of the equations E (v, t, s) where

t¢Bands € B:

E(v,t,s) = E Hys'Wrp + E My, st/ Wr Wy s — E MHoys' tWs' s — Mu,s,t
(v,s,t")el (v,s',t")el (v,s",t)elly
t<t’ t<t’ and 5" <s s'<s

where 1y 5 ; = 01if " does not contain the arrow (v, s, ¢). These equations are trivial if t > s
such that there is no arrow s — ¢. Note that we have Hy,s,r €10, 1} if M is a tree module.

2.4 Non-contradictory Subsets

As it is used in this section and in Section 5, we recall the notion of non-contradictory
subsets for those ordered bases of preprojective representations of defect —1 which are
described in [22, Appendix B]. In this case, it is possible to simplify the definition; for the
general definition we refer to [22, Section 4].

Up to a permutation of the underlying graph Q, a preprojective representation M of
defect —1 has an ordered basis Z such that the associated coefficient quiver I has the
following shape.

2. b
3_______ .1 Taeg N s 4 nt
aa Un_s c n+2
2n41<«------ - = 2n 2n —1 — —n+S5—n+4 «------- n+3

2n+2 " b
M+3 -2 4+4—2m+5 —

Note that, depending on the orientation of the arrows a, b, ¢ and d, we find one of the
following four situations at the “ramifications” of I' where x stands for b or ¢ and y stands
for a or d and where we label the vertices with its residue class module n for simplicity.

0 0 1 A 0 1 S 0
2 2 2 2
: X \ \ \
3 4 33— 4 4 4
y y
A subset B of &8 = Iy is called non-contradictory if B is extremal successor closed and if

the following conditions are satisfied, depending on the orientations of x and y in the above
illustrations.

, D BN{0,2,3,4) # {23, 4);
LS pN{0,2,3,4) £ (3,4);
L& BN{0,1,2,4) #£ (2,4}
, < BN{0,1,2,4} £ {4}.

Toodm p= dm

Note that a non-contradictory subset 8 is in particular extremal successor closed as
defined in Section 2.3 and Definition 5.7.
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Remark 2.4 This notion of non-contradictory subsets transfers to the coefficient quivers of
the representations lying in the exceptional tube of rank n — 2 and, moreover, to the case of
the tubes of rank two for n = 4, see [22, Section 4.3]. This means that the subsets need to be
successor closed and satisfy the same condition at the ramification subgraphs. In particular,
this notion suffices to determine the F-polynomials of all representations of quivers of D,,.

Remark 2.5 The more general definition of non-contradictory B-states X g in [22] is based
on the internal logic of Schubert systems. While the above conditions on § are always
satisfied if g is non-contradictory, the reverse conclusion does not hold in general, but it
holds in special cases as the one considered above.

2.5 Short Exact Sequences and Quiver Grassmannians

As already mentioned, the first aim of this paper is to prove that every quiver Grassmannian
of an indecomposable representation of large defect has a cell decomposition into affine
spaces. To do so, we write representations of large defect as the middle term of certain
short exact sequences between indecomposables of small defect. Then we can combine
[22, Theorem 4.4] with the following observations relating the quiver Grassmannians of the
middle term to those of the outer terms. In general, given two representations M, N and an
exact sequence

0> M—-—5BTN-O,

following [5, Section 3], this yields a map

W, : Gr.(B) > | [ Grp(M) x Gro(N), U (7' (U), n(U))
ft+g=e

whose restrictions to W, L(Gr (M) x Grg(N)) are morphisms of algebraic varieties for
every f and g with f 4+ g = e. Note that we have iy zunNnMand z(U) = (U +
MM ZU/UNM.

The following is shown in the course of the proof of [5, Lemma 3.11] in the case of
almost split sequences. Actually, the proof for almost split sequences applies to arbitrary
short exact sequences:

Lemma 2.6 If\IJe_1 (A, V) is not empty, we have \I—'e_] (A, V) = AlV-M/A]

The next step is to restrict the map W, to the preimage of products of Schubert cells
Cpl x C} inCg g . This gives a morphism of affine varieties which we denote by Wg, g,
If M has ordered basis % and N has ordered basis %, the middle term B has ordered
basis B = % U P, where we can assume that p < ¢ forall p € %’1 and g € ;. Thus the
non-vanishing variables w;; corresponding to the Schubert cell ck p1up, can be subdivided
into three disjoint subsets #; for i = 1,2,3 where w;; € ¥ if i, j € %1, wij € ¥ if
i,je%andw;j € ifi € B, j € Po.

From now on we assume that 81, 8> and 81U B, are extremal successor closed which sim-
plifies the following considerations. Actually, this is no restriction as we already mentioned
that this is a necessary condition to the Schubert cell to be not empty.

Also the set of non-trivial reduced equations E(v, t,s) can be subdivided, i.e. we have
E = S UEUE with E(v,t,s) € & if s,t € By, E(v,t,s) € & if s,t € P
and E(v,t,5) € & if s € %, t € 9B. Note that the set of equations & defines Cévl’
and the set &> defines C /Q; . Moreover, all variables appearing in &; are in ¥} fori = 1, 2.
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Finally, it is straightforward to see that, for fixed variables in %; for i = 1, 2, the equations
E(v,t,s) € & are linear in the variables from 3. Indeed, we have t < s with s € %,
and t € % if E(v, t, s) is non-trivial. The term My.s',i’ Wr ' Wy s can only be non-trivial if
t <t ands’ < s. Thus w; p, wy s € ¥3 would imply t' € %, and s’ € H; which means
s’ < t'. But there is no arrow from a basis element of s’ € %) to a basis element t' € %, in
the coefficient quiver of B. Thus in terms of the variables " the morphism Wg, g, is given
by setting the variables w;; € 73 to zero.

Proposition 2.7 Fix ;i C %; fori = 1,2 and let B := B1 U By. Assume that the Schubert
cells Cg’{ and Cg are dffine spaces and let m := dim Cg’{ + dim Cé\;. Consider

. B M N
qjﬂlw/s2 : Cﬁ —> Cﬂl X Cﬂz

If the fibres of Wg, g, are dffine spaces of constant dimension n for some n > 0, we have
C g = At

Proof As a first step, we observe that the fibres \Ill;ll X (p)and C g are reduced schemes for
the following reason. The Schubert cell C g is a subspace of a large matrix space Matzx %
and equals the intersection of the affine space C g’lf xC ;;’2 xMatgg, « 22, with the hypersurfaces

defined by the equations E (v, ¢, s) in &3. Since these equations are linear in the variables
wj, j in 73, it is clear that each fibre of Wg, g, is an affine space and henceforth reduced.

The equations E(v,t,s) in & are also linear in the variables in #] U ¥, which means
that the fibres of Wg, g, can be seen as the solutions to a system of affine linear equations
whose coefficients are linear in the variables of #] U 7#3. Therefore there is an open subset U
in Cg’f xC /’j\; such that at each point x of U the rank of this system of affine linear equations
is maximal.

Thanks to the Gauss algorithm, the solution space at a point x in U can be parametrized
by a bijective affine linear map from an affine space that is rational in the coefficients of
the affine linear equations E(v,t,s),ie. those variables contained in #] U #5. As a rational
function on C 2/1’ x C ;3\; , it is actually defined on an open subset and it specializes to a
parametrization of the solution space for all points x in a non-empty open subset V of U.

This shows that the restriction of Wg, g, to the inverse image of V is a trivial vector
bundle over V and therefore reduced. Since C is a closed subscheme of the ambient affine
space of all variables in #] U %, U ¥4, it must contain the reduced subscheme whose support
is the closure of \Dﬂ_ll ﬂz( V). By the semi-continuity of the fibre dimension and since all
fibres of Wg, g, have the same dimension, we conclude that C g is equal to this reduced
subscheme.

The map Wg, g, induces homomorphisms on the tangent spaces for each g € C g which
we denote by d; := d;Wg, g,. As the fibres of Wg, g, are affine spaces of dimension 7, we
have ker(T, Wg, g,) = A" for every q € Cg, see [18, Section I1.8].

A priori, it is not clear yet that C ,13‘/1 is irreducible. But C g’f contains an irreducible com-
ponent Z of dimension dimZ = dim Cg” such that Wg, 5,(Z) is dense in Cg’lf X Cg;.
Therefore we can apply [29, Theorem 25.3.1], which asserts that there exists a dense open
subset U C Z such that Wg, g, |y is smooth of dimension dim Z — dim C /gvl’ x C gg . Thus
there exists a dense open subset U C Z such that dj; is surjective for all ¢ € U. This yields

dimZ =dim7,Z = dim Ty, Cg x Cp +n
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for all ¢ € U which means that U is contained in the smooth locus of Z. Thus for an
arbitrary g € Z, we have

dimZ < dim 7, Z = dim(im(dy)) +n < dim Ty, ., Cgi x Cp, +n =dimZ.
1

This shows that Z is smooth and that d is surjective for all ¢ € Z. Since all fibres of
Wg, s, are affine spaces of dimension n, this implies that every fibre is contained in Z. We
conclude that Z = Cg” .

Thus Wg, g, is a morphism between smooth complex varieties whose fibres are affine
spaces of constant dimension. As the induced maps on the tangent spaces are all surjective,
it follows that Wg, g, is smooth of relative dimension n, see [18, Proposition II1.10.4]. Thus
we can cover Cg{ X Cé\; with open affine W; such that the following diagrams commute

B wy (W) —— Al

Bi.p2

| L

M N .
Cop xCpy~— Wi

for all i, where 7; is étale. Since we know that the fibres of W, are affine spaces of dimension
n, each fibre of 7 is a point. By the inverse function theorem for étale morphisms, 7 is an
étale locally trivial fibre bundle whose fibre is a point. In other words, 7 is an étale vector
bundle of rank 0, and therefore by Serre’s theorem (see [27, Section 4]) a Zariski vector
bundle of rank 0. We conclude that 7z is an isomorphism.

This shows that Wg, g, is a locally trivial A"-bundle. A result of [2] shows that every
affine bundle over an affine space is already a vector bundle. Thus our claim follows by the
Quillen-Suslin-Theorem [24, 28] as every vector bundle over an affine space is trivial. [

2.6 Quiver Grassmannians of Exceptional Regular Representations

For the remaining part of this section, Q is assumed to be of extended Dynkin type D,.In
order to prove the main result of Section 2, we need some properties concerning the quiver
Grassmannians of exceptional regular representations. More detailed, we need that the cell
decomposition of [22, Theorem 4.4] is compatible with the decomposition of subrepresen-
tations into direct sums of regular and preprojective representations. To do so, we consider
the coefficient quivers of the exceptional regular representations lying in the tubes of rank
2 and n — 2 respectively treated in [22, Appendix B].

Proposition 2.8 Let M be an exceptional regular representation of D, and let C é” be
a Schubert cell. If there exists U € Cg” such that U = R @ T with R regular and T
preprojective, we have U = R @ T’ with T' is preprojective for all U € Cg’l.

Proof First recall the shape of the exceptional tubes listed in [22, Appendix B]. If M lies in
a tube of rank 2, the statement is clearly true because M has no regular subrepresentation.
In the tube of rank n — 2 there exist n — 2 chains of irreducible inclusions

J J i
M{cMycC...cM,_,
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of exceptional regular representations. Thus we have M = Ml.’ forsomei € {1,...,n —3}

and j € {1,...,n — 2}. We proceed by induction on i. If i = 1, we have that Ml.j has only
preprojective subrepresentations and the claim follows.
If e is the dimension vector of a regular subrepresentation of M, we have that e =

dim M IJ with [ < i. Moreover, e is an exceptional root and thus by [8, Corollary 4] we have
dimGr,(M) = (e, dim M — ¢) = dimHom(Mlj, M)—1=0.

In particular, there exists a unique subset of the vertex set of the coefficient quiver of M
corresponding to Gr,(M). Since there exists a short exact sequence

0—>Mlj—>M—>M,{/—>0

with k41 = i, where M({ / := 0, the construction of the coefficient quivers in [22, Appendix
B] shows that the coefficient quiver of M is obtained by glueing the one of M,f "to the one
of M/ by an outgoing arrow.

Now assume that U = M / @ T is a subrepresentation of M such that T is preprojective.

Since Ext(T, Ml’ ) = 0, we obtain a commutative diagram

-/

0 M/ M M) 0

H P o

0—>M —M &T —>T ——>0

’

j
In particular, T lies in a cell C;:I" defined by a subset S of the vertex set of the coefficient

-1
. i’ . . . Lo M
quiver of M ,f - By induction hypothesis, we have that all representations in the cell C k- of
T decompose into preprojective representations.

Now we have \IJ_,1 P (M/, T) = A° which shows that the lifted cell
dim M +dim T

!

M} . . Lo
- (c 8 ") has the same dimension. Thus every representation in the cell of U

dim M/ +dim T
decomposes into a direct sum of M IJ and a preprojective representation. O

2.7 Representations of Large Defect

The main aim of this section is to show that the Schubert decomposition of indecomposable
representations of small defect obtained in [22, Theorem 4.4] extends to a Schubert decom-
position of indecomposable representations of large defect. In Section 2.8, it turns out that
similar methods can be applied to show that every quiver Grassmannian coming along with
a representation lying in one of the homogeneous tubes has a cell decomposition into affine
spaces.

As already mentioned, we can restrict to the case of preprojective roots. Recall that the
preprojectives of defect —1 are precisely the Auslander-Reiten translates of the projectives
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corresponding to the outer vertices, i.e. of Py, Py, Py, and P,,. The preprojectives of
defect —2 are Auslander-Reiten translates of projectives corresponding to the inner vertices,
ie.of Py, ..., Py, ,.

Remark 2.9 (i) An indecomposable preprojective representation M has no proper fac-
tor N such that §(N) < §(M). This follows because the defect is additive on exact
sequences and preprojective representations have only preprojective subrepresenta-
tions.

(i) If M is preprojective with §(M) = —1 and N is preprojective, then every non-zero
morphism f : M — N is injective. Indeed, since Im( f) is a subrepresentation of N,
we have §(Im(f)) < —1 = §(M). Since Im(f) is a factor of M, the first part yields
Im(f) =

(iii) If M and N are preprojective and there is no path from M to N in the Auslander-
Reiten quiver we have Hom(M, N) = Ext(N,M) = 0. The first statement
is clear, the second follows by the Auslander-Reiten formula dimExt(N, M) =
dim Hom(M, v N) keeping in mind that every morphism between M and N is a finite
decomposition of irreducible ones. Indeed, there is a path from N to N and thus no
path from M to T N by assumption.

For D, in subspace orientation, there exist almost split sequences 0 — 7~¢ _I)P,, —
‘c_[PqO — r_le — O0and 0 — 1_(1_1)Pp/ — r_qun_4 — T_le/ — O for p €
{qa- g}, P’ € {gc,qa} and I > 1. The initial part of the preprojective component of the
Auslander-Reiten quiver looks as follows

P, -1p,
% Pbé 71P0 tilpbé T72P0
T
\

T~

mﬂ
A\

i‘ :
/i

-2 Py

=lp, \
. e

_IPn 6\ ZPn76

5 n 5
P, 4%10 1P,

/i

72Pn 7

/\_
/i/
/“W\

Py

where we use the abbreviations P; := P, . If n is even, the remaining part of the
preprojective component is obtained from this and looks for every orientation as follows:
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AVARVAY

YAvAY

UANAT

\VANVAVA

VAVARVAY

VAVARVAY

AV
\VANVAVA

where the usual arrows indicate monomorphisms and the P; are Auslander-Reiten translates
of P;. In subspace orientation we have

5 _nt3 5 _nfl 5 ) 5 —1
Ph=1t" 2P, Po=1 2P, ... Pe¢= Pi6, Poa=71 P4

I

If n is odd, the remaining part of the preprojective component is obtained from this and
looks for every orientation as follows:

/NN NV

1]

>
L]
[ )
[ ]
)
[ ]

ANRYAY

/NN NV

/NN NV

1]

NAVAVAVA

\WAVERVAV

NAVAVAVA

o

VAVAVAY!

]

I
]
[ ]
]

where the usual arrows indicate monomorphisms and the P; are Auslander-Reiten translates
of P;. In subspace orientation we have

Py, Pho=1"

S
e
5

i’n—Szfizpn—Sy i’n—f%:filpn—}y ﬁz? P, f’d:P:L

=
o

Py=1" P,

)

If N is preprojective with §(N) = —1, we denote by N its neighbor in the Auslander-
Reiten quiver satisfying §(N) = —1, which means by definition that they are Auslander-
Reiten translates of P, and P, (resp. P, and P;). Note that, for n > 5, this means that
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they are direct summands of the middle term of the same Auslander-Reiten sequence. In
subspace orientation, for r™* P, we have

—_— _ —_— _
TSP, =1t Pyandt$P. =1 Py

and the corresponding relations when permuting a, b and c, d respectively.

For a representation C with §(C) = —1, we define pC := t~!C and xC := ,(;E’ Then
we get a chain of irreducible inclusions

CcpCcp*Cc...cpiCc....

Let ¢'C denote the full subcategory of Rep(Q) which contains the objects p'C/p*C for
| > k > 1 and which is closed under exact sequences and images.

Lemma 2.10 The following holds:

(1) The category € C is equivalent to the full subcategory of Rep(Q) whose objects are
direct sums of representations of the tube of rank n — 2.
(i) Forl <l<n-—3andm >0, we have

dim Ext(«" "2, C) =m + 1, dimHom(C, """+ C) = m.

Proof For two representations M, N € Rep(Q), we have Hom(M, N) = Hom
(r_lM, ‘L'_lN) and Ext(M, N) = Ext(‘c_lM, r_lN) by the Auslander-Reiten formulae,
see [1, Theorem IV.2.13]. Thus we can assume that C = P, and the first part of the lemma
is straightforward.

For the second part, one observes that @Km(”_z) C = dim C +mé form > 0. Since we
have Ext(M, N) = 0 or Hom(M, N) = 0 for two preprojective representations and since
8(C) = —1, the claim follows by formula Eq. 2.1. O

Given two representations M, N and an exact sequence

0>M-5BI N,
we consider the map

W, : Gr(B) > | [ Grp(M) x Grg(N), U (7' (U), n(U))
ftg=e
defined in Section 2.5. If non-empty, the dimension of a fibre depends on the direct sum
decomposition of the subrepresentations of M and N. In general, it is already difficult to
say in which cases the fibre is empty. But in the case of representations of large defect there
are sequences which are close to being almost split so that the fibres can be determined in
any case. This extends the following result, see [5, Lemma 3.11] and [8, Proposition 2].

Theorem 2.11 Let M be a representation of Q and tM be its Auslander-Reiten translate.
Consider the almost split sequence

0> t™™ —-B—->M-—0.

Then we have
Bif (A, V)= (0, M)

1 _
\Ije (A’ V) - A[V,IM/A]

otherwise.
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In particular, we have

Y fagee X(Grp(M)) x (Grg(tM) if e # dim M

Gr.(B)) = i
X (Gr.(B)) {Zf+g=eX(Grf(M))X(Grg(TM))_life=dHnM.

In general, a representation of large defect cannot be written as the middle term of an
almost split sequence. But we can modify the preceding statement to make it applicable for
our purposes. If B is indecomposable preprojective of defect —2, which is not projective, in
the Auslander-Reiten quiver exists the following subquiver

P
e

Here M and N are two indecomposable preprojective representations of D, of defect
—1. More precisely, we have:

Lemma 2.12 Every indecomposable preprojective representation B with §(B) = —2 which
is not projective is obtained as the middle term of an exact sequence

0O>M-—->B—->N-—>0
such that N = k! M € M+ withl < n — 3, Ext(N, M) = k and Hom(N, M) = 0.

Proof The representation B is the n'" Auslander-Reiten translate of a projective represen-
tation corresponding to an inner vertex g; where n > 1. As B is not projective, it has
a subrepresentation M which is the m™ Auslander-Reiten translate of a projective repre-
sentation of defect —1 where n — 1 < m < n. This can be seen when considering the
preprojective component of the Auslander-Reiten quiver. By applying Auslander-Reiten
translations, we can assume that M = P,. The claim follows by Lemma 2.10 together with
the Auslander-Reiten-formulae. O

Note that, if B is projective, it might happen that such a triangle does not exist. This is
for instance the case if D, is in subspace orientation. But as our quiver is acyclic, there is at
most one path between each two vertices of the quiver which means that for the dimension
vectors a of projective representations, we have a, € {0, 1} for all vertices g. In turn, the
quiver Grassmannians trivially have cell decompositions.

Actually, we can assume that N = K!M withl <n /2 — 1. This is because the two lower
rows of the Auslander-Reiten quiver behave dual to the upper ones. In particular, if n = 4, 5
we can assume that N = t—! M and, moreover, we are in the situation of Theorem 2.11.

From now on, we assume that B is not projective. In the following, we refer to the
indecomposable representations lying properly in the above triangle or corresponding to
a point T # B on the path from B to N as (M, N)-inner representation. The remaining
ones, i.e. those which are outside the triangle or on the path from M to B, as (M, N)-outer
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representations. We drop (M, N) if it is clear which representations are considered. Finally,
if a (M, N)-inner (resp. (M, N)-outer) representation is also a subrepresentation of N, we
call it inner (resp. outer) subrepresentation of N if we fixed a triangle. In order to investigate
such a triangle, the Auslander-Reiten formulae assure that we can mostly without loss of
generality assume that M = P, and N = «! M.

In order to prove the following essential lemma, we use the notation of Lemma 2.12 and
use some well-known facts concerning the Auslander-Reiten theory of extended Dynkin
quivers, see for instance [1, Sections IV, VIIL.2]:

Lemma 2.13 The following holds:

(i) For every inner representation C, we have Hom(C, B) = Hom(C, M) = 0.

(ii) The representation N has no subrepresentation which is isomorphic to a representa-
tion which lies on the border of the triangle.

(ii1) If Z is an outer representation, an injective morphism f € Hom(Z, N) with f # 0
factors through B.

(iv)  The inner subrepresentations C of N are precisely the representations C = k' M for
i =1,...,1 Inparticular, N has no inner subrepresentation of defect —2.

(v) If A is a non-zero subrepresentation of M and V is any subrepresentation of N we
have Ext(V, M/A) = 0.

Proof The first part follows because there is no path from an inner representation C to B
and M respectively, see also part three of Remark 2.9.

We get (ii) as follows: for each representation C # N which lies on the border, there
exists an injection M < C. Now we can use that Hom(M, N) = 0.

To see (iii), one first observes that every such mono factors through an outer represen-
tation N’ which lies on the path from M to B and we thus have M C N’ C B. Since
Hom(M, N) = 0, we have N’ # M and thus §(N') = —2 . As we get an exact sequence
with the same properties as those for M and B, which has N’ as the middle term and M as
the kernel, it is straightforward that M € N’* which yields Hom(N’, B) = Hom(N’, N).
Thus if an injection factors through N it already factors through B.

Every representation of defect —2 which lies in the triangle has M as a subrepresentation.
As Hom(M, N) = 0, the representation N has no such subrepresentations. Moreover, there
exists the following chain of inner representations

kM CKk?McC...ck'M=N.

Apart from these representations the only representations of defect —1 in the triangle are of
the form ,oiM fori =1,...,[. Butsince M C ,oiM , they are no subrepresentations of N.
Thus we get (iv).

Since N is preprojective, V is also preprojective. By the first part of Remark 2.9, it
follows that M /A has no preprojective direct summand. Thus we get (v). O

We use this lemma to prove the following proposition classifying subrepresentations of
N.

Proposition 2.14 The following holds:

(i) If0 # V C N, the corresponding injection either factors through B or V= C @ L
where C is an inner subrepresentation of N.
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(i) IfC & L < N such that C is an inner subrepresentation, we have that L € N/C is
preprojective, and, moreover, with respect to the Schubert decomposition induced by
the bases considered in [22, Appendix B], we have that

{V' € Grgimc+dimr (N) | V! = C®L', L' preprojective} = {L' € Grgim.(N/C) | L' preprojective}

is a union of cells C év of the cell decomposition of Grgim ¢ +dim 1 (N) into affine spaces.

Proof Part (i) is just a reformulation of statements of Lemma 2.13 taking into account
Remark 2.9. Note that we have Hom(C, B) = 0 and thus B has no subrepresentation
isomorphic to C @ L where C is an inner subrepresentation.

The second part can be obtained as follows. For a fixed inner subrepresentation C C N,
setting e := dim C 4 dim L, we again obtain a map of quiver Grassmannians

W, : Gr.(N) > [] Grs(C) x Grg(N/C).
ftg=e

Our task is to analyze the fibres in the case f = dim C and the consequences for the
Schubert decompositions.

By Lemma 2.10, we have that N/C is an exceptional regular representation. In addi-
tion, it follows that Hom(C, N/C) = Ext(C, N/C) = 0. Now [8, Corollary 4] yields
Grgimc(N) = {pt}. Moreover, since we have N = p"C for some m < n — 4, by con-
struction of the coefficient quiver I'y of N in [22, Appendix B], this subrepresentation
corresponds to the full subquiver I'c of I'y which consists of the first dim C vertices. Since
C is a subrepresentation of N and N/C a factor, the full subquiver I"y,¢ consisting of the
vertices (I'v)o\(I'c)o is connected to I'c by an outgoing arrow.

If L C N/C has aregular direct summand, we have Hom(L, N) = 0. In particular, L&C
is no subrepresentation of N. Note that, if L is regular indecomposable, we can consider the
inclusion Hom(L, N/C) < Ext(L, C). Then we even have that the middle term C’ of the
corresponding sequence is also an inner representation, see also Remark 2.15.

Thus assume that L € N/C is preprojective. By Proposition 2.8, we have that there exist
cells Cg:/ C, AU ng/ ¢ such that the subsets f; have cardinality dim L and such that all
representations in these cells are preprojective. If Ext(L, C) = 0, we obtain a commutative
diagram

0—>C N N/C—=0
[
0—>C v L 0

with V = C @ L. In particular, the subrepresentation L lifts to a subrepresentation of N.

We claim that, actually, Ext(L,C) = 0 for all preprojective subrepresentations
L C N/C. We can without loss of generality assume that L is indecomposable, N €
{r_lPa, r_lPh} and that C = t7"P, where | < r <[ < n — 3. In particular, we have
§ >dimN >dimC.If L = k!'C for some n —3 > [ > 1, the representation V would
be an indecomposable inner representation with §(V) = —2. Indeed, in this case we have
C € 1L by Lemma 2.10. But since N has no inner subrepresentations of defect —2 by
Lemma 2.13, this is not possible. Also [ > n — 2 is not possible because then we had
dimL > 4§ >dimN/C.
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We have dimExt(L,C) = dimHom(C, tL) by the Auslander-Reiten formulae. If
Ext(L, C) # 0, since C is of defect —1, by the second part of Remark 2.9, it follows that
C C tL.If §(L) = —2, there exists a chain of inclusions

tLcLct 'Lc...

In particular, we have dimL > dim7tL > dimC. But for C = 77" P, we either have
dimCy, > 1 ordimCy, > 1 and thus dimV,, > 2 > §,, > dimN,, or dimV,, >
2 > 8§, > dim N, . But this is not possible because V is a subrepresentation of N and
dim N < 4.

Thus it remains to deal with the case if L € {r" P, ! P;} for some [ > 0. There exists
ar>1lsuchthat CCct P, 4andC ¢ 17" P,_4fors >randr —1 >t > 0. Moreover,
there exists almost-split sequences

0>t *P.>1t7"Py—> 1 *®Dp. 50, 00— rfklPd — 1 " Py_yg — rf(k/“)Pd -0

for some k, kK’ > 0. By the choice of r, we have Hom(C, r_kPC) = Hom(C, K P;) =0
because otherwise there were a path of irreducible morphism from C to r =% P. which were
forced to factor through =" *! P, _4. Thus, keeping in mind the second part of Remark 2.9,
it follows that C ¢ 7 'P., t—'P; for all ] > k, k" and the claim follows as in the case
(L) = —-2.

Since we have ¥, 1 (C,L) = A if the fibre is not empty, as a consequence, we obtain
an isomorphism

{V' € Grgimc+dim(N) | V' Z C@® L', L’ preprojective} = {L" € Grgimz (N/C) | L' preprojective}.

As the right hand side is compatible with the Schubert decomposition by Proposition 2.8,
this restricts to an isomorphism between the respective Schubert cells. O

Remark 2.15 By the results of this section, it follows that every subrepresentation C@ L C
N such that the fibre of (0, C @ L) is empty are in bijection with the subrepresentations
of N/t~'M. To check this it suffices to keep in mind that every inner representation is
obtained as the middle term of an exact sequence between a regular subrepresentation of
N/t~ 'Mand t~'M.

The considerations of this section enable us to prove several properties concerning the
morphism
W, :Gro(B) > [] Grs(M) x Grg(N)
ftg=e
induced by short the exact sequence under consideration:

Proposition 2.16 Let A C M and V C N be subrepresentations such that e = dim A +

dim V.

(i) The fibre \Ile_l(A, V) is empty if and only if A = 0and V = C & L where C is an
inner subrepresentation and L = 0 or L C N /C is preprojective.

(ii)) We have [V,M/A] = (dimV,dim M/A). In particular, we have lIJe_l(A, V) =
AWM V. dimM/A) e \y—=1(A, V) is not empty, i.e. the fibre dimensions only depend on
the dimension vectors of V and A.
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Proof The strategy of the proof is adopted from [5, Lemma 3.11].

If A = 0, by Proposition 2.14, the inclusion V' < N does not factor through B if and
only if V. = C & L where C is an inner subrepresentation and L = Oor L C N/C is
preprojective. This yields one direction of the first part.

From now on let A # 0. If V is direct sum of outer representations, by Proposition 2.14,
every injection V < N factors through B. Thus the fibre is not empty.

Next let V = C be an inner subrepresentation of N. Then we have C = «™ M with
1 <m <1 <n-3.Wehave Hom(N/C, M) = 0 because N/C is exceptional regular by
Lemma 2.10. As C = «™M, considering the appropriate long exact sequence, we obtain
Ext(N/C, M) = 0 and thus Ext(C, M) = Ext(N, M) = k. Since the representation C is
preprojective and M /A has no preprojective direct summand, we have Ext(C, M/A) = 0
and thus we get a surjection

Ext(C, A) — Ext(C, M) = Ext(N, M).

In particular, we get a commutative diagram

0 M B N 0
N
0 A U C 0

showing that \IJe_l(A, C) # () where e = dim U.

Finally, if V = C & L is a direct sum of an inner subrepresentation and outer subrep-
resentations, we can combine both cases in order to show that the fibre is not empty. In
summary, we obtain the first statement.

The second part is obtained as follows. By Lemma 2.6, we have \I/e_1 (A, V)= AlV.-M/A]
If A # 0, we have Ext(V, M/A) = 0 because M /A has no preprojective direct summand
by the preceding considerations. Thus the second part follows in this situation. If A = 0
and if the fibre is not empty, by the first part, V is forced to be a direct sum of outer
subrepresentation. Let V = V) @... V, be its direct sum decomposition. Since V; does also
not lie on the border, by the second part of Lemma 2.13, there is no path from M to V; in
the Auslander-Reiten quiver for all 1 < i < r. It follows that we have Ext(V;, M) = 0 and
thus dim Hom(V;, M) = (dim V;, dim M). O

Keeping in mind Proposition 2.7, the considerations of this section together with
[22, Theorem 4.4] now yield that there exists a cell decomposition for every quiver
Grassmannian attached to preprojective representations (resp. preinjective representations).

Theorem 2.17 Let B € Rep(Q) be an indecomposable preprojective representation with
8(B) = —2. Then there exist two preprojective representations M and N = «'M with
8(M) = 6(N) = —1 and a short exact sequence

0O—>M-—>B—>N-—>0
such that for V, we have

W=l ) — {@ ifA :'0, V=C®L, Can (M, N)-inner subrepresentation
e ’ Aldim V.dim M/A)

Moreover, the fibres \IJe_l (A, V) are constant over Cg” X Cg{ C Grgim 4(M) x Grgimv (N)
for each pair (B, B') of type (dim A, dim V) and Gr,(B) has a cell decomposition into affine
spaces.

otherwise
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Using Theorem 2.26, we obtain:

Corollary 2.18 Let B € Rep(Q) be a preinjective representation with §(B) = 2. Then
every quiver Grassmannian Gr.(B) has a cell decomposition into affine spaces.

The results of this section can now be used to obtain the F-polynomials of indecompos-
able representations of large defect. It is straightforward to check that, in terms of cluster
variables, this corresponds to the multiplication formula, see Theorem 2.2:

Theorem 2.19 Let B be an indecomposable representation with §(B) = =2. If0 > M —
B — N — 0 is a short exact sequence as in Theorem 2.17 we have

Fg = FyFy —xdifmr_lMFN/TflM.

Proof First recall that Grgimc(N) = {pt} for every inner representation C € 4. Every
regular subrepresentation V of N/C gives rise to a subrepresentation C’ where C’ is also
an inner subrepresentation of N such that fibre of (0, C’) is empty. Moreover, every pre-
projective subrepresentation L gives rise to a subrepresentation C @ L of N such that the
fibre of (0, C @ L) is empty. We can also combine both cases in the natural way. Choosing
C = 7'M as in Remark 2.15, these observations can be summarized to

X(Gre(B)) = Y x(Grp(M)x(Grg(N)— Y x(Grp(N/t~'M)).
f+g=e f=e—dimt—!M

Now it is straightforward that, in terms of F-polynomials, this translates to the claim. [

Clearly, the analogous statement holds for preinjective representations B with §(B) = 2.
2.8 Representations of the Homogeneous Tubes

In this section, we consider quiver Grassmannians of indecomposable representations lying
in one of the homogeneous tubes. It turns out that they are independent of the chosen tube
because the quiver Grassmannians of indecomposable representations of dimension § are
independent of the chosen homogeneous tube, see [14, Lemma 5.3] and [22, Theorem 4.4].
Note that this can also be checked by hand, see Section 5.3. We fix a homogeneous tube and
denote by M, the indecomposable representation of dimension »§ which lies in this tube
where r > 1. There exists a chain of irreducible inclusions

i i i3 ir ir+1
{0} = M5 > Mps <> ...—> M;5 —> ...

Actually, we can recursively construct all representations M, s by considering non-splitting
short exact sequences
0— Mu_1s Iy M, I, Ms — 0.

The idea is to proceed along the lines of Section 2.7. Thus we start with considering the
morphism

W, Gr(Mys) = || Grp(Mq_1s) x Gre(Ms), U > (i (U), 7, (U)).
f+g=e

Remark 2.20 We have Gr,,,5(M,s) = {pt} if m < r. Indeed, the only subrepresentations
of M, are preprojective or contained in the tube of M,s. Since §(mé) = 0 and since the
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defect is additive, a subrepresentation of dimension mé cannot contain a preprojective direct
summand.

Lemma 2.21 Let A be a subrepresentation of M(y—1ys suchthat 0 # A" := m,_1(A) C M.
Then we have Ext(Ms, M_1ys/A’) = 0.

Proof Since A’ is a proper subrepresentation of My, we have that A’ is preprojective and
Ms /A’ is preinjective. Thus we have Ext(Ms, Ms/A’) = 0. But since A’ is preprojective,
the inclusion A’ < Mj factors through M(,_1ys. In particular, we get (using the universal
property of the cokernel of A’ < M(,_1)5) a commutative diagram

0 ——= M35 —> My_1)s/A" —= Ms/A" —=0

| f T

00— My_2s —> M—1)s M 0

But since the lower sequence does not split and, moreover, since Ext(Ms, M(-_2)s) = k,
this shows that Hom(M;, Ms/A’) — Ext(Ms, M(-—2)s) is surjective. Thus we have

Ext(Ms, M(—1)s/A") = Ext(Ms, Ms/A") =0,

which completes the proof. O

Lemma 2.22 The fibre (\I’e’)_1 (A, V) is empty if and only if V. = Ms and ir__ll(A) =
i.e. A is already a subrepresentation of M _2)s.

Il
>

Proof If V = 0, the fibre of (A, V) is clearly not empty because every subrepresentation
of M(_1)s is already a subrepresentation of M,s.

If 0 # V C M;s, we have that V is preprojective and thus the canonical inclusion factors
through M,s. In particular, the fibre of (A, V') is not empty.

Thus assume that V = M;. If A = 0, the fibre is empty because the sequence does not
split. For general A C M(,_1)5, we consider the long exact sequence

0 ——— > Hom(M;, A) ——— > Hom(Ms, M(,_1)s) ——— > Hom(Ms, M _1)5/A) ——— >
A
—— > Ext(Ms, A) ——— > Ext(Mj, M(,_1)5) ——— > Ext(M;s, M(,_1)s/A) ———— >0

Since dim Ext(Ms, M(_1)s) = 1, we have that the fibre is empty if and only if f,A =0.
This is obviously the case if and only if Ext(Ms, M(—1)s/A) = k. In turn the fibre is not
empty if and only if £/ is surjective. First assume that ir__]1 (A) = A If A = M_2s, we
have M(_1ys/A = M; by Remark 2.20. Then every vector space in the above sequence is
isomorphic to k. In particular, we have f,A =0.

Furthermore, if A C M(_7)5, we have that f,A is the composition

frA— er(r—Z)S
Ext(Ms, A) ~—> Ext(Ms, My—2)s) ~——> Ext(Ms, M_1)s)-

Thus also in this case the fibre is empty.
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If A7 = i;_I](A) % A, we have A’ = m,_1(A) # 0. Then we have the following
commutative diagram

0——= My 2s ——=My_1)s —>=M; —=0

! ! f

0 A" A A 0

inducing a diagram

A
Jr—1

Ext(Ms, A//) —— > Ext(Mj, M(rfz)(;) ——— > Ext(Ms, M(rfz)g/A//) ——=0

| A | |

Ext(Ms, A) T 5 Ext(Ms, M(r,|)5) —— > Ext(Ms, M(r,|)5/A) ——=0

| } ’

Ext(Mj, A') —— > Ext(Ms, Ms) —— > Ext(Ms, Ms/A') ———— >0

If A’ = Mj, we clearly have Ext(Ms, Ms/A’) = 0. By induction, we have that fr"‘fl is
surjective and thus it follows that Ext(Ms, M(_1ys/A) = 0. Thus the fibre is not empty.

Finally, assume that 0 # A" = m._j(A) # M;. By Lemma 2.21, we have
Ext(Ms, My—1ys/A’) = 0. Thus frA is surjective. But since A’ is a factor of A, we have
Ext(Ms, A) — Ext(Ms, A’). Thus the fibre of (A, Mj) is not empty. O

Lemma 2.23 If (W) "1(A, V) # 0, we have (W])"1(A, V) = AdmV.dim M —1;/A4),

Proof By Lemma 2.6, we have
(\yer)*l(A, V) = Aldim V.dim M¢_1)5/A]

if it is not empty. The statement is clearly true for V. = 0.If0 C V C Ms, it is preprojective.
Since M(-_1)s/A has no preprojective direct summand, we have Ext(V, M(_1)5/A) =01in
this case. If V. = M and the fibre is not empty, by the considerations in the proof of Lemma
2.22, we have that frA is surjective. Thus we have Ext(Ms, M(—1)5/A) = 0. O

The preceding lemmas together with Lemma 2.6 and Proposition 2.7 can now be used to
prove the main result of this section:

Theorem 2.24 Every quiver Grassmannian Gr,(M,s) has a cell decomposition into affine
spaces. Moreover, this decomposition is compatible with the decomposition

Gre(Mys) ={U € Gre(Mys) | mp(U) = 0} UU € Gro(Mys) | - (U) # 0} (2.2)

Proof We proceed by induction on r. If r = 1, the claim follows by [22, Theorem 4.4].
Alternatively, it is straightforward to check by hand that every quiver Grassmannian has a
cell decomposition. Since we clearly have w1 (U) = U # 0 for every subrepresentation
0 # U C Ms, also the compatibility follows.

Thus let r > 2. By Lemma 2.22, the fibre of (A, V) is empty if and only if A is a
subrepresentation of M(._2)s and V = Mjs. Since Gry(M(_1)s) and Grg(Ms) have cell
decompositions, by Lemma 2.23 together with Proposition 2.7, it follows that

(W) NGrp(M(—1)s) x Grg(Ms))
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has a cell decomposition if g # 6. If g = §, the fibre is empty if 7._1(A) = 0. Since
the cell decompositions of the quiver Grassmannians Gr ¢ (M, _1)s) are compatible with the
decomposition Eq. 2.2 by induction hypothesis, the claim follows in this case in the same
way.

Since we have 71,((\112)’1 (A, V)) =0if and only if V = 0, it follows that

{U € Gro(Mys) | m,(U) = 0} = (W)~ (Gro(M(-—1)5) x {0})

and
{U € Gre(Mys) | m(U) # 0y = (W)~ ( [] Gry(M—1)s) x Grg(Ms)).
f+g=e
g#0
This already shows that the cell decompositions of the quiver Grassmannians Gr,(M,s) are
also compatible with decomposition Eq. 2.2. O

We define F,s := Fu,;. Now the following Corollary, which is also obtained in [15,
Theorem 7.1] is straightforward:

Corollary 2.25 We have
Frs = FsFr—1y5 — X° Fr_2)s
forr > 1where Fy = 1 and F_5 := 0.

In Section 5.3, we use this recursive formula to obtain an explicit formula for the F-
polynomial F}s.

2.9 Representations of Positive Defect

For indecomposable representations M of positive defect, we can deduce that Gr,(M)
decomposes into affine spaces from the corresponding fact for indecomposable representa-
tions of negative defect when passing to dual representations.

Let M be a representation of Q with ordered basis % and d := dim M. It defines the
dual basis #* of M*, which consists of the linear maps f5 : M — C with f,(b') = 8p 1.
We endow Z* with the inverse order of Z. Note that the coefficient quiver I'(M*, *) is
obtained from the coefficient quiver I'(M, &) by inverting the arrows.

If M = sp,---5,,S), is preprojective, then M* = s, ---sp, S;’; is preinjective, and
vice versa. Therefore the dual (—)* establishes a correspondence between the preprojec-
tive representations of Q and the preinjective representations of Q°P. If Q is of extended
Dynkin type D,,, the absolute value of the defect depends on whether p € {q4, g, q¢, qa}-
Thus this correspondence restricts to a correspondence between defect —1 (or defect —2)
preprojectives and defect 1 (or defect 2) preinjectives.

For a subrepresentation U of M with dimension vector e, we define U* = (U;)qEQ as
the collection of subspaces

U, = {feM;|fn)=0foralln e U, }
of M;‘. For a subset 8 of 2, we define its dual as
B* ={feB*|fb)=0forallbe B},

which is of type e* = d — e. Note that 8* is the complement of the set of dual elements
f» € PB* of basis vectors b € .
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Theorem 2.26 The association U +— U* defines an isomorphism Gro(M) — Gro«(M*),
which restricts to an isomorphism C g’[ Sc ﬁ”i* between Schubert cells for every subset B

of AB.

Proof Let d= > d), be the total dimension of d = (d)), ¢ the total dimension of e and &*
the total dimension of ¢*. Then M has dimension d as a C-vector space, a subrepresentation
U with dimension vector e has dimension ¢ over C and a subrepresentation U* of M* with
dimension vector e has dimension e* over C.

The canonical isomorphism A°M —> A% M* that sends ny A --+ A ng to the unique
element fi A--- A fe+ with f;(n;) =0foralli =1,...,¢and j =1,...,¢é" induces an
isomorphism @ : P(A°M) —> P(A®" M*) between the corresponding projective spaces.

A subrepresentation U of M of type e corresponds to a point ¢(U) of IP(AéM ) and U*
corresponds to a point (*(U*) of IF’(AE* M *) where ¢ and ¢* denote the respective Pliicker
embeddings. It is clear from the definitions that *(U*) = ®(.(U)).

The following calculation shows that U™ is a subrepresentation of M*, i.e. that
M;‘*(U;) C U; for all arrows v : p — g of Q where v* : ¢ — p denotes the dual arrow
of Q%. For f e U}, we have f(M,(n)) = 0 forall n € U, since M,(U,) C U,. By
the defining property of the adjoint map M. of M,, we have f(M,(n)) = M;.(f)(n).
Thus M. (f)(n) = 0 for all n € U, which shows that the functional M. (f) is indeed an
element of U ;.

We conclude that the isomorphism & : P(Aé M ) = IF’(AE*M *) restricts to a morphism
@' : Gr,(M) — Gr.(M*). By the same arguments as above applied to the respective
dual spaces M* and (M*)* = M, we see that the inverse W of ® restricts to a morphism
W’ : Grp«(M*) — Gr.(M), which is inverse to ®’. This shows that the association U — U*
defines an isomorphism @' : Gr,(M) — Gr+(M*), which establishes the first claim of the
theorem.

For a subset B of 4, the Schubert cell Cé” consists of all subrepresentations U = (U),) of

M such that Ag, (Up) # 0 and Aﬂ/p(Up) =O0forall p € Qpand 8’ > B. The isomorphism

@’ : Gro(M) — Gr«(M*) restricts to an isomorphism Cé” S CM" of Schubert cells since
it is compatible with the vanishing of Pliicker coordinates, i.e. we have Ag,(Up) = 0 if and
only if Ags (U;) = 0 where we make use of the notation from the Introduction of [22]. This
shows the second claim of the theorem. O

3 Reductions of Quiver Grassmannians

In this section, we show how we can simplify the determination of quiver Grassmannians
by passing to smaller quivers and smaller roots respectively. Together with BGP-reflections
reviewed in Section 4, it turns out that these methods are very useful when calculating
generating functions of representations of D, in Section 5.

3.1 Reduction of Type One

Assume that Q has a full subquiver of the form

P1 J2)
PO <— P1 <— p2.
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Let « be a dimension vector of O and let M be a representation of dimension « such that the
linear maps M), for i = 1, 2 have maximal rank. Note that this is true for all linear maps of
real root representation. This follows because they are even of maximal rank type, see [30].

Let e be a second dimension vector such that e < « and such that Gr,(M) # (. Thus, in
terms of quiver Grassmannians, we consider a commutative diagram

kW0 <« (U o p@

o))

k0« fe1 « fer

where o; := o), and ¢; 1= ¢),.

Let Q(p1) be the quiver of type Dn_1 resulting from @ when deleting the ver-
tex p; and the two corresponding arrows and, moreover, when adding an extra arrow
p2 — po. Moreover, let ¢, & be the corresponding dimension vectors and M the induced
representation.

If @p < 1 = wp, all maps in the diagram are injective and we have e; < e1 < ¢p. It is
easy to check that M is indecomposable if and only if M is indecomposable. For a vector
space V, we denote by Gr(/, V) the usual Grassmannian (resp. Gr(l, r) in the case V = k).
Recall that, for a fixed vector space V and a subspace U with dimU < [, we have

Gr(l,U,V) ={WeGr(l,V)|U CcW}=Gr(! —dimU,dimV —dimU).

Thus it is straightforward that Gr,(M) is Gr(e; — ez, eg — e3)-bundle over Gr@(]\;l). In
particular, we have

x(Gr(M)) = x(Gr(e; — e2, eg — €2)) x (Gra(M)).

Note that, since a; = ag every subspace of M, = k% can be identified with a subspace of
Mp, = k%' and vice versa. Moreover, note that, in case of a subquiver

D2 <= P1 < Po

with dimension vector « satisfying oy < @1 = g, we can turn around all arrows in Q to
obtain the situation treated above.

We want to consider a similar case: using the same notation, we assume that we are faced
with the following situation

ko ko
! H
ket c ke

ke2 ke k2 ke

where o + a3 < @] = «p and e < «. Assume that k*2 N k*3 = {0} when understanding
these two vector spaces as subspaces of k%!. This is again true for real root representations
and representations of maximal rank type respectively.

Since all maps in the diagram are injective, similar to the preceding case, we can reduce
this situation to the case

ke k%o

PN N

k¢ k® k%2 k%
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Note that it is again straightforward to check that « is a root if and only if & is a root
(resp. that the corresponding representation M is indecomposable if and only if M is inde-
composable). As before we get a subrepresentation of M for a fixed subrepresentation of
M together with a subspace U € Gr(e; — ez — €3, eg — €2 — €3). As above, we obtain that
Gr.(M) is a Gr(e; — e2 — e3, eg — e2 — e3)-bundle over Gr; (M) and we have

X (Gr(M)) = x(Grs(M))x(Gr(e; — ez — €3, 9 — €2 — €3)).

Note that there is again a dual case obtained when turning around all arrows. In the sequel
we will refer to these two procedures as reduction of type one.

3.2 Application to Real Root Representations and Examples

When calculating the generating function of the Euler characteristics of quiver Grassman-
nians, it turns out that the reduction of type one is a very powerful tool when combining it
with BGP-reflections. Actually, we can start with Dn in subspace orientation where we can
apply reductions of type one. Then we can show that the obtained formulae are invariant
under BGP-reflections. Note that the reductions of type one preserve possible cell decom-
positions into affine spaces whence it is not clear under which conditions this is true for
BGP-reflections.

Considering the Auslander-Reiten quiver of D, in subspace orientation, it can be seen
easily that the preprojectives of defect —1 can be reduced to

I I
/ \ / \r_l

and

2r +1

where the numbers indicate the dimension vector.

Note that in the same way we can reduce the calculation of quiver Grassmannians of
indecomposables of preinjective roots to the case of Ds. Alternatively, we can consider the
opposite quiver and restrict to preprojective roots.

Next we consider the non-exceptional real roots. It is easy to check that we can actually
reduce all the real roots of the tubes of rank two to cases of the form

1

2r — 1

Most of the real roots of the exceptional tubes of rank n —2 can be reduced to the case n = 5,
the remaining to n = 6. Roughly speaking, the worst roots to consider are the following:
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2r 42 2r =2
r+1 r+1 2r+1 r—1 r—1 2r —2
f f
2r+1 2r—1
N 7N
r+1 r+1 r—1 r—1

In summary, as far as subspace orientation is concerned, by the introduced reductions
steps, we can stick to the exceptional roots of Ds and to the non-exceptional roots of Dg. As
far as the calculation of F-polynomials is concerned, it suffices to consider the case n = 5.

Note that one has to be careful when applying these methods to imaginary root rep-
resentations lying in the exceptional tubes because not all linear maps are of maximal
rank.

4 BGP-reflections and Quiver Grassmannians

Another method to get morphisms and connections between quiver Grassmannians and the
corresponding generating functions is to consider the reflection functor introduced by Bern-
stein, Gelfand and Ponomareyv in [3], see [31, Section 5] and [13, Section 5]. For a quiver Q,
consider the matrix A = (ap 4)p,qe0, Withap, , =2 and ap 4, = ay,, for p # g, in which
apg=Hve Qi |v:p—>qgVvv:q— p}l| Fixed some g € Q¢ define o, : ZQy — ZQy
as
oq(p) = p —agpq.

Let Q be a quiver and g € Qp a sink (resp. a source). Then by o, O we denote the quiver
which is obtained from Q by turning around all arrows with tail (resp. head) g. In both
cases we denote the reflection functors, which are additive functors, by o, : Rep(Q) —
Rep(o, Q). If M is a representation of Q and ¢ is a sink (resp. a source) we consider the
linear maps

¢£’1 : @ M, —M—”> M, (resp. ¢f;4 : M, —Ml> Mp).
p—4q 4= p

Recall that in both cases we have (o, M), = M, if p # q. Moreover, we have (o, M), =

Ker(q)f]”) (resp. (o M)y = coker(q&f]”)). Now the linear maps (o, M), forv : p — g (resp.

(ogM), for v : ¢ — p) are the natural ones. Moreover, the maps M,, for the remaining

arrows v’ € Q1 do not change. The functors have the following properties:

(i) IftM =S, theno,(S,;) =0.
(i) If M 2 S, is indecomposable, then o, (M) is indecomposable such that qu(M Y=M
and dim o, (M) = o, (dim M).
In order to investigate the behavior of quiver Grassmannians and the corresponding gen-
erating functions under the reflection functor, we review and re-prove some results of [31]
and [13]. Note that in [13] the more general case of mutations is treated. We define

Gr.(M, q") ={U € Gr.(M) | dimHom(U, S;) = r}.

and
Gre(¢", M) = {U € Gr.(M) | dimHom(S,, U) = r}.
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In order to simplify notations, we assume that ¢ is a sink and, moreover, that M is an
indecomposable representation of Q with o := dim M. The case when ¢ is a source can be
obtained analogously or simply by considering the isomorphisms Gr, (M) = Gry—_.(M*).
Following [31, Section 5], we consider the following map

7'[(; : Gr.(M, qr) — Gre—rsq (M, qo)

where 7/ is defined by 7, (U)g = Im¢£] and g (U)p = Up if p # g. Note that, indeed,

71; (U) is a subrepresentation of dimension e — rs,; of M such that Hom(U, S;) = 0. By

[31, Theorem 5.11], we have for sinks g:

Theorem 4.1 The morphism 7, is surjective with fibres isomorphic to Gr(r, ag — eg + 7).

Moreover, there exists an isomorphism of varieties
. 0 0
o4 :Gr.(M,q") — Gr(,qe(q yoqM), U o,U.

The analogous statement holds if q is a source.

For every dimension vector e € NQo, there exists some 0 < ¢ < ¢, such that
Gre—15, (M, q") =@ forr > 1and! > t. Then we have Gre_,Sq(M,qO) = Gre—s, (M).
Fix + € N minimal with this property. Thus, for ¢ = e — Is; with [ > ¢ we have
Gry (M) = Grgq ¢ (04 M). Then we have the following statement:

Proposition 4.2 Assume that q is a sink and that Gr,(M) = Gr.(M, qo). Then we have
=z fag —eg — 1
X (Gregms, (M, ") = D—l)"“’( ‘o )x(GreW (M)).
i=0

Proof First recall that x (Gr(k, n)) = (Z) for k < n. We proceed by induction on m. The
statement is satisfied for m = 0. By Theorem 4.1, we have
X (Gre.,_msq (M)) = Z (aq “a i " l >X (Gre+(mfi)sq (M, qO))
i=0

Applying the induction hypothesis, we get

X(Gretms, (M. 4%) = X (Gregms, (M) = ("‘" s m = ”) X Gres e, (M. g%))
i=1
X G, (M) = 3 ("‘q mea—m- ”)

1
i=1

i (“; v )x (Gres.js, (M)
j=0

m—1
X (Greqms, (M) = > x(Grey js, (M)
j=0

‘mif(_l)miiij ag—eg—(m—1i)\(og—e;—j
= i m—i—j
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m—1

= XGresms, (M) = Y (=1)"7 (“q - e_qj_ g )x(Gre+ jsy (M)

m—j Im —j

Fon)

i=1 !

Since we have
m—j m— i
Z(—l)"( . ’) — 1
i=1 !
the claim follows. O

We need the following identities which can be proved by induction where

(n) _nn=1)...n—k+1)
k) k!

forn € Z.

Lemma 4.3 The following holds:

(i) For natural numbers m, t,n withn >t > m, we have

O
e r n—t t

(i1) For natural numbers m, t,n withm < n < t, we have

Z( 1)( ) —-m+r)!  (n—mlt—n+m—1)!
—m4+r) 1t —n—1)! '

Proof We proceed by induction where the result is checked easily for m = 0. Applying the
induction hypothesis and the well-known formula (}) = (Z:i )+ (";l) have

m+1 m+1
m4+1\(n—m+1D+r\ v (M n—m-+1)+r
L ("I = 2o ()TN ET)
. i(_l)r m\ [ (n—1) —m+r>
e rJ\m—1—@ -1
“ Afm —m+r
()
o qme [ _(n—1—m n—m
- (7 )+( "))

_ (_1ym+1 n_(m+1)>
= (= ( ) .

The second statement can be proved similarly. We proceed by induction where the result
is checked easily for m = 0. Applying the induction, hypothesis we have

@ Springer



Quiver Grassmannians of type Dp... 391

m+1 m
m+1\n—m—1+r)! _ A(m\((n—1)—m+r)!
Z( U( r )(t—m—l—i—r)! - Z(_D (r)((t—l)—m—i—r)!
—m+r)!
_Z( D( ) —m+r)!
(n—l—m)!(t—n+m—1)! m—m)!(t —n+m —1)!
(t— Dt —n— 1) a Nt —n—1)!
_ n—m—DWt —n+m)!
B 1t —n—1)!
This completes the proof of the lemma. O

Applying the preceding statements, we see that the Euler characteristic of a quiver
Grassmannian of a representation, which is obtained by reflecting at a source or sink, is
already determined by the Euler characteristics of quiver Grassmannians of the original
representation:

Theorem 4.4 Let M be a representation of dimension a. Let q be a sink and e € NQq such
that Gr,(M) = Gr,(M, qo)‘ Letn := (04e)4 and t := ag — e4. We have

X (Groye—ms, (04 M)) = Z X (Gre4 s, (M))<n’z : 3)

Jj=0

Proof Let ¢ be a source and assume that Gr,(M) = Gr.(¢°, M). This is the case if and
only if Gry—e(M*) = Gro—_o(M*, ¢°). Since x (Gro(M)) = x(Gry—o(M*)), by Theorem
4.1 (for a source q), we get

m

X (Grezs, (M) = % (Gla—esms,(M*) = Y (e" - (lf" - ”)x(GrHHmfosq (M*,q%))
i=0
_ - eg — (m—1i) 0
= i X (Gret(i—mys, (¢°. M)).
i=0

Thus if Gr.(M) = Gr.(M, ¢°), applying successively this statement, Theorem 4.1 and
Proposition 4.2, we have

X (Gr(rqefqu (Gq M)) =

(o) —1)
( e X(GraqeqL(iﬂn)sq (qo, UqM))

X(Glegmips, (M. q°)

( 04€)g — (m - 1))
_ <(Uq e)g — (m — l))
=0

Z< 1y f("‘" e."_.J>x<Gre+js4(M)>
m—i—j

1

= j=0
m m—j , ,
meii((0g€)g — (m —0)\ (og —eq — ]
=§ <Gre+m<M>);<—1> ,( o )(;_iq_j).

Setn = (o4e)y and t = oy — e,. First assume that n > . Applying Lemma 4.3, we
obtain:
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(= i —1)! i
X (Groyemms, (0gM)) = Y " —— (= 1)/ Y (Grey js, (M)
‘ ! = (e =mlm = ! T
.mij(_l)i<m_j><n—j - (m—j—i))
pard i n—j——j
i ‘ ey = D=0 (n —m)!
- ;X(Greﬂsq = i — DG = Dl —1 —m 1 )
= 3 X (Gres, <M))(” - t‘>.
j=0 meJ

If n < t, again applying Lemma 4.3, we obtain

" — ! )
X (Gro e—ms, (04 M)) = Z #(:n);j)‘(—])"l_]x(Gre+jsq (M))
= ! !

,’"i"(_l),(m—J)(n—j—(m—j—i))!

P i (t—(m—j—i))

_ X": D" — ) n—m)t —n+m—j—1)
(n—m)l(m — j)! =it —n—1)!

!
X Grexjs, (M)
j=0

= D (=" x(Greyjs, (M))(

=0

= 3 x(Gress, (M))(" - t‘).
m—j

Jj=0

t—n+m—j—1
m—j

This completes the proof of the theorem. O

We want to investigate how the F-polymonial of a representation changes when applying
BGP-reflections. Assume that Gr,(M) = Gr.(M, ¢°). By Theorem 4.4, we know that

K(Groyrs, (M)) (” . ’)

contributes to the coefficient of x%©~0+Dsq for r =0, ..., tandi =0, ...n — ¢. In other
words for the coefficient of x%©—=+)sq jn Fo,m(x) we get

n—t

n—t .
> ( l. )x(Grem,,(M))x"q“’*"*'”q = x%1 Dy (Groy s, (M))(1 +x7 )"
i=0

Define
g (x°) 1= x70 O (1 x )oaOatea,

Recall that a(p, ¢) was defined as the number of arrows from p to ¢g. Finally, we re-obtain
[13, Lemma 5.2] in the case where q is a sink:

Theorem 4.5 The following holds:
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(i) Let g be a sink. We have
Fogu () = (14 x, )7 Me 3" 5 (Gro (M)og (x°) = (14 x, 1)~ 4™ Ma Fyy (x')

eeNQ
where
x; = [xilagi —1 ,
XiXg (] 4 xq_])”(”q) ifi #q

(i) Let g be a source. We have
Fom(x) = (1 + x; 1) @adimMa (1)

where
1 pe
x = i lfl. =4
i xix;(q’l)(l +xq)—a(q.i) ifi #q

Proof The first part follows from the results of this section. Moreover, we have Foom =
F(o,m#+. Since g is a sink of Q% and keeping in mind that Fy+(x, | p € Qo) =
xdimM g M(x;1 | p € Qp), the statement is straightforward consequence of the first
part. O

Remark 4.6 If we consider the quiver with one vertex and if M is the semi-simple repre-
sentation of dimension vector n we get the generating function of the usual Grassmannian

Fy(x) = Z <Z>xk.

k=0

We have o, (x¥) = x (1 + x~1)~" and thus

Fo,m(x) = Fo = Z (n)xfk(l +x Hh™=1.

k=0 k

5 Generating Functions of Euler Characteristics of Quiver
Grassmannians of Type D,

The main aim of this section is to develop explicit formulae for the generating functions
of Euler characteristics of quiver Grassmannians (resp. F-polynomials) of representations
of quivers of type D,,. This reduces to counting certain subsets of the vertex set of coeffi-
cient quivers of the respective representations. We first derive formulae for the generating
functions of indecomposable representations of small defect. To do so, we initially restrict
to subspace orientation and generalize the obtained formulae by applying BGP-reflections.
By Theorem 2.19, this can be used to obtain formulae for all indecomposable representa-
tions of a quiver of type D,,. Since we have Fygn = Fi Fy for two representations M and
N, see [5, Corollary 3.7], we obtain formulae for all representations of Q. Throughout this
section, we frequently use the notation of Section 4.

Remark 5.1 The following observation is trivial, but crucial for the considerations of this
section: if F, G € k[x, | ¢ € Qo] and x; — x,’l, where xé € klxy | g € Qol, is a variable
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transformation, we have
(FG)(x') = F(x)G(x) and F(x") + G(x") = (F + G)(x)).

In many cases, we can use this to transfer a factorization or a formula for the generation
function of a representation M to one of M’ which is obtained from M by applying the
reflection functor or the methods from Section 3.1.

Recall that for a sink (resp. source) ¢ € Qo we defined oqxd = (x)¢ where x’ is
obtained by the variable transformation of Theorem 4.5. Moreover, this extends to Fo,m =
a1+ xq’l)’ dim M, o4 Fu. We frequently use the following lemma:

Lemma 5.2 The following holds:
(i) Letd € NQy. For a sink g € Qo, we have

_ d _
qud =(1+x, l)ZPEQO a(p’q)d"x;% a l_[ x% =( +x, 1)ZI’EQO “(pg)dp yogd
reQo
P#q

(i) Let g be sink of Q. Then for every indecomposable representation M, we have

dim(rM), = Y a(p,q)dim M, — dim M,.
reQo

Proof The first part is just a reformulation of the definition. The second statement follows
because the Auslander-Reiten translate can be obtained by any admissible sequence of BGP-
reflections at sinks. O

Remark 5.3 If a dimension vector « € NQg is a root of Q, it is a root with respect to all
orientations of the arrows. Though the F-polynomial F, depends on the chosen orientation
of O, we opt to suppress it from the notation. Note that also the F-polynomial Fs of a
representation from a homogeneous tube depends on the orientation.

5.1 Reduction Steps and Generating Functions

In this section, we analyze the behavior of the generating functions under reduction of type
one, i.e. we have an indecomposable representation M of dimension « such that o; =
ai+1 = i+ + 1. Let M be of maximal rank type and M and é the induced representation
and induced dimension vector, respectively. According to Section 3, when removing the
vertex i + 1, for the Euler characteristic we get

€ —€j42

X (Gre(M)) = x(Gr(e; — ejt1, € — €i42)) x (Gra(M)) = ( )X(Gr@(M)).

i T €41

This yields the following easy relation between the corresponding F'-polynomials.

Lemma 5.4 Let M be a representation of D,, which can be reduced to a representation M
by reduction of type one. Then we have

Fy(x) = Z X(Gré(M))xéxf_ﬁz(l+x,~+1)é"’éi+2,
éeNQy
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In other words, considering the variable transformation x4 x; where

x{ =x (1 4+ Xit1), x,{+2 = Xjy2Xi+1(1 +x,~+1)71, x; = x4 forall q ¢ li,i+2},

we have Fy(x) = Fy(x").
Moreover, we obtain an analogous statement for the second instance of reduction of type
one.

Finally, in order to pass to preinjective representations, we can pass to the opposite
quiver and dual representations. On the level of F-polynomials this can be described by the
following formula:

Lemma 5.5 Let M be a representation of Q. Then for the F-polynomial of the dual
representation M* we have

Fye (x) = x4 M Fy (x)
where xc’l = xq’l for every q € Q.
5.2 Counting Admissible Subsets

In order to determine F-polynomials for any orientation of D,, we first determine the F-
polynomials for representations of D,, in subspace orientation. Applying BGP-reflections,
we obtain the corresponding formula for every orientation. To do so and to fix notation,
we proceed with recalling some well known procedure which can be used to obtain the
generating functions explicitly.

Let fo, f1 € k[x; | i € I1andlet f; for j > 2 be recursively defined by

( Sfon ) _ (a b) <f2n72)
fons1) T\ d) \ fana1

for some a, b, ¢, d € k[x; | i € I] and where n > 1. The eigenvalues of A := (i Z) are
the zeroes of x4 = (X —a)(X —d) — bc, i.e.

d d)?
)\i:a+ :I:\/(a+ ) —ad + bc.

2 4

Define z := 4/ % —ad + bc. We have A A_ = ad — bc and AL — A_ = 2z. Assuming
that z # 0 and b # 0, for the eigenspaces, we get

E. = <<a :l;»i))'

. —b -b IR a—Ai_ b
T._<a_)\+a_}\_),wehaveT _detT<)»+—a—b)'

Then we have

For
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()= C ) (%)
o) (50) (550 5) (R)

_ b (bGr @ =) =M@ — 1)) PEL =A%) (fo)
—2bz \ (@ —2p)(a— A )L =A%) b(Vi(a—2y) —A(@—A2)) ) \f1)"

Thus we get
1
fan = 5@y =31 = (ad — bYA= A7) fo — B — W) 1) (.1

and

-1
Jont1 = %(( =A@ =2 )L = AD) fo+ b (a—2q) —A2(a—2)) f1)  (5.2)

The quiver A,, = 0 < 1 < ... < m appears as a subquiver of D, and the coeffi-
cient quiver of the real root representation of dimension 1,, = (1,1, ..., 1) as a subset of
the vertex set of the coefficient quivers under consideration. If Xy, is the corresponding
indecomposable representation, it is straightforward to check that we have

m i
Fm = FX]lm = Z 1_[)6]'.

i=—1j=0
Moreover, let F| ;, 1= Z;":O H3'=1 x;. By an easy induction, the following can be proved:
Lemma 5.6 We have
10 1 0

i " =

o (i 20) = (s 1)

.. m—1 0 1 _ _Fl,m—l +1 F],m—l
() Hi:O <_xm—i Xm—i + l) B < —Frm+1 Fim

In order to determine generating functions of preprojectives of defect —1, we consider
the following snake-shaped coefficient quiver 2(s, n) (where ¢ := 2n — 2) where we omit
the vertices ¢; in the notation:
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Vo Vn—5
u N3 e e 2 1 y 0
n—>2
a
Vo _
n—1 ; n 7 [P M—5 ———2n—4 .

c 2n-3

Vo
st+n—3 «——st+n—4

y
st+n—2 a
st+n—1 ?stﬁ“n

We will see that we can basically restrict our calculations to this case. Also the case of the
exceptional tubes can be reduced to this case. We refer to the corresponding preprojective
representation by M (s, n).

We call a subgraph a ramification subgraph if it is of the following form:

l
/
I+1
\

I+2———— 3143
+ S +

Note that in our case we have x € {a, c} and y € {b, d}. In this situation, the extremal
arrows of 2(s, n) defined in Section 2.3 are all arrows but those of the form / + 1 =5
contained in the ramification subgraphs.

Definition 5.7 We call a subset G of 2 (s, n)¢ admissible if the following holds:

(i) Gy is extremal successor closed, i.e. if the tail of an extremal arrow is contained in
Gy, the head is also contained in Gy.
(i) For all ramification subgraphs, we have: if/ 4+ 1, [ + 2 € G, then ! € Gy.

Note that we automatically have [ + 3 € Gy if G is extremal successor closed and if
I+ 1 € Ggorl+2 e Gop. Every subset induces a dimension vector e € NQj, called
the type of Go in what follows. The next step is to determine the number of admissible
subsets of 2 (s, n)g of a fixed type e for the following reason. By Theorem [22, Theorem
4.4], for representations of defect —1, the non-empty Schubert cells correspond to the non-
contradictory subsets 8, see Section 2.4. In the present case, this translates into the notion
of admissibility.

Theorem 5.8 Let e € NQg. Then x (Gro(M (s, n))) is the number of admissible subsets of
D(s, n)o of type e.

Remark 5.9 In order to determine the F-polynomials for indecomposables lying in excep-
tional tubes, we need to consider slight modifications of the coefficient quiver 2 (s, n) for
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n < 5. The notions of extremal arrows and admissible subsets are the same as before, i.e.
the extremal arrows are all but those of the form / + 1 = [ contained in the ramification
subgraphs and Definition 5.7 can be transferred word by word.

Consider I := {0,...,2s + 1} and J := {0,...,n — 4}. If we delete the sources of
2(s, n) corresponding to the ramification subgraphs, we can think of the remaining graph
as a matrix having entries which are vertices, i.e. with every index (i, j) we associate the
vertex in the ith row and jth column of the remaining graph. Note that we start the indexing
by (0, 0).

For (i, j) € I x J, let 4(i, j) be the full (connected) subgraph of 2(s, n) which has
vertices {(0,n —4), (0,n —5), ..., (i, j)} and where we add the subgraph 1 < 0 and also
all sources of ramification subgraphs whose remaining vertices are all contained in {(0, n —
4),0,n—95), ..., (1, j)} Let

F =Y xG. jex
eeNQq

be the generating function counting the number x (i, j, ¢) of admissible subsets of 4 (i, j)o
of type e. We define ﬂff“ :=1and ﬁ(;l%l =1+ x4 + Xp_4xq.

Lemma 5.10 We have the following recursive relations:

(1) Forallm >0, j =n—25,...,0, we have ﬁ{m = xjﬁzjr:l + ﬁz”nﬁl.
(i) Forallm > 0, we have

0 0 —4
Q’MH = (1 4 x0 + x0X4 + X0Xp + X0XaXp)-F5,, — xoxaxbyznm_y

(iii) For allm > 0, we have ﬁ}lmH = (x; + 1)9§m+1 — xlfzom. A A
(iv) Forallm >0, j=2,...,n—4, we have yzij =(x; + 1)92]”;1_1 - xjygrf.
(v) Forallm > 1, we have

—4 —4 _5
yznm =1+ xp_4 + Xp_aXc + Xp_4Xq + xn—4xcxd)§;m_] - xn—4xcxd92nm_1~

Proof An admissible subset of & (2m, j)o is obtained from one of & (2m, j — 1)g by adding
the vertex corresponding to the index (2m, j) or it is given by an admissible subset &4 (2m —
1, n—4)o. Note that if (2m, i) is a vertex of an admissible subset, then (2m, i —1) is forced to
be part of the admissible subset because it is extremal successor closed fori =n—4, ..., 1.
Thus we obtain the first statement. The third and forth statements can be obtained similarly.

An admissible subset of 4 (2m + 1, 0)g is obtained by adding an admissible subset of the
ramification subgraph which is glued. This corresponds to the first summand in the second
statement. But because of the second property we have to drop those subsets containing the
vertices sm +n — 2, sm +n — 1, sm + n but not containing sm + n — 3. This gives the
second summand. The last statement can be obtained by a similar argument. O

Let H(x, y,z) = 1 +x+xy+xz+xyz. Together with the observations in the beginning
of this section, Lemmas 5.6 and 5.10 give rise to the following recursive description of the
generating functions:
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Corollary 5.11
j;n;i — 0 1 _Fl,n—S +1 Fl,n—5
2 —Xp—aXcXq H(xp—4,%c,%0) ) \—Frn—a+1 F1 4

<ﬂ‘}174l
(A [P [V =)
—xoxaXp H(x0, %a, x6) ) \Fuze [1'2g xi ) \ 704
Forn = 4, we get

4 4
y2m+l — 0 1 0 1 ymel
Fia —x0xcXa H(x0, Xc, Xa) ) \ —x0xaxp H(x0,%a,xp) ) \ 7}

4
_ —X0XaXp H (x0, x4, Xp) F -1
—X0XaXpH (X0, Xc, Xq) —XoXcXa + H (X0, Xc, xa) H (X0, Xa, Xp) T3

2m

With this tool in hand we can determine the F-polynomials of representations of D,
explicitly using formulae Egs. 5.1, 5.2. This is done in the following subsections. We begin
with the representations of the tubes as it turns out that the proofs are less technical.

5.3 The Homogeneous Tube

The F-polynomials of the representations of the homogeneous tubes play an important role
in the following. The imaginary Schur root § of D, is independent of the orientation of D,.
Using the methods of Sections 3.1 and 4, it is straightforward to check that the F-polynomial
of a representation of dimension § lying in one of the homogeneous tubes does not depend
on the tube. Alternatively, one can apply [14, Lemma 5.3] or [22, Theorem 4.4]. Thus we
can fix a homogeneous tube without loss of generality. We denote the unique representation
of dimension r§ in this tube by M,s and define F,s := Fy,,;. Moreover, for every r > 1
there exists an almost split sequence of the form

0—> Mys > My—1)s ® M(r+1)s > Mys > 0
where Mos = My := 0 and Fy, = 1. By applying Theorem 2.11, we obtain

Lemma 5.12 The F-polynomial of representations lying in one of the homogeneous tubes
depends only on the dimension vector and satisfies the recursion

Fs1s F—nys = Fjy — x"°

forr > 1.

By the methods of Section 5.2, we also obtain an explicit formula for Fs. Recall Corollary
2.25, saying that
Frs = FsF—1)s — x* Fr_2)s
for r > 1 where Fp = 1 and F_s = 0. This yields

Fs \_(0 1" 0
Fo+ns)  \—x° Fs 1
| — Fs

2
Z=§ F(;_4x6, )\:t=72|227

we thus get the following explicit formula:

Defining
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Corollary 5.13 We have
1
FrrS = z()\,:j—] - )\-r_+1).

5.4 The Exceptional Tubes of Rank Two

In this section, we apply the developed methods to representations lying in the exceptional
tubes of rank two. To do so we first restrict to D4 in subspace orientation. Afterwards, we
extend the results to D,, in subspace orientation and, finally, to any orientation.

If o is a real root let Fy, := Fjy,. Similar to the case of preprojective representations of
defect —1, we obtain all coefficient quivers of representations lying in this tube by glueing
the coefficient quivers

YA
[ ] \a ] \d
[ ] [ ]
This means that (up to permutation of the arrows a, b, ¢, d), we consider the coefficient

. . b . .
quivers 2(s, 4) with an extra arrow —1 — 1. Also the notion of non-contradictory subsets
transfers exactly to the one of admissible subsets, see also Remark 5.9. We denote the rep-
resentation on the left hand side by 77 and the representation on the right hand side by T5.
Then we get for the generating functions

Fr, =1+ x0 4+ x0xq + X0Xc + X0XaXe,  Fr, =14 x0 + x0xp + X0Xq + XoXpX4.

Without loss of generality we can assume that we start our glueing process with the coeffi-
cient quiver of 77. Now we proceed completely analogous to Section 5.2 and apply Theorem
[22, Theorem 4.4] to obtain f_1 =0, fy = 1 and

fors1 = Fr for — X0XaXe for—1,  far42 = F, for41 — X0XpXd for

where f7,41 is the generating function corresponding to the unique indecomposable of
dimension ¢ (r) :=dim 77 + r - § and f,4 is the generating function corresponding to the

unique indecomposable M(lr D)8 of dimension (» + 1) - § such that T C M(lr +1)5- Note that

also the recursion is up to permutation of arrows basically the same as the one in Section 5.2.
The only difference is that we start our glueing process in the present situation with the

empty coefficient quiver while in Section 5.2, we start with the coefficient quiver <L .
Proposition 5.14 Forr > 0, we have
Fiy = fars1 = Fr Frs = Fi0) Frs,

FM(IH_I)B = for+2 = Fui1)s + x0xaxc Frs

Proof Using the notation from Section 5.2, we have
a = —XoXqXc, b=Fr, c¢=—x0XqXcFr,, d=—xoxpxq+ Fp, Fr,.

Then it is easy to check that we have

1
a+d=Fs, Z:E,/Faz—4x5, ad —be = Ayr_ = x°.
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Moreover, we get

_! 24 _ L 4
b= 5 (Fy [ Ff = 4x%), h = S(Fy = [ F} = 4x%).

Since f_; = 0and fy = 1, Eq. 5.1 yields

1
farsr = 3 (F, Ot — Ay,

Since A+ and z take the same values as in Section 5.3, by Corollary 5.13, we get fo,41 =
Fr Fys.
Using Eq. 5.2 together with Corollary 5.13, we have

1
frri2 = Z(A’_“(—xoxuxc — ) — O (—xoxaxe — A4)))

1 1
= Zo&“ — A Zxoxaxc(xq“ — A
= Fo11)s + x0XaXc Frs,

which completes the proof of the proposition. O

Let us consider the tubes of rank two for general n with arbitrary orientation. For a fixed
tube, we denote by #1(0) and 7,(0) the quasi-simple roots. The real roots in this tube are
given by #;(r) = t;(0) 4 r4. Finally, we denote the representation of dimension r§ with
subrepresentation My, ) by M, ; 5

Theorem 5.15 For the indecomposable representations My, and Mﬁ s Lying in one of the
exceptional tubes of rank two of D,, we have:

1) Fuyoy = Fr0)Frs
(i) Fyi = Frs +xi O F_yys

Proof Under consideration of Lemma 5.4 it is straightforward to generalize Proposition
5.14 to arbitrary D,, in subspace orientation.

Assume that M with dim M = t;(r) + r4 lies in one of the exceptional tubes of rank two
of D, (with arbitrary orientation) and satisfies Fp; = Fj, (o) Frs. Applying Theorem 4.5, we
have

Fo,m = Foyt0) Frs.

Thus the first statement follows by induction.
For a fixed sink ¢, of D, with arbitrary orientation, it is straightforward to check that

Y alp, t0), =3,.
peQo
Indeed, if g € {a, b, ¢, d}, both sides are one. Otherwise both sides are two. Assume that

FMI-6 = Fs + xi© F(+—1)5. Then, again by Theorem 4.5 and Lemma 5.2, we have

F i, = Fos +x%iO (] +xq—1)2peg0 a(p,q)z,-(O),,(1 +Xq_l)_6"F(r71)5 = Fg +xa,,t,.(0)F(r71)a.

9q

Thus the second statement also follows by induction. O
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5.5 The Exceptional Tube of Rank n — 2

Let us consider the tube of rank n — 2. In this tube, Fhere exist n — 2 indecomposable
representations of dimension 7§, which we denote by M, s fori =1, ..., n —2.If itis clear
which of these representations is considered, we drop the i.
We again first restrict to subspace orientation and treat the general case later. Let d,, (r)
be the root given by
rforg=a,b
r—1lforqg=c,d
dm(r)g =
2r —1forqg=0,...,m
2r —2fori=m+1,...,n—4
In this tube, there exists an infinite chain of irreducible inclusions
Mdo(l) — Md](l) — ... Md”74(1) — M5 — Md0(2) — ...

where the imaginary root representations M, s are uniquely determined by this chain.

Lemma 5.16 Letn = 5. Then we have

O Fayory = Fagy Frs + xox1xaxp Fr—1ys
() Fay ¢y = FayqyFrs
(i)  Fup,s = Frs + x0xa%p(1 + x1) Fr—1)s

Proof First note that the coefficient quivers of the representations under consideration
pointed out in [22, Appendix B] are modifications of 2(s, 5). Moreover, the notion of non-
contradictory subsets and admissibility transfers again, see Remark 5.9. More precisely, we
add an extra arrow —1 — 1 in all cases and, moreover, the last vertices of the quivers to
consider are st + 1, st 4+ 2 and st — 2 respectively.

Then the last two statements follow in the same way as Proposition 5.14 where we addi-
tionally apply Lemma 5.4. Now we can apply (the methods of) Lemma 5.10 in order to
obtain

Faotry = Fagy Fm,s — X0xaxp Fa,r—1) = Fag) Frs + Xox1XaXp F(r—1)s.
Here we use that Fg1)(1 + x1) — x1 = Fy, (1), see also Lemma 5.10. O
For I < m, we denote by S; , the exceptional representation with dimension vector
dim ;. = Y 7, ¢i. Note that
dim S 42,0-4 = du—a(1) — do(1) — T~ dy (1) = dy—a(1) — dpy1 (1).

Moreover, we have
m+1

-1
1_[ xi=x" O xoxxp = xDD,
i=1
Lemma 5.17 For arbitrary n, we have

@ Fay) = Fap 1 Frs + 30302 [TV i, 0, o Firoys form =0,.....m =5,
(1) Fa,_y¢) = Fa,_y) Frs
(iii) Fp,y = Frs +x0%aXpFsy,_, Fir—1)s
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Proof This is obtained when combining Lemma 5.16 and Lemma 5.4. O
For l3,, with arbitrary orientation in the tube of rank n — 2, there exist n — 2 chains of
irreducible morphisms of the form
My1 —> Moor— ... = Mopy—3—=> Mio:=Ms — M1 — ...

where the m,(r) := dim M, ; are real roots and the imaginary root representations M, o :=
M, s are uniquely determined by this chain. In particular, for every real root « in the tube of
rank n — 2 there exists an exceptional root m;(0) such that & = ré + m;(0).

Lemma 5.18 For 1 <[ <n —4, we have § = m;—3(0) + tm;+1(0) — m;(0).

Proof Considering the tube and its roots in detail, we obtain
8 = mp—3(0) + tm,—3(0) — my_4(0).
Since we also have
my(0) + tmy2(0) = my11(0) + tmy41(0) & tmy2(0) — myy1(0) = Tmyy1(0) — my(0),
the claim follows by induction. O

Under the convention that F, = 0 if @« € ZQy has at least one negative coefficient, we
obtain the following result:

Thgorem 5.19 Setmy(r) = my_2(r—1) = ré. Let M be an indecomposable representation
of Dy, lying in the tube of rank n — 2 such that dim M = m(r) for somel =0, ..., n — 3.
Then we have and, moreover, we have

Funry = Fon@ Frs + X" Fys)-my 0 Fir—1)s
forl=0,...,n—3.

Proof We proceed by induction. For every representation M lying in the tube of rank n — 2,
there exists a sequence of reflections o7y, ..., o; at sinks and a representation My, () with
me{—1,...,n—4}suchthat M = o1 ...0;1My, . Since the claim is true for My, (), by
Lemma 5.17, we can assume that M = o,M,; and that the claim is true for M, , i.e. we
have

For) = Fy Frs + 5" O F ) —my10) Fir—1ys
Then applying Theorem 4.5 and Lemma 5.2, we have
Fy = Fom© Frs + (14 x4 x, )P x5 O Fy 0y om0 Fir—1s
with
a=—8;—mO0)g+mu_30)g —m1©0)g. b= a(p.q)mi1(0),.
P€Qo
Again by Lemma 5.2 and, moreover, by Lemma 5.18, we have
a+b=—-86;—m0)y+my_30), + tm1(0), =0,

which completes the proof of the theorem. O

Note that Theorems 5.15 and 5.19 can be summarized as done in Theorem C.
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5.6 The Preprojectives of Small Defect

Finally, we consider the preprojective roots. Also in this case, we obtain explicit formulae.
Thanks to Theorem 2.19, the generating functions corresponding to the roots of defect —2
can easily be obtained from those of defect —1. Moreover, the generating functions for the
preinjectives can be calculated when passing to the opposite quiver.

We again denote the projective representations corresponding to the outer vertices by
P,, Py, P. and P;. We follow the strategy of the last two subsections and first restrict to
subspace orientation. Up to permutation of the sources, the preprojective roots for n = 4
are given by

di(ry=Qr+1,r+1,r,r,r)anddy(r) = Qr,r — 1,r,r,r).

Proposition 5.20 Let n = 4. Then we have

. P—
() Fayy = Fp,Frs —x8m7 PaFy o mip Fiys

(i) Faryo) = Fr-1p, Fr—1)s — X F—2)s

Proof Initially, we consider the coefficient quiver of the preprojective representation of
dimension (1, 1,0, 0,0), i.c. ® % e By glueing the coefficient quivers
vy
° c ° a
N N
[ ] [ ]

in turn, up to permutation of the arrows, we obtain the coefficient quivers 2(s,4) and
we can apply Theorem 5.8. We denote the corresponding representations by 77 and T»
respectively. Using the notation and results from Section 5.2, we have

fo=1, fi = 1+ x0 + x0x,-
Moreover, we have f>, = Fu,) and fo,41 = Fy () and
a = —XxoXcX4, b=Fr, c¢=—xox;xqFr,, d= —xoxqaxp+ Fr, Fr,.

3 we also have

Using A+ A_ =ad — bc = x
(@ —x)a—ro) = (@ + (ad — be) — ala + d)) = —be.

Since a, b, ¢, d and hence z and 1 take the same values as in the proof of Proposition 5.14,
following Corollary 5.13, we have

Frs = %(xfl — A,
We obtain
for = —x0xcxqa F—1)5 — X(SF(rfz)s + Fr Foe—1sf1 = Frip, Fo—1)s — x‘SF(,,z)[;,
frrv1 = cF_1ys — (@Fo_1ys — Frs) fi
= Fp,Fr5 — xdime P Fs_gime—1p, Fr—1)s
Note that 8§ —dim t~! P, = dim S, is the simple root (which is in this case also the injective

root respectively) corresponding to the vertex a. O
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Remark 5.21 Applying the reflection functor to My, () (resp. Fg,(r)), it is straightforward
to check that

Fay = (14 x, ) Frs — x3 P Fy_gim p, Fr—1)s-

Note that td;(r) = c?z (r), where (22 (r) is defined below.
The following is straightforward to check:

Lemma 5.22 Considering the variable transformation of Lemma 5.4, we have
(14 x1) Fs—dim p, (X') = Fs_dim p, (X)

where the root § — dim Py, on the left hand side is the root qo + qa + qc + qa of Dy and on
the right hand side it is the root qo + 2q1 + qa + qc + qa of Ds.

For general n, the preprojective roots of defect —1 are given by:

® d'(r),m=0,...,n—4 withd{"(r)g, =2r +1fori =0,...,m,d{"(r)y = 2r for
i=m+1,...,n=4,d'(rNg = d'(r)e = d"(r)g = r and d{"(r)p = r + 1. We
denote by dA{” (r) the resulting root obtained when permuting g, and g;.

® dy(r) withda(r)y; = 2rfori =0,...,n—4,d(n)g = d2(r)c = d2(r)g = r and
d>(r)p = r — 1. We denote by dAQ (r) the resulting root obtained when permuting g, and

b-

° ng"(r), m=0,...,n—4,withdy (r),, =2rfori =0,...,m,dy' (r)g =2r — 1 for
i=m+1,...,n=4,d5(1r)g =dy(r)p =di'(r)e = rand df' (r)g =r — 1. We
denote by c?%" (r) the resulting root obtained when permuting ¢, and g,.

®  dy(r)withdy(r)y, =2r +1fori =0,...,n—4,d4(r)g = ds(r)p = da(r)c = r and
da(r)g = r + 1. We denote by ds(r) the resulting root obtained when permuting g. and
qd.

Note that we have t~'d" (r) = d" ' (r) form =0, ...,n =5, v 1™ () = do(r + 1)
and ‘c_la?z(r +1) = d?(r + 1). The analogous statement holds for dg” (r) and 624(r +1).

We denote by P, the projective corresponding to the vertex ¢, and by s, the simple root
corresponding to g. We have d" (0) = dim P, + 5.

Proposition 5.23 Let Dn be in subspace orientation. Then we have

Q) Fapy = Fapoy Frs —x™ 'O Fs_o=1470)Fr—1)s
(i) Fariry = Far(yFr—1ys — ¥° Fir—2)s
(i) Fgngy = Faray Fo—1s — xf]d?“)Fa-r—ldgl(nF(r—2>a
@iv) ng"“(r) = d;"‘(l)F(V*l)B — xsF(r,Q)g

-1
) Fary = Fay0) Frs — x° d4(0)F87r’1d4(0)F(r*1)5

Proof Initially, we derive the case n = 5 when applying Lemma 5.4 to the results of
Proposition 5.20. We first obtain

r‘ld]l(O)F

ooy = FaloyFrs —x s—c-1a} ) Fr=Dgs-
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We have 'L’dll (r) = d? (r) where 'L'dll (r) is obtained from dll (r) when reflecting successively
at the sinks qo, g4, g», g1, gc and g4. Thus, keeping in mind Lemma 5.2 and Theorem 4.5,
a straightforward calculation yields

r—lcf}’(O)F

F (Sfr*IdA?(O)F(r_])S

ANy = Ffd}(r) = an}(O)F"s -

7ld0 0
= FpoFro =x" TOF;_ 100 Fe-s.
Again by Proposition 5.20 together with Lemma 5.4, we get
Fayr) = Fay(yFr—1ys = x° F—yp.

Moreover, we get
)
Fd31(r) = ng(nF(rfl)E — X" Fy—2s.

Similar to the case of d?(r), we have rd31 (r)y = dg(r). Let 0 := o04010,0p00. It is
straightforward to see that

5
Foatiry = FoayoyFo—ns — X" Fo—2s.
But since (0d3] 0)): = 0 we get
= FyoalayFo-ns — (14 x ) Foas

F(rc(rd3I (r) [

1

“1a%a
= FpayFo-ns —x* SUF_ 00 Fr-op.

Finally, also the formula for Fy, () for n = 5 is obtained in this way. In order to obtain
the formulae for general n > 4, we can apply Lemma 5.4 starting with the case n = 5. [

For the remaining part of the subsection, we should keep the following remark in mind:

Remark 5.24 ® Using Lemma 5.22 together with Eq. 5.1, we get
Foiy=( +xb_1)Fra - mehFa—meF(r—1)5~

It is likely that there is a similar formula for d7 ).

® If o < 4 is a preprojective root such that o, (a) > 4, then g is a source and § — «
is the injective simple root corresponding to ¢. Indeed, § — « is a preinjective root if
0 < o < § is preprojective. Since the positive non-simple roots are invariant under the
Weyl group, § — « is forced to be simple. In particular, if < § and ' < 8, we have
that o 1l > § if and only if § — 7'« is the simple root corresponding to the source
q. The analogous statement holds if « is preinjective.

® If g is a sink, we have that P, = §,. If #) is preprojective with =y < 8, we have
aqr_ltM < & because otherwise § — 7~ lry = sq were injective. In turn if 73y < 6 and
oqr’ltM > §, we already have 774y > § in which case § — 1y is injective.

® If o is a preprojective root of defect —1 of D, in subspace orientation, we have that
8 — a is injective if and only if @ = da(1) or o = d§ ~*(1).

e If ], is the injective representation corresponding to g and ¢’ # ¢ is a source, we have
that 0,1, is also injective. Note that since D, is tree-shaped, we have dim Up)g =1
if and only if there exists a (unique) path from ¢’ to ¢ and dim (Ig)g = O otherwise.

Proposition 5.25 Let M be a preprojective representation of Dy, such that ty := dim M —
ré < 6. Let q be a sink.
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(i) Assume that
—1
Fy = Fy, Fr5 — x° tMFa_T—ltM Fo—1s.
If‘L'_ltM < dandsy; #ty <68, we have

04T

-1
F — tm
ogM = Fa,,tM Frs—x 1 S,th—l,Mf(r,I)g.

Then we also have Uq‘[_] ty < 6.
(ii) Assume that
Fy = Fy Frs — XSF(r—l)S
and that § — ty is the injective root corresponding to q'. Then we have § — v~ 'ty =
—dim P,/. Moreover, if ¢ # q’, we have
F(qu = Fath Frs — xsF(r—l)B-
and if g = q, (we have § — tyy # sq and) we have

Fo’ 0ogT

-1
— M
oM = Fo,u, Frs — x Fs—oyey Fr—1)s

where § — th_ltM =sq.

Proof For a sink ¢, by the second part of Lemma 5.2, we have

> ap. )t )y — (T ta)g = (tan)g.

P€Qo
Thus we get
v +r8)g =Y alp, @)t ta)p+ (6 =t " ty)g + ((r — 1)8),.
reQo

Thus, since 7y, is not the simple root corresponding to ¢, the first part follows by Theorem
4.5.

For the second statement, note that o, (8 — t)7) is preinjective and dim [, = s, is the
injective root of o, Q corresponding to g. Indeed, g is a sink of Q and in turn a source of
04 Q. For the first part, it suffices to show that

> a(p.q)8y = (tu)g + 5.
P€Qo
This can be deduced from
d alp.q)s,—8,=Y alp.q)x ')y — (x tar)g
P€Qo P€Qo

which actually follows from 1ty — 8 = dim P,. Indeed, since g is a sink and Q tree-
shaped, we have dim(P, ), = 1 if and only if there is exactly one neighbour p such that
dim(Py)p = 1.

Since ¢ is a sink, we have dim P; = s,;. Thus the second part follows because

-1
xB(] +x;l) — xfoq qu — xO‘ql’ M Fs—o'q‘[_llM
and (§ — r’ltM)q = 1 in this case. O

Clearly the formulae hold in the other direction as well. This leads to the main result of
this section:
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Theorem 5.26 Let M be preprojective of defect —1 such that tyy = dimM — ré§ < 8. If
8 — ty is injective we have

Fy = Fyy Frs — X Fp_1)s.
If § — ty is not injective we have

—1
Fy = Fiy Frs —x° ™ Fs_ 1, Fo—1ys.

Proof We proceed by induction. For D, in subspace orientation, the statement is true by
Proposition 5.23 keeping in mind Remark 5.24.

Now assume that «q, ..., «; are all preprojective roots of defect —1 of ﬁn with a fixed
orientation such that o; < §. If ¢ is a sink, we can reflect at g to obtain all preprojective
roots o,a with o, < 8 of 0, O exceptt := § — s4. In particular, we can apply Proposition
5.25 to obtain the generating functions corresponding to preprojectives of defect —1 except
those of the form r§ 4+ ¢. Using the notation of Proposition 5.25, we are thus left with the
case when t); = s, where we can assume that

-1
Fy = Fiy Frs —x" ™Fs_ -1, Fr1ys

because § — s, is not injective. Since ty; = s,, we have ttyy = —dim ;. In particular, since
8 — (8 + ttpr) is injective, by induction hypothesis, we have

Frm = Fs—dim1, Fr—1)s — xsF(r72)8-

Now there exists an admissible sequence

o= l_[ oy
q'€(Dn)o
q'#q
of reflections at sources such that ot M = o, M. Since the first part of the second statement
of Proposition 5.25 clearly also holds in the opposite direction, keeping in mind the last part
of Remark 5.24, we have

Fo,m = Fs—dim1, For—1)s — XSF(r—2)5~

Since g is a source, we have dim I, = s, and the claim follows. O
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