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Abstract
In contrast to earlier ABSA studies primarily concentrating on individual sentiment com-
ponents, recent research has ventured into more complex ABSA tasks encompassing 
multiple elements, including pair, triplet, and quadruple sentiment analysis. Quadruple 
sentiment analysis, also called aspect-category-opinion-sentiment quadruple Extraction 
(ACOSQE), aims to dissect aspect terms, aspect categories, opinion terms, and sentiment 
polarities while considering implicit sentiment within sentences. Nonetheless, a compre-
hensive overview of ACOSQE and its corresponding solutions is currently lacking. This 
is the precise gap that our survey seeks to address. To be more precise, we systematically 
reclassify all subtasks of ABSA, reorganizing existing research from the perspective of 
the involved sentiment elements, with a primary focus on the latest advancements in the 
ACOSQE task. Regarding solutions, our survey offers a comprehensive summary of the 
state-of-the-art utilization of language models within the ACOSQE task. Additionally, 
we explore the application of ChatGPT in sentiment analysis. Finally, we review emerg-
ing trends and discuss the challenges, providing insights into potential future directions for 
ACOSQE within the broader context of ABSA.
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1  Introduction

Aspect-based sentiment analysis (ABSA) is a significant area of research within the field 
of fine-grained sentiment analysis. One of the critical tasks in ABSA is aspect category 
opinion sentiment Quadruple Extraction (ACOSQE), which involves extracting four ele-
ments of information from text, including category, aspect, opinion, and sentiment polarity. 
ACOSQE has practical applications in business evaluation and public opinion analysis. It 
has recently become a popular research topic, with numerous scholars devoting attention to 
it. The process of ACOSQE is illustrated in Fig. 1.

Several review papers have been published summarizing the relevant tasks, methods, 
and challenges in the ABSA field. Zhang et al. (2022) provided a comprehensive overview 
of ABSA research, including different sub-tasks introductions, commonly used datasets, 
and evaluation metrics, and also discussed the development process and research trends 
of ABSA methods, including traditional machine learning methods and deep learning 
methods.

Zhang et  al. (2018), Zhou et  al. (2019), and Zhu et  al. (2022) had conducted exten-
sive research in the development process and research trends of ABSA methods based on 
deep learning, including convolutional neural networks, recurrent neural networks, atten-
tion mechanisms, and pre-training language models, are discussed. It was believed in these 
works that the proposal and widespread application of deep learning methods provided 
strong support for the research on ACOSQE.

Implicit aspect detection is an important problem in ABSA because it can identify 
aspects and opinions not explicitly mentioned in the text, thus improving the accuracy of 
sentiment analysis (SA). Soni and Rambola (2022) surveyed implicit aspect detection and 
emphasized the significance of identifying aspects not explicitly mentioned in the text to 
improve the accuracy of aspect extraction and polarity classification in SA. Discussions on 
the terminology, issues, and scope of implicit aspects were covered, and recent techniques 
proposed for detecting them were reviewed. Several implicit sentiment datasets were also 
introduced, including those related to ACOSQE.

Fig. 1   An example of the aspect-
category-opinion-sentiment 
quadruple extraction task with 
implicit aspects and opinions
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By analyzing these review papers, ABSA is a challenging task that needs to be explored 
from multiple perspectives by researchers. However, a systematic review of ACOSQE and 
their corresponding solutions still needs to be completed. This paper conducted a compre-
hensive review of research on ACOSQE with implicit aspects and opinions, offering new 
ideas and directions for research in the ABSA field.

During the course of this investigation, Google Scholar served as the primary search 
engine to retrieve relevant papers containing keywords such as “quadruple sentiment analy-
sis,” “aspect-based sentiment analysis (ABSA),” “pre-trained language models,” “implicit 
aspects and opinions,” and “ChatGPT.” These encompassed works from top-tier confer-
ences in Artificial Intelligence (AAAI) and Natural Language Processing (ACL, NAACL, 
EMNLP), journals, relevant arXiv papers, book chapters, and doctoral theses. The results 
were assessed, and a classification of subareas was devised based on the predominant 
research directions in this field (see Fig. 2).

This paper can be classified as a comprehensive survey of ACOSQE with implicit 
aspects and opinions in the field of ABSA. It first introduces the four sentiment elements 
of ABSA and discusses the research background related to ACOSQE problems, includ-
ing concept definitions, sub-task introductions, and dataset characteristics. The paper then 
explores the research progress of ACOSQE from both sentence-level and dialogue-level 
perspectives, as shown in Fig. 2. Following that, the paper presents the research on rule-
based methods at the sentence level, explicitly using the ACOS-Dataset. In the subsequent 
sections, various research methods based on pre-trained language models such as BERT, 
BART, and T5 are introduced, along with their performance on ACOS-Dataset (Cai et al. 
2021a), QUAD-Dataset (Zhang et al. 2021b), or a combination of both. Additionally, the 
paper explores ACOSQE at the dialogue level using the DiaASQ-Dataset (Li et al. 2022b).

Furthermore, the paper discusses the latest research on ChatGPT in the context of SA. It 
explores the prospects and limitations of large language models like ChatGPT in address-
ing ACOSQE problems while highlighting emerging trends and unresolved challenges. 

Fig. 2   The research subareas of ACOSQE from the perspective of different approaches and datasets
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This comprehensive review paper provides valuable insights into the current research sta-
tus of ACOSQE in ABSA.

The paper aims to address the following research questions related to ACOSQE with 
implicit aspects and opinions in ABSA:

•	 What is the latest progress in ACOSQE?
•	 How can methods based on pre-trained language models and datasets be applied in 

ACOSQE with implicit aspects and opinions?
•	 What are the techniques for constructing more practical ACOSQE in generative large 

language models?
•	 How can advanced language models like ChatGPT improve the accuracy and efficiency 

of ACOSQE?
•	 What are the current challenges and future directions in ACOSQE research?
•	 What are the implications and opportunities for further research in the field of ACOSQE 

in ABSA?

2 � Background

In recent years, the innovative developments of social networking, travel, transportation, 
and e-commerce platforms such as Facebook, Amazon, eBay, JD.com, Airbnb, and Uber 
have enriched online content, giving rise to a continuous influx of textual information 
encompassing user sharing, interactions, and product evaluations. Much of this information 
is authentic and trustworthy, characterized by its richness, diversity, extensive coverage, 
and rapid generation. Simultaneously, these texts carry the sentiments and attitudes of indi-
viduals towards products, services, organizations, and more.

In the realm of business, SA aids companies in comprehending consumer concerns and 
product shortcomings, facilitating product enhancements, improved services, and precise 
marketing strategies. In the political sphere, SA assists governments in understanding 
public emotions, managing public opinion, refining methodologies, and making informed 
decisions. However, the manual analysis of such extensive textual data demands signifi-
cant time and effort, emphasizing the urgent need for automated methods to extract view-
points and attitudes from the text. SA has gradually become a focal point for research-
ers, emerging as one of the most active research directions in natural language processing 
(NLP). SA is typically categorized into document-level, sentence-level, and aspect-level 
analysis. Early SA predominantly concentrated on document and sentence levels. Over the 
years, various relevant corpora like “Twitter” have emerged, propelling the advancement 
of ABSA. Simultaneously, breakthroughs in deep learning technology have led to a shift 
towards deep learning in NLP, yielding significant accomplishments. The standardization 
of corpora and the application of deep learning techniques have attracted more attention to 
ABSA, fostering the development of numerous exceptional systems and models.

Nevertheless, ABSA remains a challenging task. Textual SA can be divided into 
explicit SA and implicit SA. Much of the research is concentrated in the domain of 
explicit SA. Implicit SA, due to the absence of explicit sentiment words as cues, intro-
duces complexity to sentiment expression, making it one of the challenges in SA. Early 
research primarily focused on predicting singular elements, such as extracting aspect 
terms. In recent years, the ABSA domain introduced pair and triplet prediction tasks, 
foreseeing sentiment elements in a multi-tuple format. In the past couple of years, the 
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emergence of ACOSQE has gradually shifted focus towards implicit SA, providing 
comprehensive support for ABSA. The following subsections will explore definitions of 
ACOS, ABSA, relevant datasets, and evaluation approaches.

2.1 � ACOS (aspect‑category‑opinion‑sentiment)

According to Liu (2012), SA is a field of study in which computers analyze people’s 
expressions of opinions, emotions, and attitudes in text. It is an interesting problem with 
significant implications for both business and society.

ABSA is a sub-task of SA that focuses on aspect-level sentiment analysis, identifying 
the following elements (ACOS) in each sentence.

•	 Aspect Category c ∈ Vx (Pre-Defined)
•	 Aspect Term a ∈ Vx ∪ {NULL}
•	 Opinion Term o ∈ Vx ∪ {NULL}
•	 Sentiment Polarity s ∈ {POS, NEU, NEG}

These four sentiment elements constitute the core of ABSA research. ACOSQE aims to 
extract all aspect-category-opinion-sentiment polarity quadruples from the text to more 
comprehensively and accurately reflect sentiment information.

Aspect terms (a) refers to specific characteristics of the entity or topic being evalu-
ated or discussed, which can be explicitly or implicitly mentioned and can be associated 
with different categories or domains. For example, for a mobile phone, possible aspects 
include taking pictures, making calls, browsing the internet, and attributes such as color, 
size, and weight.

Categories (c) refers to the broader field or domain to which an aspect belongs. It 
can be predefined or extracted from the text, and it helps contextualize the SA results. 
For example, categories could be design or brand for the laptop domain.

Opinion terms (o) can be conveyed either explicitly or implicitly. Explicit expres-
sions involve words or phrases expressing a positive, negative, or neutral attitude toward 
a specific aspect or category. It can include adjectives, adverbs, or verbs that indicate 
a particular evaluation or attitude. Implicit expressions do not directly state a positive 
or negative attitude but imply a particular evaluation or attitude. It can include more 
subtle language, such as humor, irony, slang, or other nuanced phrasing that allows for 
multiple interpretations. Considering not only explicit but also implicit expressions of 
opinion terms is essential for gaining a comprehensive understanding of people’s atti-
tudes, beliefs, and opinions. By analyzing both types of expression used, researchers 
can uncover deeper insights into how individuals evaluate and feel about various aspects 
and categories.

Sentiment polarity (s) refers to the direction of the sentiment towards an aspect or 
category, including positive, negative, and neutral. Sentiment polarity can be binary or 
multiclass and can be inferred from the expression of the opinion and its context. For 
example, in a movie review, sentiment polarity could be positive (such as “this is a very 
good movie”) or negative (such as “this movie is very boring”).

The four elements of ACOS sentiment analysis provide a comprehensive framework for 
analyzing and extracting sentiment information from text, helping us capture the diversity 
and complexity of people’s opinions and attitudes towards products and services.
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2.2 � ABSA definition

Based on the combination of the a, c, o, s, there exist several sub-tasks in ABSA. We sum-
marize these sub-tasks in Table 1. Specifically, their definitions are as follows in the con-
text of the example sentence: “The battery life of this phone is great.”

2.2.1 � Aspect term extraction (ATE)

ATE is a pivotal and fundamental task in ABSA, aiming to identify and extract aspect 
terms mentioned in sentences, specifically focusing on aspects of products or services 
being discussed. In this example, the aspect term is “battery life.”

Early ATE relied on heuristic rules and sentiment lexicons and fell within the unsu-
pervised techniques category. The most commonly used publicly available lexicons for 
this task include WordNet-Affect (WordNet-Affect 2004), Senti-WordNet (Senti-WordNet 
2006), and SenticNet  (SenticNet 2010). Generally, domain-specific aspect words cluster 
around certain nouns or noun phrases. Therefore, high-frequency nouns or noun phrases 
often function as explicit aspect expressions. Hu and Liu (2004) initially established a 
known set of seed words with sentiment labels. They then expanded this seed word set 
based on word relationships such as synonyms, antonyms, and other lexical relations avail-
able in WordNet(WordNet 2010). Finally, they organized and compiled a comprehensive 
sentiment lexicon. They pioneered aspect extraction by using part-of-speech information 
to identify nouns and noun phrases, subsequently filtering out high-frequency terms as 
aspects. While this approach is straightforward, it has limitations as the extracted aspect 
words can carry substantial noise.

To enhance accuracy, Popescu and Etzioni (2007) aimed to exclude non-descriptive 
aspects from lists of high-frequency nouns and noun phrases through pointwise mutual 
information calculations between candidate aspects (e.g., “iPhone12”) and automatically 
generated discriminative phrases (e.g., “Apple is a phone”).

In addition to leveraging the noun-centric aspects, certain studies have also explored the 
connection between aspects and sentiments. Given that sentiment, expressions are inher-
ently directed at objects, aspects, and corresponding sentiments often manifest together. 
Hence, this relationship can be exploited for aspect extraction.

Hu and Liu (2004) utilized this link to extract non-high-frequency aspects. The funda-
mental concept is that if a comment lacks high-frequency aspect words but contains senti-
ment terms, the nearest noun or noun phrase to the sentiment term is extracted as an aspect. 
Similar methodologies have been applied by Blair-Goldensohn et al. (2008) for building a 
sentiment summarizer for local service reviews. Zhuang et  al. (2006) employed depend-
ency parsers to recognize relationships between opinions and aspects, facilitating aspect 
extraction. Qiu et  al. (2011) extended this notion by introducing a double-propagation 
algorithm based on dependency trees, enabling concurrent extraction of sentiment terms 
and aspects.

Zhang et al. (2022) have classified ATE methods into three categories: supervised (Liu 
et al. 2015; Yin et al. 2016; Wang et al. 2016a; Li and Lam 2017; Wang et al. 2017; Li 
et al. 2018b; Xu et al. 2018; Ma et al. 2019; Yang et al. 2020; Yin et al. 2020; Al-Janabi 
et al. 2022), semi-supervised (Li et al. 2020; Chen and Qian 2020a; Wang et al. 2021) and 
unsupervised methods (He et al. 2017; Luo et al. 2019; Liao et al. 2019) based on the avail-
ability of labeled data.
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2.2.2 � Opinion term extraction (OTE)

This task involves extracting opinions in a review sentence. In this example, the opinion 
term is “great”. OTE involves identifying expressions that convey opinions toward a spe-
cific aspect or category. As opinion terms and aspect terms typically co-occur, extracting 
the opinion term without considering its associated aspect is useless. Therefore, most exist-
ing OTE methods can be decomposed into two sub-tasks: Aspect-Opinion Co-Extraction 
(AOOE) and Aspect-Oriented Opinion Extraction (AOCE).

Kobayashi et al. (2007) first utilizes dependency trees to find candidate aspect and opin-
ion word pairs and then employs tree structure classification methods to learn and catego-
rize these word pairs. Aspect extraction is a specific case of information extraction. There-
fore, sequence learning models such as Hidden Markov Models (HMM) and Conditional 
Random Fields (CRF) can be used for aspect extraction. HMM is a statistical model used 
to model sequential data, and it can be applied to aspect and sentiment extraction. CRF is a 
statistical model used for sequence labelling.

Jin et  al. (2009) employed a tokenized HMM model for extracting aspects and their 
sentiment. Li et  al. (2010) extended the linear-chain CRF model to propose Skip-chain, 
Tree CRF, and Skip-tree CRF models for aspect extraction. Skip-chain CRF, Tree CRF, 
and Skip-tree CRF are variations of linear-chain CRF designed for aspect extraction tasks. 
These models can employ rich features to extract object features and positive and negative 
opinions simultaneously.

Jakob and Gurevych (2010) performed aspect extraction using CRF in single-domain 
and cross-domain settings, employing multiple feature templates. They devised various 
feature templates to support these tasks, including word features, part-of-speech features, 
dependency relation features, word distance features, and sentiment features. In cross-
domain aspect extraction tasks, it emphasizes the challenges in performing cross-domain 
aspect extraction. Opinion words in different domains may exhibit differing sentiment ten-
dencies, and the substantial differences in aspect vocabularies across domains make cross-
domain aspect extraction particularly complex.

2.2.3 � Aspect category detection (ACD)

This task involves identifying the category to which the aspect term belongs. In this exam-
ple, the aspect category is “battery.”

Zhang et al. (2022) have categorized ACD methods into two primary types: supervised 
ACD and unsupervised ACD. The presence or absence of annotated labels determines this 
categorization.

•	 Supervised ACD: RepLearn (Zhou et  al. 2015) presents a representation learning 
approach for ACD in user-generated reviews, achieving state-of-the-art performance by 
automatically learning features from noisy labelled data using semi-supervised word 
embeddings and neural networks. TAN (Movahedi et al. 2019) introduces a topic-atten-
tion network, a deep neural network method with an attention mechanism, for ACD 
in user-generated reviews, demonstrating superior performance on restaurant domain 
datasets from the SemEval workshop and effective topic-based word identification 
through attention weight visualization. LICD (Ghadery et al. 2019) is a language-inde-
pendent approach for ACD in SA of customer reviews. It employs text matching and 
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semantic similarity measures to identify aspect categories, showcasing superior per-
formance compared to baseline methods across multilingual SemEval-2016 (Pontiki 
2016) datasets in the restaurant domain. Proto-AWATT (Hu et al. 2021) introduces a 
multi-label few-shot learning approach for ACD. It leverages prototypical networks and 
two attention mechanisms to enhance accuracy and outperform baseline methods.

•	 Unsupervised ACD: CAt (Tulkens and van Cranenburgh 2020) introduces a straight-
forward unsupervised method called Contrastive Attention for ACD. It requires only 
word embeddings and a POS tagger, demonstrating significant performance improve-
ment and interpretability. It doesn’t rely on syntactic features or complex neural mod-
els. SSCL (Shi et  al. 2021) introduces self-supervised contrastive learning, featuring 
an attention-based model with a novel smooth self-attention (SSA) module, high-res-
olution selective mapping (HRSMap) for efficient aspect assignment, and knowledge 
distillation techniques to enhance aspect detection.

2.2.4 � Aspect‑opinion co‑extraction (AOCE)

This task involves extracting opinions and aspects of a product or service separately. In this 
example, the opinion is “great,” and the aspect of “battery life.”

AOCE task is often tackled as a tokenclass problem (Yu et al. 2018), where either two 
label sets are utilized to extract aspect and opinion terms separately, or a unified label set 
(Wu et al. 2020a; Wang and Pan 2018) is utilized to extract both sentiment elements simul-
taneously. However, a limitation of this task is that the aspects and opinions are not paired, 
leading to incomplete information. Given the strong correlation between aspects and opin-
ions, the primary research question in AOCE revolves around modeling this dependency. 
Several models have emerged to address the aspect-opinion relationship, encompass-
ing dependency-tree-based approaches: UWDPE (Yin et al. 2016), RNCRF (Wang et al. 
2016a), attention-based approaches: MIN (Li and Lam 2017), CMLA (Wang et al. 2017), 
HAST (Li et al. 2018a, b), and approaches that incorporate syntactic structures to impose 
explicit constraints on predictions: GMTCMLA (Yu et al. 2018) and DeepWMaxSAT (Wu 
et al. 2020a).

UWDPE (Unsupervised Word Dependency Path Embeddings) (Yin et  al. 2016) pri-
marily employs unsupervised methods to learn distributed representations of words and 
dependency paths. These representations are used as features for aspect term extraction. 
The approach involves connecting words with dependency relationships based on depend-
ency path information in the embedding space. This method effectively distinguishes words 
with similar contexts but different syntactic functions.

RNCRF (Recursive Neural Network with Conditional Random Fields) (Wang et  al. 
2016a) is a recursive neural network based on sentence-level dependency trees. Its purpose 
is to learn high-level feature representations for each word in a sentence within the context 
and to understand the association between aspect and opinion terms based on the depend-
ency structure. The most significant advantage of RNCRF lies in its ability to capture the 
underlying dual propagation between aspect and opinion terms.

MIN (Memory Interaction Network) (Li and Lam 2017) is an attention-based method 
and a deep multi-task learning framework. This paper employs two LSTMs with extended 
memory for aspect and opinion extraction.

CMLA (Coupled Multi-Layer Attentions) (Wang et al. 2017) consists of a multi-layer 
attention network, with each layer comprising two attention structures that incorporate ten-
sor operators. One attention is designed to extract aspect terms, while the other focuses 
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on extracting opinion terms. These attentions interact and facilitate bidirectional informa-
tion flow between them. The multi-layer architecture enables the exploration of indirect 
associations between terms, leading to more precise information extraction, including less 
prominent terms. A notable highlight of this paper is that it doesn’t rely on any parsers or 
linguistic prior knowledge.

HAST (History-Aware Self-Attention Model with Two-Level Cooperative Learning) Li 
et al. (2018b) consists of two main parts: Truncated History Network (THA) and Selective 
Transformation Network (STN). THA utilizes historical predictions of aspects to gener-
ate feature vectors for the current aspect, while STN generates opinion summary vectors. 
The importance of opinion information for aspect extraction is evident, but the author’s 
perspective that content without opinion information should not be considered aspects may 
warrant further discussion.

GMTCMLA (Yu et al. 2018) enhances opinion mining by implicitly capturing task rela-
tions through multi-task learning and explicitly modeling syntactic constraints, leading to 
consistent improvements over base models. DeepWMaxSAT (Wu et al. 2020a) addresses 
this limitation by incorporating logic rules and MaxSAT (maximizing the number of satis-
fiable clauses) to represent these relationships. It combines them with deep neural networks 
through a unified framework for logical reasoning, resulting in improved performance in 
aspect-based sentiment extraction tasks.

2.2.5 � Aspect‑oriented opinion extraction (AOOE)

This task involves extracting opinions on specific aspects of a product or service. In this 
example, the opinion is “great” and relates to the aspect of “battery life.” Fan et al. (2019) 
initially introduced this sub-task and proposed its datasets (FAN 2019). A target-fused 
sequence labelling neural network is designed for this task, encoding target information 
into context using an Inward-Outward LSTM and combining left and right contexts with 
the global context to identify opinion words. Experimental results demonstrate the supe-
riority of the proposed model over other methods, potentially benefiting SA and pair-wise 
opinion summarization.

2.2.6 � Aspect‑based sentiment classification (ABSC)

This task involves classifying the sentence’s sentiment towards a particular product or ser-
vice aspect. In this example, the sentiment is positive towards the aspect of “battery life.”

In the past, ABSC systems relied on feature-based approaches (Brun et al. 2014). How-
ever, deep learning-based models have become more popular. LSTM (Tang et al. 2016a) 
can effectively capture sequential dependencies, making them suitable for tasks involving 
ordered data. Nevertheless, they may encounter difficulties in capturing long-range depend-
encies within lengthy sequences. Attention-based LSTM models (Wang et al. 2016b; Liu 
and Zhang 2017; Ma et al. 2019; Tay et al. 2018) incorporate attention mechanisms, allow-
ing them to focus on specific parts of the input sequence. These models excel at handling 
tasks where different input parts contribute differently to the output. Nevertheless, they 
can be computationally intensive. CNNs (Li et al. 2018a; Xue and Li 2018) are particu-
larly proficient in handling spatial information, making them well-suited for tasks involv-
ing grid-like data such as images. However, their ability to capture sequential dependen-
cies may be limited compared to RNN-based models. Gated neural networks (Zhang et al. 
2016; Xue and Li 2018), like LSTMs, can model sequential dependencies effectively and 
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are generally more computationally efficient. However, they may not perform as well as 
attention-based models in tasks requiring selective attention. Memory neural networks 
(Tang et al. 2016b; Chen et al. 2017) are designed to store and retrieve information over 
long sequences, making them suitable for tasks with extensive context. However, they can 
be complex to train and require significant computational resources. Pre-trained language 
models have emerged as the predominant foundation for the ABSC task. Sun et al. (2019) 
innovatively refrains the ABSC task as a sentence pair classification problem by introduc-
ing an auxiliary sentence. This approach harnesses the enhanced sentence pair modeling 
capabilities inherent in BERT, thereby improving the effectiveness of ABSC.

2.2.7 � Category‑oriented sentiment classification (COSC)

This task involves classifying the sentence’s sentiment towards a particular product or ser-
vice category. In this example, the sentiment is positive towards the category of “battery.”

Recent studies in COSC have explored various techniques. For instance, Liu et  al. 
(2021) proposed a BART-based generation method that takes a more direct approach by 
using pre-trained language models to transform the COSC task into a natural language gen-
eration task, representing outputs with natural language sentences. This approach closely 
adheres to the task’s settings during pre-training, enabling a more direct utilization of pre-
trained knowledge within seq2seq language models. It leverages the advantages of BART 
without introducing additional model parameters, thereby allowing for semantic-level sum-
marization of input data.

The BART-based approach performs better than traditional sentiment classification 
methods, especially in zero-shot and low-shot learning scenarios. Aspect-aware graphs, 
as introduced in the work by Liang et  al. (2021), represent a novel approach for COSC. 
This method leverages external knowledge to construct aspect-aware graphs. By assigning 
aspect-aware weights to sentiment-related words, this method effectively captures aspect-
related contextual sentiment dependencies and outperforms existing baseline methods on 
six benchmark datasets. An approach that utilizes BERT (Sun et al. 2019) for constructing 
auxiliary sentences in ABSA is introduced. This method transforms ABSA into a sentence-
pair classification task, thereby improving the fine-grained identification of opinion polar-
ity towards specific aspects.

Additionally, other approaches include aspect-aware LSTM models (Xing et al. 2019), 
attentive LSTM models that embed commonsense knowledge (Saeidi et al. 2016; Ma et al. 
2018) introducing the SentiHood dataset (Saeidi 2016), and hierarchical models (Ruder 
et al. 2016).

2.2.8 � Aspect opinion pair extraction (AOPE)

This task involves extracting pairs of aspects and their corresponding opinions from a sen-
tence. In this example, the aspect-opinion pair is “battery life-great.”

There are different methods for AOPE (Yan et al. 2021; Zhang et al. 2022). The pipeline 
approach breaks down the task into smaller sub-tasks. In contrast, the MRC approach (Gao 
et al. 2021) uses a model to extract all aspect terms and then creates a question for another 
MRC model to identify the corresponding opinion.

Unified approaches for Aspect-Opinion Pair Extraction (AOPE) aim to extract aspect-
opinion pairs jointly and address the risk of error propagation associated with the pipe-
line approach. For instance, GTS (Wu et al. 2020b) involves the model predicting whether 



	 H. Zhang et al.

1 3

17  Page 12 of 63

word pairs belong to the same aspect, opinion, the aspect-opinion pair, or none of the 
above. This transforms the original pair extraction task into a unified TokenClass prob-
lem. Another approach is the span-based multi-task learning framework known as SpanMlt 
(Zhao et al. 2020), which allows for the simultaneous extraction of aspect/opinion terms 
and pair relations. Similarly, the Two-channel model (Chen et al. 2020) is designed for the 
separate extraction of aspect/opinion terms and relations. Additionally, it incorporates two 
synchronization mechanisms to facilitate information exchange between these two chan-
nels. Simultaneously, a model incorporates rich syntactic and linguistic knowledge through 
a syntax fusion encoder to enhance extraction performance (Wu et al. 2021b). This model 
utilizes label-aware graph convolutional networks (LAGCN) and local-attention modules 
to encode syntactic features and POS tags, thereby improving term boundary detection. 
Additionally, this model employs Biaffine and Triaffine scoring for high-order pairing of 
aspect-opinion terms, leveraging syntax-enriched representations from LAGCN.

2.2.9 � Aspect sentiment pair extraction (ASPE)

This task involves extracting pairs of aspects and their corresponding sentiment from a sen-
tence. In this example, the aspect-sentiment pair is “battery life-positive.”

To address the challenge in ASPE, researchers have developed various approaches, 
including pipeline methods, unified tagging schemas (Mitchell et  al. 2013; Zhang et  al. 
2015; Li et al. 2019), multi-task learning (Hu et al. 2021; Chen and Qian 2020b), and span-
based (Hu et al. 2019a) techniques. In recent works, additional methods such as few-shot 
learning (Hosseini-Asl et al. 2022), zero-shot ABSA (Shu et al. 2022) cross-lingual ABSA 
(Zhang et al. 2021c), Machine Reading Comprehension (MRC) (Yu et al. 2021), and struc-
tured SA (dependency graph parsing) (Barnes et al. 2021) have been explored to improve 
performance. Moreover, new datasets have been introduced to enhance the evaluation of 
ABSA models (Orbach et al. 2021).

2.2.10 � Category sentiment pair extraction (CSPE)

This task involves extracting pairs of categories and their corresponding sentiment from a 
sentence. In this example, the category-sentiment pair is “battery-positive.”

CSPE can predict category-sentiment pairs regardless of whether the aspect is explicitly 
mentioned or implicit in the sentence (Bu et  al. 2021). CSPE uses a pipeline approach. 
However, detecting a subset of aspect categories is challenging, and errors in the first step 
can impact performance. The relationship between the two steps is essential but often 
ignored (Hu et  al. 2019b). Multi-task learning benefits both tasks (Hu et  al. 2019b; Ma 
et al. 2018; Dai et al. 2020).

Unified methods for CSPE treat ACD as a multi-label classification and ABSC as a 
multi-class classification. Four unified methods include Cartesian product, add-one-dimen-
sion, hierarchy classification, and Seq2Seq modelling. Cartesian product (Wan et al. 2020) 
generates all category-sentiment pairs, resulting in a more extensive training set and higher 
cost. Add-one-dimension (Schmitt et al. 2018) adds an extra dimension to aspect category 
prediction. Hierarchical (Cai et al. 2020) and shared sentiment prediction (Liu et al. 2021) 
capture relations between aspect categories and sentiments. Seq2Seq modeling (Liu et al. 
2021) benefits few-shot and zero-shot settings.
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2.2.11 � Aspect category sentiment triplet extraction (ACSTE)

This task involves extracting a sentence’s aspect, category, and sentiment triplets. In this 
example, the triplet is “battery life-battery-positive.”

Wan et  al. (2020) proposed the ACSTE task, leveraging the TAS-BERT method 
based on the pre-trained language model BERT to capture dependencies on both aspect 
categories and aspects for sentiment prediction. They demonstrated superior perfor-
mance on the SemEval-2015 (Pontiki et  al. 2015) and SemEval-2016 (Pontiki et  al. 
2016) restaurant datasets, even in cases with implicit targets, surpassing state-of-the-art 
methods in related subtasks. This work was subsequently improved upon by MEJD (Wu 
et al. 2021a), which presents a novel end-to-end multiple-element joint detection model 
(MEJD) for ACSTE. MEJD utilizes BERT and bidirectional LSTM to extract (aspect 
category, aspect, sentiment) triples effectively. Additionally, GAS-T5 (Zhang et  al. 
2021d) introduces a unified generative framework for ACSTE. The proposed approach 
achieves state-of-the-art results across various ABSA tasks and datasets, demonstrating 
its versatility and effectiveness without requiring task-specific model design.

2.2.12 � Aspect opinion sentiment triplet extraction (AOSTE)

This task involves extracting a sentence’s aspect, opinion, and sentiment triplets. In this 
example, the triplet is “battery life-great-positive.”

Peng et  al. (2020) introduced the AOSTE task, which is addressed using a two-
stage framework. In the first stage, aspect terms, opinion terms, and sentiment polarity 
are extracted, transforming the task into two sequence labelling tasks: one for aspect 
terms and their corresponding sentiment polarities and another for opinion terms. In 
the second stage, aspect and opinion terms are paired to construct the triplets. Jet-
BERT (Xu et  al. 2020b) introduced an end-to-end model with a novel position-aware 
tagging scheme for AOSTE, achieving improved performance by jointly capturing tar-
get aspects, associated sentiments, and opinion spans in triplets. Dual-MRC (Mao et al. 
2021) presents an end-to-end solution by jointly training two BERT-Machine Reading 
Comprehension (MRC) models to address aspect term extraction, opinion term extrac-
tion, and aspect-level sentiment classification. This approach achieves superior perfor-
mance compared to existing methods. One model predicts aspect terms and then opin-
ion terms, while the other model first predicts the opinion and then the aspect. BMRC, 
as presented in the study by Chen et al. (2021), transformed AOSTE into a bidirectional 
Machine Reading Comprehension (MRC) problem. This approach addressed the intri-
cate correspondence between aspects and opinions by employing context-specific bidi-
rectional queries. This method effectively facilitated the mutual extraction of informa-
tion, resulting in improved sentiment prediction across various contexts. To enhance the 
handling of the ACOSTE task, BMRC combined tokenization with exclusive classifiers 
and improved span matching by introducing priority rules for combining probability and 
positional relationships. Furthermore, BMRC optimized probability generation to pre-
vent one-sided reductions.
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2.2.13 � Aspect category opinion sentiment quadruple extraction (ACOSQE)

This task involves extracting a sentence’s quadruples of aspect, category, opinion, and 
sentiment. In this example, the quadruple is “battery life-battery-great-positive.”

Cai et al. (2021b) and Zhang et al. (2021a) introduced ACOSQE for extracting senti-
ment quadruples from laptop and restaurant reviews, respectively. The ACOS (Aspect-
Category-Opinion-Sentiment) task, as defined by Cai et  al. (2021b), and aspect-based 
sentiment quad predication (ASQP), as defined by Zhang et al. (2021a), are both defini-
tions for extracting quadruples from review sentence. To ensure consistency, this paper 
will refer to the ACOS and ASQP tasks as ACOSQE task.

Notably, Cai et  al. (2021b) proposed that while pair or triplet extraction tasks pri-
marily focus on explicit aspects and opinions expressed in sentences, ACOSQE places 
greater emphasis on implicit aspects and opinions. Researchers have also recently 
extended ABSA to the dialogue level and proposed the dialogue ACOSQE task 
(DiaASQ) (Li et al. 2022a). It involves extracting aspect terms, categories, correspond-
ing sentiment polarities, and opinion terms from dialogues.

Inspired by Gao et al. (2022), these tasks can be combined flexibly like Lego bricks 
to form various compound tasks in Fig.  3. This Lego-style assembly provides a more 
flexible solution for ABSA. This review primarily focuses on ACOSQE research, as pre-
sented in Table 1.

Fig. 3   Assembling the ABSA task like building with Lego blocks
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2.3 � Dataset

To broaden the scope of ACOSQE research, some researchers have constructed their 
datasets based on SemEval and proposed new tasks and challenges. This section intro-
duces some standard datasets and provides type, language, domain, source, and URL 
information for each dataset in Table 2. In the following sections, this paper will further 
explore the research progress and challenges based on different pre-trained models and 
datasets in Sec 2.2.13.

The datasets provided by SemEval-2014 (Pontiki et al. 2014), SemEval-2015 (Pon-
tiki et  al. 2015), and SemEval-2016 (Pontiki et  al. 2016), as part of shared tasks, are 
widely regarded as the most extensively used benchmarks in the literature. Annotated 
datasets are crucial for the development of ACOSQE task. However, traditional ABSA 
research has mostly been limited to single text snippets, with datasets such as SemE-
val-2014 (Pontiki et al. 2014), SemEval-2015 (Pontiki et al. 2015), and SemEval-2016 
(Pontiki et al. 2016) providing only sentence-level annotations. These datasets comprise 
user-generated reviews spanning two domains, laptops and restaurants, and come with 
detailed annotations, including aspect categories, aspect terms, and sentiment polarities. 
These datasets find direct applicability in numerous ABSA tasks, such as aspect term 
extraction and aspect sentiment classification, although not all required information is 
encompassed. SentiHood (Saeidi et al. 2016) is a widely employed dataset for ACOSTE. 
It includes 5,215 English sentences, with 3,862 focusing on a single aspect, while the 
others involve multiple aspects. Each sentence is annotated with tuples containing the 
aspect, associated category, and corresponding sentiment polarity, covering both posi-
tive and negative sentiments. Nevertheless, these datasets lack annotations for opinion 
terms, a deficiency addressed by the dataset introduced in FAN (2019), designed for 
target-oriented opinion word extraction (TOWE) tasks. Xu et  al. (2020b) further con-
solidated these annotations, with slight refinements, to create the ASTE-Data-V1, V2 
datasets (Xu et al. 2020a), where each sample sentence contains triples of aspect terms, 
opinion terms, and sentiment polarities.

More recently, for the ACOSQE task, two new datasets, ACOS (Cai et  al. 2021a) 
and QUAD (Zhang et  al. 2021b), have been introduced, with each data instance 
annotated with four sentiment elements. To expand the dataset’s capacity, the ASQP 
(Zhang et  al. 2023) has released two novel datasets, en-Phone and zh-FoodBeverage. 
En-Phone is an English dataset for ACOSQE in the cell phone domain collected from 
various e-commerce platforms. In contrast, zh-FoodBeverage represents the first Chi-
nese dataset for ACOSQE, encompassing multiple sources within the food and bever-
age domain. Compared to existing datasets for ACOSQE, the ASQP dataset offers more 
samples, with an increase ranging from 1.75 to 4.19 times, and features a higher quad-
ruple density, amplified by 1.3 to 1.8 times. MEMD (Cai et  al. 2023b) has developed 
a multi-element, multi-domain dataset spanning five domains: books, clothing, hotels, 
restaurants, and laptops. This dataset comprises nearly 20,000 review sentences, mak-
ing it four to five times larger than previous SemEval ABSA datasets. Furthermore, it 
boasts annotations for nearly 30,000 quadruples, supporting multi-element extraction 
tasks that involve both explicit and implicit aspects and opinions, making it suitable 
for ACOSQE research. Li et al. (2022a) has constructed the extensive DiaASQ dataset 
(Li et al. 2022b) by collecting comments about electronic products from Chinese social 
media. This dataset includes 1000 dialogues and 7452 utterances. The data have also 
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been translated into English, revealing that each dialogue typically features around five 
speakers, with approximately 22.2% of the quadruples spanning multiple utterances.

In addition to datasets designed for various ABSA tasks, specialized datasets have been 
introduced to explore specific aspects. Jiang et al. (2019) introduced a multi-aspect multi-
sentiment (MAMS) dataset (Jiang 2019), where each sentence in MAMS contains at least 
two aspects with different sentiment polarities, making the dataset more challenging. Xing 
et al. (2020) constructed an aspect robustness dataset (ARTS) (Xing 2020) based on the 
SemEval-2014 dataset to investigate the robustness of ABSA models. More recently, Bu 
et al. (2021) released a large-scale Chinese dataset called ASAP (Bu 2021), representing 
aspect category SA and rating prediction. Each sentence in ASAP has been annotated with 
sentiment polarities for 18 predefined aspect categories, making it suitable for studying the 
relationship between coarse-grained and fine-grained sentiment analysis tasks.

Since the current focus of ACOSQE research predominantly centers around the ACOS 
(Cai et al. 2021a) and QUAD (Zhang et al. 2021b) datasets, the following two sections will 
primarily delve into these datasets.

2.3.1 � ACOS‑dataset

Cai et al. (2021b) created two new datasets, Restaurant-ACOS and Laptop-ACOS, for the 
ACOSQE task. Restaurant-ACOS was derived from the SemEval 2016 Restaurant (Pontiki 
et al. 2016) and its expansions, while Laptop-ACOS was collected from Amazon (2017-
2018) and contained 4,076 review sentences covering ten laptop types under six brands. 
The SemEval 2016 Restaurant dataset (Pontiki et al. 2016) was annotated with explicit and 
implicit aspects, categories, and sentiment with opinion annotations added by Fan et  al. 

Table 3   Data statistics for the 
ACOS-Dataset

#Denotes the number of corresponding elements. EA, EO, IA, and IO 
denote explicit aspect, explicit opinion, implicit aspect, and implicit 
opinion, respectively

Restaurant-ACOS Laptop-ACOS

#Categories 13 121
#Sentences 2286 4076
#Quads 3661 5773
#Quads/Sentences 1.60 1.42
#EA & EO 2429 (66.40%) 3269 (56.77%)
#IA & EO 530 (14.49%) 910 (15.80%)
#EA & IO 350 (9.57%) 1237 (21.48%)
#EA & IO 349 (9.54%) 342 (5.94%)
#POS 2503 3578
#NEU 151 316
#NEG 1007 1879
#Train 1531 2934
#Dev 170 326
#Test 585 816
#Train (Quads) 2484 4172
#Dev (Quads) 261 440
#Test (Quads) 916 1161
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(2019) and Xu et al. (2020b). The annotations were used to construct aspect-category-opin-
ion-sentiment quadruples and annotate implicit opinions. For Laptop-ACOS, the research-
ers annotated the four elements and their corresponding quadruples.

The basic statistics of the two datasets are reported in Table 3. The Restaurant-ACOS 
dataset comprises 2,286 sentences and 3,661 quadruples, while the Laptop-ACOS data-
set contains 4,076 sentences and 5,773 quadruples. As previously mentioned, a significant 
proportion of the quadruples in both datasets contain implicit aspects or opinions. How-
ever, upon comparing the two datasets, it is evident that the Laptop-ACOS dataset has a 
higher percentage of implicit opinions than the Restaurant-ACOS dataset. The Laptop-
ACOS dataset is also larger than the Restaurant-ACOS dataset regarding the number of 
samples, aspect categories, and quadruplets.

Moreover, the table shows that the Laptop-ACOS dataset has a higher density of quad-
ruplets per sample compared to the Restaurant-ACOS dataset. The metrics related to the 
types of quadruplets (EA &EO, EA &IO, IA &EO, IA &IO) indicate that both datasets 
have a mix of explicit and implicit aspects and opinions. Similarly, the metrics related to 
the sentiment of the quadruplets (#NEG, #NEU, #POS) reveal that both datasets have a 
mix of negative, neutral, and positive sentiments. The original dataset will be divided into 
a training set, a validation set, and a testing set.

Cai et  al. (2021b) compared two ACOS datasets with existing ABSA datasets in 
Table 4. Restaurant 2014/2016 and Laptop 2014/2016 are SemEval 2014/2016 Restaurant 
and Laptop datasets with different category definitions. Laptop 2014 has aspect and senti-
ment annotations, while Laptop 2016 has category and sentiment annotations.

Fan et  al. (2019) proposed Restaurant-2014-AO and Restaurant-2016-AO, removing 
sentences with implicit aspects and adding opinion annotations. Xu et al. (2020b) added 
the sentiment to create Restaurant-2014-AOS and Restaurant-2016-AOS. These two 
aspect-opinion-sentiment triple datasets were originally included in Restaurant 2014/2016 
to Restaurant-2014/2016-AO. Cai et al. (2021b) integrated these annotations to construct 
ACOS quadruples in Rest-ACOS, keeping sentences with implicit aspects and annotating 
implicit opinions. Rest-ACOS is 1.6 times larger than Restaurant-2016-AO and Restaurant-
2016AOS. Laptop-ACOS has 4076 review sentences and 5758 ACOS quadruples, nearly 
twice the size of Restaurant-ACOS.

2.3.2 � QUAD‑dataset

Zhang et  al. (2021a) created two new datasets, REST15 and REST16, for the ACOSQE 
task in the restaurant domain. These datasets were built upon the SemEval Shared Chal-
lenges as a basis, with annotations for aspect category and opinion term from Peng et al. 
(2020) and Wan et  al. (2020), respectively. Zhang et  al. (2021a) merged the annotations 
with the same aspect term in each sentence and added additional annotations for sen-
tences without explicit aspect terms. Quadruples with implicit opinion expressions were 
discarded, and for cases where the same aspect term was associated with multiple aspect 
categories or opinion terms, the merged result will contain over four sentiment elements 
for each quadruple. Subsequently, the author manually reviews these instances to rectify 
labels, ensuring alignment between aspect category and corresponding opinion term within 
the same quadruple. Two human annotators assess each sample, with conflict cases under-
going verification. The resulting REST15 and REST16 datasets contain review sentences 
with one or multiple sentiment quadruples.
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Tables 5 and 6 provide the basic statistics for these two data sets. The Rest-15 data set 
consists of 1,080 sentences and 2,496 quadruples, whereas the Laptop-16 data set contains 
2,124 sentences and 3,295 quadruples. The resulting REST15 and REST16 data sets con-
tain review sentences with one or multiple sentiment quadruples. Unlike the emphasis on 
analyzing implicit combinations of aspects and opinions in the ACOS dataset by Cai et al. 
(2021b), Zhang et al. (2021a) did not emphasize the analysis of implicit combinations of 
aspects and opinions in the ASQP-Dataset.

2.4 � Evaluations

This section introduces corresponding evaluation metrics. For ACOSQE, the quadruple 
(aspect, category, opinion, sentiment) must match the annotated quadruple to be consid-
ered correct. For ACOS-Dataset, exact-match evaluation requires the extracted quadruple 
to include implicit aspects and opinions in addition to the explicit aspects and opinions. 
This strict metric reflects the overall performance of the Language Model in identifying 
and extracting all aspects and opinions, both explicit and implicit.

Table 5   Data statistics for the 
Rest15 (QUAD-Dataset)

# POS, # NEU, and # NEG denote the number of sentences and the 
number of positive, neutral, and negative quads, respectively

Dataset Rest15

#Sentence #Quads #S/Q #POS #NEU #NEG

Train 834 1354 1.62 1005 34 315
Dev 209 347 1.66 252 14 81
Test 537 795 1.48 453 37 305
All 1080 2496 2.31 1710 85 701

Table 6   Data statistics for the 
Rest16 (QUAD-Dataset)

# POS, # NEU, and # NEG denote the number of sentences and the 
number of positive, neutral, and negative quads, respectively

Dataset Rest16

#Sentence #Quads #S/Q #POS #NEU #NEG

Train 1264 1989 1.57 1369 62 558
Dev 316 507 1.60 341 23 143
Test 544 799 1.47 544 40 176
All 2124 3295 3.05 2254 125 877

Table 7   Confusion matrix True label

Positive Negative

Predicted label
 Positive True Positive (TP) False Positive (FP)
 Negative False Negative (FN) True Negative (TN)
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The evaluation metrics for ACOSQE are precision (P), recall (R), F1-score (F1), and 
accuracy (Acc). The formulas for these metrics are (see Table 7 for definition of TP , FP , FN 
and T

N
):

•	 Precision (P): The proportion of correctly predicted positive aspects among all pre-
dicted positive aspects. 

 where TP is the number of true positives and FP is the number of false positives.
•	 Recall (R): The proportion of correctly predicted positive aspects among all true posi-

tive aspects. 

 where TP is the number of trule positives and FN is the number of false negatives.
•	 F1-score (F1): The harmonic mean of precision and recall. 

•	 Accuracy (Acc): The proportion of correctly predicted aspects among all aspects. 

 where TP is the number of true positives, TN is the number of true negatives, FP is the 
number of false positives, and FN is the number of false negatives.

3 � Approach using rules

Cai et al. (2021b) first described the evaluation of the ACOSQE task, which created four 
baseline methods: Double-Propagation-ACOS, JET-ACOS, TAS-BERT-ACOS, and 
Extract-Classify-ACOS. These systems were adapted from existing AOPE, ACSTE, or 
AOSTE approaches to be compatible with the ACOSQE task.

Following their research, a new series of works have been proposed in this field. Table 8 
shows a comparison of methods in Rule-based, BERT-based, Bart-based, and T5-based 
benchmark for the ACOSQE task based on ACOS-Dataset. This section will cover the 
pipeline method with rule-based (Double-Propagation-ACOS) on the ACOS-Dataset (Cai 
et al. 2021b). The following section will describe the other three methods with BERT (JET-
ACOS, TAS-BERT-ACOS, and Extract-Classify-ACOS).

The Double Propagation (DP) method (Qiu et al. 2011) is one of the four baseline sys-
tems that Cai et al. (2021b) used to evaluate the ACOSQE task. It builds on the Double-
Propagation approach and extends it by leveraging the relationships between extracted 
aspects and opinions to expand their coverage in the text.

The first step in the proposed methodology is to extract aspect-opinion-sentiment 
triples using the DP algorithm. It is done by iteratively extracting aspects and opinions 

(1)P =
TP

TP + FP

(2)R =
TP

TP + FN

(3)F1 =
2PR

P + R

(4)Acc =
TP + FN

TP + TN + FP + FN
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based on their syntactic relations in the review sentence and assigning sentiments (pos-
itive, negative, or neutral) using a sentiment lexicon.

The second step is to identify the aspect category for each extracted triple. If the 
aspect is present in the training set, the most co-occurred aspect category is assigned 
as the final aspect category. Otherwise, the aspect category of the nearest aspect in the 
input review is adopted as the final aspect category. Based on these two steps, ACOS 
quadruples can be extracted from each review sentence. Table 8 shows that DP-ACOS 
achieves the lowest performance. The limitations of DP-ACOS are as follows:

•	 Dependence on rules and lexicons: DP-ACOS relies on rules and lexicons for its 
performance, which may limit its accuracy if the rules and lexicons do not cover all 
cases.

•	 Limited suitability for new domains: DP-ACOS requires pre-labelled aspect 
category information in the training set. This means that for new domain data, 
the aspect category information needs to be relabeled, or the model needs to be 
retrained, which can increase workload and time costs.

•	 Sensitive to text structure: DP-ACOS relies on syntactic dependency relations 
for extracting aspects and opinions, making it highly dependent on text structure 
and grammar. Complex or ungrammatical text structures may negatively impact the 
extraction performance.

•	 Unable to handle polysemy and ambiguity: DP-ACOS uses a lexicon-based SA 
method to assign sentiment to aspects and opinions. However, SA may not be accu-
rate for words with multiple meanings or ambiguous words.

In summary, the rule-based approach provides a baseline for the ACOSQE task but 
may have limitations. This paper will offer a comprehensive overview of the rule-based 
approach, considering it from both the pros and cons perspectives.

•	 Pros

–	 Rule-based approach in ACOSQE provides explicit control over the extraction 
process, allowing researchers to define specific rules and patterns for identifying 
aspects, opinions, and sentiment polarity.

–	 Rule-based approach can be effective in scenarios where the domain-specific 
knowledge is well-defined and can be easily translated into extraction rules.

–	 Rule-based approach can be computationally efficient and require less training 
data than machine learning-based approaches.

•	 Cons

–	 The rule-based approach, while offering control and efficiency in ACOSQE, 
is constrained by predefined rules, limiting coverage, adaptability, and the 
handling of unknown aspects due to its inability to capture all language vari-
ations and complexities, ultimately leading to reduced accuracy. Additionally, 
its determinism presents challenges in dealing with underlying data uncertainty 
and managing unknown or ambiguous aspects not explicitly covered by prede-
fined rules.

–	 Rule-based approach may require manual effort and expertise to design and 
maintain the extraction rules, making them less scalable and adaptable to new 
domains or languages.
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4 � Approach using BERT

BERT (Bidirectional Encoder Representations from Transformers) (Kenton and Toutanova 
2019) is a pre-trained language model developed by Google. It utilizes the Transformer 
architecture and has gained significant popularity in NLP tasks, including SA. BERT’s key 
feature is its ability to understand the contextual meaning of words within a sentence by 
considering both the preceding and succeeding words.

By training on large-scale corpora, BERT learns comprehensive word representations 
using masked language modelling and next-sentence prediction tasks. It can be fine-tuned 
for various NLP tasks, such as text classification and question-answering, by adding task-
specific layers. With its contextual understanding and effective pre-training, BERT has 
achieved state-of-the-art results on benchmark datasets, making it widely used in industry 
and academia for SA and other language-processing tasks.

Table 9   Comparison of methods in BERT-based and T5-based benchmark for the ACOSQE task based on 
QUAD-Dataset

The best results are in bold. EA, IA, EO, and IO denote explicit aspect, implicit aspect, explicit opinion, 
and implicit opinion, respectively

Type Methods REST15 REST16

P. R. F1. P. R. F1.

BERT-based
 Pipeline HGCN-BERT + BERT-Linear (Zhang et al. 

2021a)
24.43 20.25 22.15 25.36 24.03 24.68

 Pipeline HGCN-BERT + BERT-TFM (Zhang et al. 2021a) 25.55 22.01 23.65 27.40 26.41 26.90
 Unified TASO-BERT-Linear (Zhang et al. 2021a) 41.86 26.50 32.46 49.73 40.70 44.77
 Unified TASO-BERT-CRF (Zhang et al. 2021a) 44.24 28.66 34.78 48.65 39.68 43.71
 Pipeline Extract-Classify-ACOS (Cai et al. 2021b) 35.64 37.25 36.42 38.40 50.93 43.77

T5-based
 Unified GAS (Zhang et al. 2021d) 45.31 46.70 45.98 54.54 57.62 56.04
 Unified LEGO-ABSA(multi-task) (Gao et al. 2022) N/A N/A 46.10 N/A N/A 57.60
 Unified LEGO-ABSA(separate) (Gao et al. 2022) N/A N/A 45.80 N/A N/A 57.70
 Unified Text (Varia et al. 2022) N/A N/A 46.79 N/A N/A 57.41
 Unified IT (Varia et al. 2022) N/A N/A 46.59 N/A N/A 57.48
 Unified IT-MTL (Varia et al. 2022) N/A N/A 46.59 N/A N/A 57.61
 Unified PARAPHRASE (Zhang et al. 2021a) 46.16 47.72 46.93 56.63 59.30 57.93
 Unified Opinion Tree (Lee) (Bao et al. 2022) N/A N/A 47.60 N/A N/A 58.07
 Unified SENER-orig (Lee and Kim 2023) N/A N/A 48.45 N/A N/A 58.46
 Unified SENER-syn (Lee and Kim 2023) N/A N/A 47.19 N/A N/A 59.40
 Unified Special_Symbols (Hu et al. 2022) 48.24 48.93 48.58 58.74 60.35 59.53
 Unified Special_Symbols+UAUL (Hu et al. 2023) 49.12 50.39 49.75 59.24 61.75 60.47
 Unified DLO (Hu et al. 2022) 47.08 49.33 48.18 57.92 61.80 59.79
 Unified DLO+UAUL (Hu et al. 2023) 48.03 50.54 49.26 59.02 62.05 60.50
 Unified ILO (Hu et al. 2022) 47.78 50.38 49.05 57.58 61.17 59.32
 Unified ILO+UAUL (Hu et al. 2023) 46.84 49.53 48.15 58.23 61.35 59.75
 Unified MvP (Gou et al. 2023) N/A N/A 51.04 N/A N/A 60.39
 Unified MvP (multi-task) (Gou et al. 2023) N/A N/A 52.21 N/A N/A 58.94
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This section explores applying different BERT-based models to the ACOSQE task and 
divides it into three parts based on the sentence-level dataset used, as shown in Tables 8 
and 9. Section 4.1 introduces the method using the ACOS-Dataset, Sect. 4.2 introduces the 
method using the QUAD-Dataset, Sect 4.3 concludes the methods using both the ACOS 
and QUAD Dataset and Sect. 4.4 summarizes this approach.

4.1 � Approach based on ACOS‑dataset

JET (Xu et al. 2020b) is an end-to-end pipeline method that combines the identification of 
aspects, their corresponding opinions, and their sentiment polarities with a position-aware 
tagging scheme.

To adapt JET to the ACOSQE task, Cai et al. (2021b) first extracted the aspect-opinion-
sentiment triples using JET and then predicted the aspect category for each extracted triple. 
A BERT-based model was used to get the aspect category of the extracted triples.

In the training stage, the standard binary cross-entropy loss function was used for opti-
mization. In the inference stage, Xu et al. (2020b) combined the extracted aspect-opinion-
sentiment triples from JET and their predicted aspect categories to get all the quadruples 
from each review sentence.

The average vectors of words in the aspect and the opinion were used to obtain the rep-
resentation of the aspect and the opinion. Then, the aspect and opinion vectors were con-
catenated and fed into a fully connected layer with the Sigmoid function for each category. 
The output of the Sigmoid function indicates whether a quadruple is valid or invalid.

Comparative experiments in Table 8 show that JET-ACOS performs better than Double-
Propagation-ACOS in the task of ABSA. The main reasons are:

•	 JET-ACOS adopts an end-to-end framework with a position-aware labeling scheme to 
recognize aspect, opinion, and sentiment polarity, which can more accurately extract 
ACOS information.

•	 JET-ACOS uses a BERT-based model to obtain aspect categories, which can bet-
ter capture the semantic information of the text compared to DP-Propagation-ACOS, 
which uses manual feature extraction.

•	 JET-ACOS uses the sigmoid function for classification prediction, which can better 
handle classification problems.

This method has the following drawbacks:

•	 The processing effect for long texts may not be ideal, as the method is based on sen-
tence-level extraction and may not capture the aspect, opinion, and sentiment informa-
tion well for long texts containing multiple sentences.

•	 The handling of unknown aspects may not be optimal. This method needs to predict the 
aspect category for each extracted triple, and if an unknown aspect appears, it cannot be 
predicted correctly.

•	 This method requires pre-extraction of triples and prediction of aspect categories, so 
two models need to be trained, which may increase the complexity and training diffi-
culty of the model.

•	 This method uses simple average vector representation for aspects and opinions, which 
may need to better capture their complex semantic information. Therefore, in some 
cases, the representative ability of this method may be limited.
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As shown in Table  8, DP-ACOS and JET-ACOS can’t discover implicit aspects and 
opinions.

4.2 � Approach based on QUAD‑dataset

Zhang et  al. (2021a) integrated two pipeline methods for the ACOSQE task. HGCN-
BERT+BERT-Linear utilized Heterogeneous Graph Convolutional Networks (HGCN) to 
detect the aspect category and sentiment polarity. On the other hand, BERT was employed 
to extract the aspect and opinion terms. A linear layer is then used to combine the extracted 
features. The second model, HGCN-BERT+BERT-TFM, is similar but replaces the final 
stacked layer with a transformer block (BERT-TFM).

Zhang et  al. (2021a) introduced these two baseline models for comparison with his 
proposed TASO-BERT-Linear, TASO-BERT-CRF, GAS (Zhang et  al. 2021d) and PAR-
APHRASE (Zhang et  al. 2021a) model, aiming to demonstrate the superiority of the 
PARAPHRASE model. Later, Hu et al. (2022) compared these models with dataset-level 
order (DLO) and instance-level order (ILO) methods and demonstrated that DLO and ILO 
achieve better performance in ACOSQE task. These models will be introduced in the fol-
lowing sections. The statistics are summarized in Table 9.

4.3 � Approach based on ACOS‑dataset and QUAD‑dataset

4.3.1 � TAS‑BERT

TAS-BERT (Wan et al. 2020) is a unified method for extracting aspect-category-sentiment 
triples. This method integrates aspect category-based sentiment classification and aspect 
extraction in a unified framework by attaching the aspect category and the sentiment polar-
ity to the review sentence and using it as the input of BERT.

To adapt TAS-BERT to the ACOSQE extraction task on ACOS-Dataset, Cai et  al. 
(2021b) proposed TAS-BERT-ACOS (Pipeline) to adopt the input transformation strategy 
in TAS-BERT to perform category-sentiment conditional aspect-opinion co-extraction, 
followed by filtering out the invalid aspect-opinion pairs to form the final quadruples. By 
comparing the F1 score in Table 8, JET-ACOS showed better results on the REST-ACOS, 
and TAS-BERT-ACOS performed better on the LAPTOP-ACOS.

To adapt TAS-BERT to the ACOSQE extraction task on QUAD-Dataset, Zhang et al. 
(2021a) changed its tagging schema to predict aspect and opinion terms simultaneously 
for constructing a unified model to predict the quad, denoted as TASO-TAS with Opinion 
(Unified). TASO can be split into two models. The first model, TASO-BERT-Linear, uses 
BERT for feature extraction and a linear layer for classification. The second model, TASO-
BERT-CRF, extends the previous model by adding a Conditional Random Field (CRF) 
layer on top of the TASO-BERT-Linear model. By comparing the F1 score in Table  9, 
TASO-BERT-CRF shows better results on the REST15 dataset, and TASO-BERT-CRF 
performs better on the REST16 dataset.

4.3.2 � Extract‑classify‑ACOS

Cai et al. (2021b) proposed Extract-Classify-ACOS for the task of ACOSQE. The method 
involves first-extract-then-classify two steps: aspect-opinion co-extraction and category-
sentiment prediction.
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The first step involves inserting two [CLS] tokens at the beginning and end of the 
review sentence and feeding it to BERT to obtain context-aware token representations. 
The explicit aspect-opinion co-extraction is based on a CRF layer with the modified BIO 
tagging scheme. The second step involves applying two binary classification tasks on the 
[CLS] tokens to predict whether there is an implicit aspect or implicit opinion. It helps 
obtain the potential aspect set and opinion set and perform Cartesian Product on the aspect 
set and opinion set to obtain a set of candidate aspect-opinion pairs. Finally, the category-
sentiment classification is modelled as a multiple multi-class classification problem. For 
each category c, the average vectors of each aspect-opinion pair a-o are concatenated and 
fed to a fully connected layer with SoftMax function to obtain the sentiment given current 
a-o and c or indicate an invalid quadruple.

In summary, the method involves using BERT as the backbone to obtain the input text’s 
first and last CLS tokens, which are utilized to detect implicit aspects or opinions. Two 
binary classification tasks are performed on these tokens, and the middle part of the BERT 
output is utilized for token classification. The results of the first step are then subjected to 
multi-label classification, with BERT used again as the backbone.

Compared to TAS-BERT in Table 8, the Extract-Classify-ACOS method first extracts 
the aspects and opinions and predicts the implicit ones before performing ACOS classifica-
tion. Extract-Classify-ACOS enables it better to identify implicit aspects and opinions in 
the text. Therefore, for these implicit aspects and opinions, the method can classify them 
correctly into their corresponding ACOS categories, thereby improving the overall accu-
racy. Hu et  al. (2022) also employed the Extract-Classify-ACOS method in the REST15 
and REST16 Dataset, and it achieved better results compared to the previous BERT-based 
framework as shown in Table 9.

Although this method was proposed as a baseline, there is still room for improvement. 
For example, since BERT is the backbone model in both steps without modification, merg-
ing the two steps into an end-to-end process or using only one BERT for feature extraction 
in industrial applications to save computational resources may be possible. The ACOS-
Dataset discussed in Extract-Classify-ACOS has an imbalanced distribution across the four 
combinations of explicit/implicit and aspect/opinion. Various training strategies for imbal-
anced datasets can be tried. Extracting implicit aspects and opinions from comments still 
offers significant opportunities for improvement.

4.4 � Summary

BERT-based approaches offer a unified framework for ACOSQE but may require exten-
sive data and face challenges in complex scenarios. Further research is needed to address 
these limitations and improve the efficiency and performance of BERT-based methods 
in ACOSQE task. In this section, this paper will offer a comprehensive overview of the 
BERT-based approach, considering it from both the pros and cons perspectives.

•	 Pros

–	 BERT approach, such as TAS-BERT and TASO-BERT, provides a unified frame-
work for ACOSQE task, integrating aspect extraction and sentiment classification in 
a single model.

–	 The BERT approach offers several advantages over other deep learning methods 
for ACOSQE task. It effectively utilizes extensive unlabeled data for pre-train-
ing, reducing the need for task-specific data and enhancing model generalization. 
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BERT’s bidirectional context handling enables it to handle ambiguity and complex-
ity more efficiently than unidirectional models. Moreover, BERT’s adaptability to 
various tasks and domains by fine-tuning specific datasets increases its flexibility 
and applicability.

–	 BERT approach has shown promising results in various datasets, such as ACOS-
Dataset and QUAD-Dataset, individually or in combination.

•	 Cons

–	 BERT is primarily used for natural language understanding tasks such as text classi-
fication and named entity recognition, but it cannot generate text. In contrast, BART 
and T5 are designed for generative tasks such as text summarization and machine 
translation, making them more advantageous in text generation.

–	 The BERT approach typically employs a pipeline framework. In SA tasks, it can 
encounter the problem of gradient vanishing. This occurs when the gradients 
become exceedingly small during the backpropagation process, resulting in slow 
convergence or, in some cases, no convergence at all. The pipeline framework 
breaks down the task into smaller sub-tasks, and errors in the early stages can 
propagate and affect the final results, leading to suboptimal performance. The rela-
tionship between the different steps in the pipeline framework is essential but often 
ignored, resulting in a lack of coherence and consistency in the extracted sentiment 
information.

5 � Approach using BART​

BART (Bidirectional and Auto-Regressive Transformer) (Lewis et  al. 2020) is a pre-
trained language model based on the Transformer architecture proposed by the Facebook 
AI Research (FAIR) team in 2019. BART can perform both forward and backward auto-
regressive generation and bidirectional generation, making it suitable for various NLP 
tasks such as text summarization, machine translation, and question-answering systems.

Compared to other language models, BART’s distinguishing feature is its use of a bidi-
rectional encoder and an auto-regressive decoder. The encoder can process both forward 
and backward text flows simultaneously, while the decoder is used for auto-regressive gen-
eration of text sequences. Additionally, BART employs pre-training tasks such as masked 
language modelling and denoising auto-encoding to enhance model performance. Through 
pre-training, BART can learn universal language representations that can be fine-tuned for 
specific NLP tasks. BART has performed excellently in multiple NLP tasks and is widely 
used in various natural language processing applications.

Section  5.1 explores applying different BART-based methods to the ACOSQE task 
based on the ACOS-Dataset, as shown in Table 8, and Sect. 5.2 summarizes this approach.

5.1 � Approach based on ACOS‑dataset

Yan et al. (2021) first proposed a unified generative framework (BARTABSA) using the 
BART model to solve seven sub-tasks (ATE, OTE, ABSC, AOOE, AOPE, ASPE, AOSTE) 
of ABSA in an end-to-end manner shown in Table 1, resulting in substantial performance 
gain and providing a real unified solution.
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Inspired by BARTABSA (Li et  al. 2019) and GEN-NAT-SCL methods (Peper and 
Wang 2022; Xiong et al. 2023) proposed the BART-based Contrastive and Retrospective 
Network (BART-CRN) to extract all ACOS quadruples from a given sentence. The model 
utilized a machine reading comprehension-based supervised contrastive and retrospective 
learning module to establish connections among all quadruples and determine context-
related generative quadruples end-to-end. As Xiong et al. (2023) used BART-based as the 
basis, BART-CRN was compared with the baseline methods PARAPHRASE (Zhang et al. 
2021a) and GEN-NAT-SCL (Peper and Wang 2022), where PARAPHRASE used T5 as 
the backbone, and GEN-NAT-SCL was based on the PARAPHRASE model.

For comparison, the T5-based PARAPHRASE and GEN-NAT-SCL-BART models 
were converted to BART-based models, resulting in PARAPHRASE-BART and GEN-
NAT-SCL-BART. GEN-NAT-SCL-BART was used as a baseline model. Experimental 
results demonstrated that the proposed method significantly outperformed the baselines. 
The BART-CRN model achieved an F1 score increase of 4.29% and 2.52% compared to 
the Extract-Classify-ACOS model on the REST-ACOS and LAPTOP-ACOS, respec-
tively. TAS-BERT-ACOS and Extract-Classify-ACOS had overall F1 scores that were not 
competitive.

BART-CRN overcame the error propagation problem in two-stage models and could 
jointly model aspects, options, categories, and sentiments. Compared to the PARA-
PHRASE-BART and GEN-NAT-SCL-BART models, BART-CRN typically had a higher 
F1 score, which indicates that the MRC-based supervised contrastive and retrospective 
module can effectively improve the performance of generative models. The outcomes of 
identifying implicit expressions are presented in Table 8. Compared to the previous base-
line models, BART-CRN performs the best in most cases, indicating the effectiveness of 
their model in implicit quads extraction. Compared with Extract-Classify-ACOS and GEN-
NAT-SCL-BART, BART-CRN performs better on EA &IO in LAPTOP-ACOS but worse 
in REST-ACOS. One reasonable explanation is that the proportion of EA &IO in REST-
ACOS is much lower than that in LAPTOP-ACOS, which limits the proposed model’s abil-
ity to fully capture the features of EA &IO.

According to the research by Yan et al. (2021), Hoang et al. (2022) modified the BAR-
TABSA method to adapt it for the ACOSQE task. This paper refers to the modified method 
as BARTABSA(Hoang). The method does not change the core algorithm or add other 
models from BARTABSA. However, it unifies the previous ABSA sub-tasks (i.e., aspect-
opinion pair extraction and aspect-opinion-sentiment triple extraction) and extends them to 
the ACOSQE task.

To address the task of ACOSQE, BARTABSA(Hoang) modified both the data and the 
model by adding category labels to the data and incorporating a category prediction layer 
and an opinion prediction layer into the model. At the same time, a version of Hoang’s 
BARTABSA model that used the original sets of categories for classification was tested 
to demonstrate the effectiveness of dividing categories into two sets of classes. This paper 
refers to the modified method as BARTABSA(split). The BARTABSA(split) model outper-
formed the BARTABSA(Hoang). Table 8 shows a significant performance gap between the 
BARTABSA(split) and Extract-Classify-ACOS models. However, the BARTABSA(split) 
model performs worse than the previous model Extract-Classify-ACOS on the EA &IO 
sub-task, with a decrease of about 4% in REST-ACOS as shown in Table 8. Hoang et al. 
(2022) suggests that this issue could be caused by various factors, such as the skewed data 
distribution for REST-ACOS, which favours the EA &EO quadruples by a significant mar-
gin, and the trade-offs between the model’s ability to detect each type of quadruple, as 
other types have shown a minimum increase of 9% compared to the previous best result in 
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Table 8. Another comparison with BART-CRN (Xiong et al. 2023) in Table 8 shows that 
BARTABSA(Hoang) performs better on EA &IO in REST-ACOS and LAPTOP-ACOS. 
However, it performs worse on IA &EO in REST-ACOS and LAPTOP-ACOS and on IA 
&IO in LAPTOP-ACOS.

Bao et  al. (2022) further improved the ACOSQE task by adapting the BARTABSA 
(Yan et al. 2021) model. This review refers to the modified method as BARTABSA(Bao). 
BARTABSA(Bao) achieved a better F1 score than BARTABSA (split). However, 
BARTABSA(Bao) did not analyze the implicit expressions.

5.2 � Summary

BART-based approaches offer the advantage of bidirectional generation and have shown 
promise in ACOSQE tasks. In this section, this paper will offer a comprehensive overview 
of the BART-based approach, considering it from both the pros and cons perspectives.

•	 Pros

–	 The advantage of the BART-based approach lies in its initial application in genera-
tion tasks, especially in the ACOSQE task. This has paved the way for exploring 
new approaches to tackle SA problems.

•	 Cons

–	 BART-based approach may have limitations regarding prompt sensitivity, entity, 
relation classification, and optimization for ACOSQE. Further research is needed to 
address these limitations and enhance the performance of BART-based methods in 
ACOSQE task

–	 There is a relatively limited research literature on the BART-based approach in the 
ACOSQE task. Subsequent studies have found that the T5 model performs better 
than BART in SA. Nevertheless, it should be noted that BART remains a valua-
ble research tool widely used in other generation tasks and domains. In the future, 
researchers may explore further improvements and optimizations of BART to meet 
the specific requirements of SA and consider combining the strengths of different 
models to achieve better performance.

6 � Approach using T5

The T5 model (Raffel et al. 2020) from Google AI Language is a robust transformer-based 
language model that can perform several natural language processing tasks, including text 
classification, question answering, summarization, and translation. T5 processes input text 
in parallel using the transformer architecture and learns contextual relationships between 
words and phrases, making it effective in understanding natural language meaning and 
context. It has achieved state-of-the-art performance in several natural language processing 
benchmarks and is widely used in research and industry applications. T5 has also been uti-
lized to generate natural language text, such as news articles and product descriptions, with 
the potential to revolutionize the field of natural language generation.

This section explores applying different T5-based models to the ACOSQE task and 
divides it into three parts based on the sentence-level dataset used, as shown in Tables 8 
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and 9. Section  6.1 introduces the method using ACOS-Dataset, Sect.  6.2 introduces the 
methods using QUAD-Dataset, Sect.  6.3 concludes the methods using both ACOS and 
QUAD Dataset, Sect. 6.4 summarizes this approach, and Sect. 6.5 discusses the compari-
son of methods used in the best results of each approach based on ACOS and QUAD Data-
set. Different target text construction methods will be shown in Table 10.

6.1 � Approach based on ACOS‑dataset

6.1.1 � Multi‑task instruction tuning

Wang et al. (2022) proposed a general-purpose ABSA framework (UNIFIED-ABSA) based 
on multi-task instruction tuning, which can uniformly model various tasks and capture the 
inter-task dependency with multi-task learning. They designed unified sentiment instruc-
tions (USI) for each task to prompt the T5 model and provide more semantic information. 
It only requires the annotated data from the ACOSQE task to derive the annotation for all 
the eleven ABSA tasks, which shows its advantage in terms of data efficiency.

UNIFIED-ABSA achieved highly competitive performance on 11 tasks, improving the 
average performance by 1–2% in the fully supervised setting and by 5% F1 score in an 
extremely low resource setting (with only 32 shots) compared to dedicated models. The 
effectiveness and superiority of UNIFIED-ABSA over models designed specifically for 
each task were demonstrated in both fully supervised and low-resource settings in experi-
ments on two public datasets. However, there is still room for improvement in UNIFIED-
ABSA, such as automating instruction design, considering SA scenarios across domains, 
languages, and modalities, and exploring the potential of this framework in other natural 
language processing tasks.

6.1.2 � Contrastive learning and target text construction—NAT

Peper and Wang (2022) proposed a generative model GEN-SCL-NAT that combines 
two novel techniques: supervised contrastive learning (SCL) and target text construction 
called natural annotation tree (NAT) for ACOSQE task. GEN-SCL-NAT was based on the 
T5-Large model, which refers to a specific variant of the T5 model that has a more signifi-
cant number of parameters than the base T5 model.

Table 10   Examples of the 
target text construction methods 
depending on different methods

Input sentence: the pizza is delicious

Method Target sentence

GEN-NAT food | the pizza is delicious | positive
SENER aspect is pizza, opinion is delicious, category is 

food, sentiment is positive
GAS-A The [pizza | delicious | food | positive] is delicious.
GAS-E (Pizza, delicious, food, positive)
PARAPHRASE food is delicious because pizza is delicious
Opinion Tree (Root, (Quad, (food, pizza), (positive,delicious)))
Special_Symbols [AT]pizza[OT]delicious[AC]food[SP]positive
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•	 GEN-SCL This method distinguishes between input aspects, such as implicit and 
explicit aspects and opinions.

•	 GEN-NAT This method adapts to a new structured generation format that can better 
capture the quadruple information in Table 10. Based on the mapping of the four ele-
ments (c, a, o, s) to their corresponding semantic values ( xc , xa , xo , xs ), the generation 
format for GEN-NAT is as follows:: 

The GEN-SCL-NAT model achieved promising results on the ACOS-Dataset, especially 
on sentences with implicit sentiment expressions, as shown in Table  8. However, when 
dealing with longer and more complex examples, output structure validity issues may arise 
for the GEN-SCL-NAT and PARAPHRASE (Zhang et al. 2021a) models. The evaluation 
of GEN-SCL was limited to generative sequence prediction models and did not consider 
other possible forms. Xiong et al. (2023) transferred GEN-NAT-SCL to GEN-NAT-SCL-
BART as a baseline model BART-CRN.

Peper and Wang (2022), and Xiong et al. (2023) utilized contrastive learning in their 
proposed models. However, the differences are Xiong et  al. (2023) proposed a machine 
reading comprehension (MRC)-based supervised contrastive and retrospective learning 
module, which aims to learn the associations among different types of quadruples and 
determine the context-related generative quadruples through an end-to-end way. Peper 
and Wang (2022) proposed a new structured generation format-NAT, which aims to adapt 
autoregressive encoder-decoder models better to extract quadruples generatively. Table 8 
reveals a considerable gap in performance between BART-CRN and GEN-NAT-SCL. 
GEN-NAT-SCL performs better in most cases, both in overall metrics and the evaluation 
of implicit expressions identification, indicating the effectiveness of their model in implicit 
quads extraction. However, it performs slightly worse on IA &EO and IA &IO in the LAP-
TOP dataset than BART-CRN.

6.1.3 � Seq2Path with beam search, pruning and data augmentation

Mao et  al. (2022) proposed a novel approach (seq2path) that can generate tree paths of 
sentiment tuples, where sentiment tuples consist of elements such as aspect words, opinion 
words, aspect categories, and sentiment polarities as shown in Fig. 4.

The innovation of this approach is that it can better represent the “1-to-n”1 relationship 
between aspect words and opinion words, avoiding the arbitrary ordering problem of senti-
ment tuples in previous methods.

Previous methods used sequence-to-sequence models to generate tuples as sequences, 
but this might introduce unnecessary order among tuples and ignore the relationship 
between aspect words and opinion words. In addition, Mao et al. (2022) also introduced 
a discriminative token and a data augmentation technique for selecting valid paths during 
inference. The seq2Path method was evaluated on five ABSA tasks and four benchmark 
datasets, achieving a better F1 score in ACOSQE than the baseline method Extract-Clas-
sify-ACOS (Cai et al. 2021b).

(5)xc | the xa is xo | xs

1  The term “1-to-n” refers to a relationship where one element is associated with multiple elements. In this 
case, a single aspect word can be linked to multiple opinion words within the sentiment tuples.
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6.2 � Approach based on QUAD‑dataset

This section will be divided into three parts to describe the research progress of ACOSQE 
based on the QUAD-Dataset. The first part will cover multi-task training like assem-
bling Lego bricks; the second part will focus on multi-task instruction tuning for few-shot 
ABSA; the third part will discuss temple-order data augmentation.

6.2.1 � Multi‑task training like assembling lego bricks

Gao et al. (2022) proposed a unified generative multi-task framework (LEGO-ABSA) that 
can solve multiple ABSA tasks (AOPE, ASPE, CSPE, ACSTE, AOSTE, ACOSQE) by 
controlling the type of task prompts consisting of multiple element prompts.

LEGO-ABSA is a Lego-like method that can transform basic tasks (AOPE, ASPE, 
CSPE) into advanced tasks (ACSTE, AOSTE, ACOSQE) by assembling task prompts like 
assembling Lego bricks as shown in Fig. 3. Gao et al. (2022) evaluated the LEGO-ABSA 
approach by conducting two models.

•	 LEGO-ABSA (multi-task) It involves mixing the training dataset of the individual 
task and shuffling the order.

•	 LEGO-ABSA (separate) Each task is trained with only one dataset.

Gao et al. (2022) compared TASO-BERT-CRF, PARAPHRASE (Zhang et al. 2021d), and 
GAS (Zhang et al. 2021a), with his proposed LEGO-ABSA (multi-task) and LEGO-ABSA 
(separate) and demonstrate that the LEGO-ABSA models outperform them, as shown in 
Table 9. LEGO-ABSA conducts experiments on multiple benchmark datasets, demonstrat-
ing that its multi-task framework achieves new state-of-the-art results in almost all tasks 
and competitive results in task transfer scenarios.

The approach has also shown competitive results in cross-domain scenarios, demon-
strating its effectiveness in handling ABSA tasks in different domains. However, there is 
still room for improvement in the approach’s performance in cross-domain scenarios, and 
further research is needed to address this challenge.

6.2.2 � Multi‑task instruction tuning for few‑shot ABSA

Varia et  al. (2022) proposed a unified instruction Tuning framework for few-shot ABSA 
tasks. This framework reformulates the ABSA task and its sub-tasks as PARAPHRASE 
generation problems, fine-tunes a T5 model with instructional prompts in a multi-task 
learning fashion, and demonstrates that the proposed multi-task prompting approach 
improved the performance of ABSA in few-shot scenarios on REST15 and REST16 data-
sets. The influence of all components in the approach is evaluated through three model 
ablations in Table 11.

•	 Text: Uses $TEXT as input without any transformation. The model must infer the task 
goal and output format directly from the original text, which may require more data and 
complex models to achieve good results.
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•	 IT: Transforms $TEXT into instructions by adding natural language descriptions of 
the task before the text. This method reduces the model’s training difficulty and data 
requirements while improving its generalization ability and flexibility.

•	 IT-MTL: Multiple related tasks are trained simultaneously based on multi-task learn-
ing. This method allows the model to obtain context information from multiple tasks 
(ATE, ASPE, ACSTE, AOSTE, ACOSQE) in Table 1 and perform knowledge transfer 
between these tasks, enhancing the model’s generalization ability and flexibility. The 
IT-MTL method can leverage multiple instructions to increase the model’s generaliza-
tion ability and flexibility.

Varia et al. (2022) compared the performance of three approaches and discovered that IT-
MTL outperforms both IT and Text in most few-shot scenarios in REST15 and REST16, 
indicating that multi-task learning and instruction tuning can enhance the model’s generali-
zation ability in Table 9. Additionally, IT was found to perform better than Text, suggesting 
that instruction tuning can aid the model in understanding the task’s objective and output 
format. Based on these findings, it was concluded that the trend is IT-MTL > IT > Text. 
Furthermore, when trained on the whole training data, IT-MTL achieved a comparable or 
better F1 score than PARAPHRASE (Zhang et al. 2021a) in the REST15 dataset. Overall, 
it was found that IT-MTL effectively utilizes context from multiple tasks, improving the 
generalization of the seq-to-seq model for all ABSA tasks in few-shot settings.

6.2.3 � Target text construction—named entity recognition

Lee and Kim (2023) proposed the sentiment element named entity recognition (SENER), 
which significantly outperforms previous works on several ABSA tasks, including ACSTE, 
AOSTE, and ACOSQE in Table 1. SENER integrates the concepts of named entity rec-
ognition (NER) and generative ABSA to retrieve the sentiment entities with predefined 
sentiment element names (see Table 10), leading to better semantic and sentiment struc-
ture understanding. The SENER proposed in the paper has two variants: SENER-orig and 
SENER-syn.

The main difference between SENER-orig and SENER-syn lies in including specific 
tokens in the pre-trained vocabulary. In the original version, SENER-orig, the tokens 
“aspect,” “opinion,” “category,” and “sentiment” are already part of the T5 vocabulary. 
These tokens and their corresponding embeddings are pre-trained along with the T5 model. 

Table 11   Illustration of input prompts to multi-task instruction tuning

$TEXT is the placeholder for the actual text

Ablation Input prompt

Text $TEXT
IT What are the aspect terms in the text: $TEXT?
IT-MTL
 ATE What are the aspect terms in the text: $TEXT?
 ASPE What are the aspect terms and their sentiments in the text: $TEXT?
 ACSTE What are the aspect terms, sentiments and categories in the text: $TEXT??
 AOSQE What are the aspect terms, opinion terms and sentiments in the text: $TEXT??
 ACOSQE What are the aspect terms, opinion terms, sentiments and categories in the text: $TEXT ?
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On the other hand, in SENER-syn, four additional tokens, namely “e_a,” “e_o,” “e_c,” and 
“e_s,” have been introduced as synthetic tokens. This brings the total number of tokens in 
the vocabulary to 32,132. The specific content of these synthetic tokens can be designated 
arbitrarily since only their token indices are essential during the tokenization process. The 
embeddings for these synthetic tokens are randomly initialized and trained during the fine-
tuning phase of the model.

In summary, SENER-orig utilizes the existing tokens in the T5 vocabulary, while 
SENER-syn incorporates additional synthetic tokens to extend the vocabulary size and 
introduce new elements for SA.

6.3 � Approach based on ACOS‑dataset & QUAD‑dataset

This section focuses on the research progress in ACOSQE, specifically targeting the ACOS 
and QUAD Dataset using the prompt method. The section is divided into six parts, with 
the first three subsections dedicated to different methods for constructing target texts. 
The fourth subsection focuses on template-order data augmentation. The fifth subsection 
revolves around optimization for regenerating content to reduce the impact of negative 
noise. The final subsection will centre around the multi-view prompting method.

6.3.1 � Target text construction—GAS method

In the realm of ABSA, discriminative approaches are often used to predict specific task 
outcomes by designing task-specific classification networks that use class indexes as labels 
for training. However, this approach disregards the semantic richness present in labels, and 
the need for multiple classification models for different ABSA tasks makes it challenging 
to generalize the model.

To overcome these challenges, Zhang et al. (2021d) proposed a novel approach called 
Generative-based SA (GAS) that utilizes a unified generative approach to handle various 
ABSA tasks. By encoding natural language labels into the target output, the model lever-
ages rich semantic information in labels and can adapt seamlessly to multiple tasks without 
requiring additional model design.

To train the T5 model, Zhang et al. (2021d) designed a flat sequence including two par-
adigms, annotation-style (GAS-A) and extraction-style (GAS-E) in Table  10, that frame 
each ABSA task as a text generation problem. The labelled paradigm annotates the target 
sentence with label information, while the extraction paradigm directly uses the expected 
natural language label of the input sentence as the target. Both paradigms produce an origi-
nal sentence and a target sentence, paired as training instances for the generative model. 
Additionally, a prediction normalization strategy is proposed in GAS to address the prob-
lem of disconnected generated sentiment elements from the corresponding label vocabu-
lary set.

GAS is innovative for the following reasons:

•	 Novel generative approaches are proposed to handle various ABSA tasks.
•	 Two paradigms are introduced to formulate each task as a generative problem and a 

predictive normalization strategy to optimize the generated output.
•	 Experiments are conducted on multiple benchmark datasets for four ABSA tasks, and 

the proposed method outperforms the baseline method in almost all cases.
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6.3.2 � Target text construction—PARAPHRASE method

Zhang et  al. (2021a) were among the first to propose the ACOSQE task, which aims to 
detect quadruples for a given opinionated sentence jointly. A modelling paradigm called 
PARAPHRASE was introduced to tackle the ACOSQE task, transforming the ACOSQE 
task into a paraphrase generation problem. PARAPHRASE is approached end-to-end by 
“re-writing” sentences into structured target sequences, allowing easy decoding of quadru-
ples and making it mainstream in ACOSQE.

Using pre-defined rules by Zhang et al. (2021a), the four elements (c, a, o, s) are initially 
mapped to semantic values ( xc , xa , xo , xs ), which are then input into a fixed-order template 
Eq. 6 to generate a natural language target sequence, as shown in Table 10.

It was argued that PARAPHRASE could provide a more comprehensive and complete 
aspect-level sentiment structure than existing ABSA tasks. PARAPHRASE leveraged the 
pre-trained language model T5 to generate natural language sentences that contain all the 
desired sentiment elements and then recover the sentiment quadruples from the generated 
sentences. The results demonstrated that PARAPHRASE outperformed the baseline meth-
ods regarding performance on QUAD-Dataset, ACOS-Dataset, and other ABSA tasks. 
Additionally, its unified framework facilitated knowledge transfer across different tasks.

6.3.3 � Target text construction—opinion tree method

Bao et  al. (2022) proposed a new task called Opinion Tree generation, which aims to 
jointly detect all sentiment elements in a tree node for a given review sentence as shown 
in Table 10. Opinion Tree shows that the more complex the tree structure, the better the 
performance, as it can discover relationships between nodes. The Opinion Tree can reveal 
a more comprehensive and complete aspect-level sentiment structure for generating senti-
ment elements.

It was also shown that T5 is introduced to integrate syntax and semantic features for 
Opinion Tree generation, and the current basis for SA is large generative models that are 
optimized by constructing target text from the input sentence and output. As shown in 
Fig. 4, through a comparison between the Opinion Tree and Seq2Path, it was observed that 
Mao et al. (2022) proposed a method for converting the generation sequence of sentiment 
tuples into numerical paths. This approach effectively addresses the issue of one-to-many 
relationships, such as when one aspect entity corresponds to multiple opinion words. It 
allows for the independent generation of each path without mutual dependence. The aver-
age loss of the Seq2Seq method on the path was computed during training. A constrained 
beam search was applied for inference, and an additional token was introduced to select 
effective paths automatically.

On the other hand, Opinion Tree Generation (Bao et  al. 2022) is a technique used to 
visualize the results of ABSA by representing them in the form of a tree structure. The root 
node of the tree represents the overall sentiment of the text. In contrast, the child nodes rep-
resent different aspects or features of the entity mentioned in the text and their associated 
sentiment scores.

Bao et al. (2022) applied the GAS (Zhang et al. 2021d), PARAPHRASE (Zhang et al. 
2021a) and BARTABSA (Yan et al. 2021) to the ACOS-Dataset. In this paper, the modified 

(6)xc is xs because xa is xo
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method is referred to GAS(Bao), PARAPHRASE(Bao), and BARTABSA(Bao) to adapt to 
the ACOSQE task. Subsequently, Bao et al. (2022) compared their methods to the other 
methods with T5 backbone as shown in Table 8, and the Opinion Tree method performs 
better on the ACOS-Dataset. Lee and Kim (2023) applied the Opinion Tree (Zhang et al. 
2021d) to the QUAD-Dataset. In this paper, the modified method is called Opinion Tree 
(Lee).

The Opinion Tree method is innovative in that it:

•	 Introduced a new task and structure for ABSA, which can capture the semantic rela-
tions between aspect terms and opinion words more effectively than existing methods 
as paths of a tree.

•	 Proposed a constrained decoding algorithm, which can guide the generation process 
using opinion schemas and ensure the validity of the opinion tree.

•	 Explored joint learning of several pre-training tasks to integrate syntax parsing and 
semantic feature parsing, which are very helpful for forming the Opinion Tree structure.

Fig. 4   Compared with the proposed Seq2Path method (Mao et  al. 2022) and Opinion Tree method (Bao 
et al. 2022)
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6.3.4 � Template‑order data augmentation

Hu et al. (2022) argued that the existing methods PARAPHRASE by Zhang et al. (2021a) 
that used a fixed template order to generate the target sequence are suboptimal because 
different orders may provide different views of the quadruplet. ACOSQE is not a conven-
tional generation task, and it is not necessary to fix the element order of the quadruplet as 
long as it can be accurately extracted. So, a novel data augmentation method for the task of 
ACOSQE was introduced.

The proposed method leverages the order-free property of quadruples. It generates mul-
tiple target sequences with different template orders to increase data diversity and provide 
more information perspectives for pre-trained models.

Given an input sentence x and its quadruples (c, a, o, s), Hu et  al. (2022) followed 
Zhang et al. (2021a) to convert them into semantic values {(xc , xa , xo , xs)}. There will be 
4! = 24 permutations. They construct all 24 target sequences with multiple order mapping 
functions SOi

 , where i ∈ [1, 24]. An example Oi is shown below. Oi is an abbreviation that 
denotes “Order i.” The Eq. 7 is from Hu et al. (2022).

The proposed method is composed of two stages. The first stage aims to select tem-
plate orders via pre-trained T5. The second stage constructs training samples with the 
selected orders and fine-tunes T5. They designed the following two strategies for selecting 
templates.

•	 Dataset-level order (DLO) To choose the dataset-level orders, Hu et al. (2022) com-
pute a score for each order on the training set. The Eq. 8 is from Hu et al. (2022). 

 where SOi
 is the average entropy of all instances for the template order Oi , T is the 

training set, E is the entropy function, yOi
 is the predicted quadruplet for the template 

order Oi , and x is the input sentence. Hu et al. (2022), then rank the scores and choose 
the template orders with smaller values.

•	 Instance-level order (ILO), which involves choosing template orders at the instance 
level based on the context and semantics of each instance.

Multiple template orders can provide different perspectives on a quadruplet during fine-
tuning with selected orders. However, the challenge is how to train them jointly. Special 
markers ([C], [A], [O], [S]) can be used to represent the information structure ( xc , xa , xo , 
xs ) and overcome the difficulty of identifying the value type during inference when concat-
enating values with a comma or blank space. The target sequence can be constructed using 
these markers as Eq. 9.

Hu et  al. (2022) conducted joint training across multiple orders and achieved the recov-
ery of quadruplets using these special markers during inference. Unlike data augmentation 
methods that create multiple inputs for one label, this approach generates multiple labels 

(7)Oi(xc, xa, xo, xs) = xaxcxoxs

(8)SOi
=

1

|T|
∑

T

E
(
yOi

∣ x
)

(9)
YOi

= Oi([C]xc, [A]xa, [O]xo, [S]xs)

= [A]xa[C]xc[S]xs[O]xo
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for one input sequence. It is advantageous for ACOSQE tasks that use generation-based 
models.

To facilitate the joint training of models with multiple templates, four special markers 
(T1, T2, T3, T4) were designed for the four elements. The use of various symbols was 
examined to differentiate the type of element in each position. Specifically, the templates 
selected for the comparison were T2, T3, and T4, which employed specific words to anno-
tate the type of information. Through experimentation, it was found that T1 achieved the 
best performance. T1 was denoted as Special_Symbols in Table 10 and designed for com-
parison with ILO and DLO. It is worth highlighting that both ILO and DLO employ spe-
cial symbol templates, but they further enhance data augmentation by combining multiple 
template orders.

•	 T1: [AT] xa [OT] xo [AC] xc [SP] xs
•	 T2: aspect term: xa opinion term: xo aspect category xc sentiment polarity: xs
•	 T3: Aspect Term: xa Opinion Term: xo Aspect Category: xc Sentiment Polarity: xs
•	 T4: xa , xo , xc , xs

The results showed that ILO and DLO significantly improve, particularly in low-resource 
settings. DLO outperforms the previous models on F1 score in REST15, while ILO outper-
formed the previous models on F1 score in REST16 as shown in Table 9.

While achieving better performance, the template-order approach still has limitations 
that can guide future research, including exploring alternative criteria for template order 
selection, developing more sophisticated strategies for selecting orders, and considering 
augmenting both input and output sequences for further performance improvement.

6.3.5 � Uncertainty‑aware unlikelihood learning (UAUL)

In their recent review of the template-order data augmentation method, Hu et  al. (2023) 
shed light on the new challenges and proposed a method called Uncertainty-Aware Unlike-
lihood Learning (UAUL) to improve ACOSQE. UAUL is a template-agnostic method 
based on T5 that effectively handles negative noise and enhances prediction accuracy. Tra-
ditional methods primarily focused on modifying input or output and determining what to 
generate, which presented challenges in addressing the influence of negative noise while 
neglecting considerations for what not to generate.

The proposed UAUL method employed multiple iterations of uncertainty-aware sam-
pling to obtain crucial positive and negative samples and controlled their optimization 
to enhance the discrimination between noise and errors. It aimed to model the influence 
of negative noise. UAUL consisted of two main components: Monte Carlo dropout (MC 
dropout) (Gal and Ghahramani 2016) and marginalized unlikelihood learning (MUL). 
MC dropout was used to randomly drop the last layer parameters of the decoder, obtaining 
uncertainty-aware samples. Then, UAUL utilized MUL to increase the probability of posi-
tive samples and reduce the impact of negative sampling.

By employing MC dropout to obtain crucial positive and negative samples (i.e., noise 
words) and applying MUL to increase the probability of positive samples while reducing 
the influence of negative samples, UAUL effectively balanced the optimization process. 
Additionally, entropy minimization was used to balance the impact of MUL.

The proposed method was applied to GAS (Zhang et al. 2021d), PARAPHRASE (Zhang 
et al. 2021a), Special_symbols (Hu et al. 2022), DLO (Hu et al. 2022), and ILO (Hu et al. 
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2022) as GAS+UAUL (Hu et  al. 2023), PARAPHRASE+UAUL (Hu et  al. 2023), Spe-
cial_symbols+UAUL (Hu et  al. 2023), DLO+UAUL (Hu et  al. 2023), and ILO+UAUL 
(Hu et al. 2023). This paper compared PARAPHRASE+UAUL, Special_symbols +UAUL, 
DLO+UAUL, and ILO+UAUL with their baseline methods. The experiments demon-
strated the effectiveness of the UAUL method across various templates, as shown in 
Table  8 and Table  9. UAUL, combining MC dropout, MUL, and entropy minimization, 
achieved outstanding performance in the generative ACOSQE task.

The effectiveness of the UAUL method was validated on four public datasets, showcas-
ing its applicability for learning across various templates. While UAUL performed well in 
balancing the weights of positive and negative samples, there are still challenges in han-
dling implicit information.

6.3.6 � Multi‑view prompting (MVP)

Gou et al. (2023) proposed the Multi-view Prompting (MVP) method, which incorporates 
the DLO method (Hu et al. 2022) and employs element markers to represent the informa-
tion structure (Paolini et  al. 2021). MVP improves upon existing generative methods by 
aggregating sentiment elements generated in different orders. Existing studies usually pre-
dict sentiment elements in a fixed order, which ignores the effect of the interdependence of 
the elements in a sentiment tuple and the diversity of language expression on the results. 
MVP introduces element order prompts to guide the language model to generate multiple 
sentiment tuples, each with a different element order, and then selects the most reason-
able tuples by voting. This approach aligns training and inference with multi-view prompt 
learning, improving the model’s effectiveness, flexibility, and cross-task transferability.

MVP can naturally model multi-view and multi-tasks as permutations and combinations 
of elements, respectively, outperforming previous task-specific designed methods on mul-
tiple ABSA tasks with a single model. MVP demonstrates a significant improvement in 
the state-of-the-art performance on 10 datasets for 4 benchmark tasks included in QUAD-
Dataset and ACOS-Dataset, as presented in Table 8 and Table 9. Additionally, it performs 
effectively in low-resource settings.

6.4 � Summary

Based on the research presented in this paper, it is evident that the T5-based approach cur-
rently dominates the ACOSQE task field. Numerous studies have emerged based on T5, 
incorporating techniques such as various templates for target text construction stemming 
from prompt engineering, data augmentation, contrastive learning, multitask learning, 
extensions to both the T5 encoder and decoder components, as well as instruction tuning, 
and more. These methods have contributed to enhancing ACOSQE. In this section, this 
paper will offer a comprehensive overview of the T5-based approach, considering it from 
both the pros and cons perspectives.

•	 Pros

–	 In the field of ACOSQE, it is evident that many current endeavours are built upon 
the foundation of the T5-based approach. The T5 approach closely follows the origi-
nal encoder-decoder architecture of the transformer model, which has become a cor-
nerstone in ACOSQE research. This architecture enables the T5 approach to excel in 
various generative tasks, making it a versatile and influential model in the domain.
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–	 As ACOSQE research advances, the foundational framework of T5 plays a crucial 
role as a reference point, enabling ongoing progress and innovations in the field. 
Some notable developments include prompt engineering, data augmentation, con-
trastive learning, multitask learning, T5 encoder and decoder component exten-
sions, instruction tuning, and more.

•	 Cons

–	 Fine-tuning T5 for specific ACOSQE tasks can be complex and require substantial 
labelled data, which might not always be readily available.

–	 Like many deep learning models, T5’s inner workings can be challenging to inter-
pret, making it difficult to understand why certain predictions are made, particularly 
in complex sentiment analysis task like ACOSQE.

6.5 � Summary of the best method for each approach

The comparison of methods used in the best results of each approach for the ACOSQE task 
based on ACOS-Dataset and QUAD-Dataset is presented in Table 12.

•	 For ACOS-Dataset, the best-performing method in the rule-based approach is DP-
ACOS (Cai et al. 2021b), while in the BERT-based approach, Extract-Classify-ACOS 
(Cai et al. 2021b) performs the best. BARTABSA (Bao) (Bao et al. 2022) shows the 
best results in the BART-based approach. For the T5-based approach, the opinion tree 
method performs the best.

•	 For QUAD-Dataset, the focus is mainly on the BERT and T5 approaches. Based on the 
BERT approach, the Extract-Classify-ACOS (Cai et al. 2021b) method performs best. 
In the T5 approach, the MVP method (Gou et al. 2023) shows the best results.

These methods underscore the pivotal role of transformer architecture-based pre-trained 
language models in driving the rapid advancements in ACOSQE. Notably, the T5-based 
approach consistently outperforms both the BART-based and BERT-based approaches. 
This emphasizes the robustness, versatility, and dependability of the T5-based model when 
tackling complex SA tasks, solidifying its position as a front-runner in the field.

A noteworthy insight from these results is the substantial improvement observed in gen-
eration-based methods compared to their pipeline-based counterparts. This improvement is 
particularly striking because pipeline-based methodologies often fall prey to error propaga-
tion, where inaccuracies introduced at one stage can ripple through subsequent stages, ulti-
mately compromising overall performance. In contrast, generation-based methods excel by 
considering the entire context when generating sentiment-related content, resulting in more 
accurate and coherent sentiment predictions.

Unfortunately, it’s disappointing that research on implicit sentiment analysis within 
methodologies based on BERT, BART, and the T5 approach has remained relatively lim-
ited. Despite the remarkable performance of T5 in the ACOSQE task, the exploration of 
implicit sentiment within the T5 framework remains somewhat underdeveloped.

Implicit sentiment analysis presents a unique and intricate set of challenges, demanding 
a keen understanding of context, nuanced language usage, and the ability to unveil senti-
ments subtly interwoven within the text. While models such as BERT, BART, and T5 have 
showcased their strengths in explicit sentiment analysis, a wealth of untapped potential is 
still waiting to be explored in uncovering concealed sentiments.
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Addressing this research gap is of paramount importance. Expanding our knowledge 
and capabilities in implicit sentiment analysis within BERT, BART, and T5 could lead to 
more robust and comprehensive SA systems. As the field continues to evolve, it is impera-
tive to encourage and support further investigations into implicit sentiment analysis within 
these frameworks, ultimately enhancing our ability to decode complex emotions within 
textual data.

7 � Dialogue‑level quadruple analysis

Song et al. (2022) introduced a new task called conversational aspect sentiment analysis 
(CASA), which aims to provide fine-grained sentiment information for dialogue under-
standing and planning.

CASA extended the standard ABSA to the conversational scenario with several signifi-
cant adaptations. 3,000 chit-chat dialogues (27,198 sentences) were annotated with fine-
grained sentiment information, including all sentiment expressions, their polarities, and the 
corresponding target mentions. An out-of-domain test set of 200 dialogues is also included 
for robustness evaluation. Multiple baselines are developed based on pre-trained BERT. 
CASA can help select knowledge for knowledge-driven dialogue response generation, 
improving memory efficiency and performance.

Although CASA is centered on ABSA at the dialogue level, omitting crucial elements 
such as aspects could render it incapable of comprehensively depicting the opinion status. 
Li et al. (2022a) proposed a task of conversational ACOSQE (DiaASQ) to detect quadru-
ples from dialogues.

DiaASQ is a novel task that combines ABSA and conversational opinion mining. It con-
structs a high-quality, large-scale dataset in Chinese and English, proposes a benchmark 
model that can effectively perform end-to-end quadruple prediction, and leverages rich dia-
logue-specific and discourse feature representations to improve cross-utterance quadruple 
extraction.

The model consists of several layers, including:

•	 Base encoding: Li et  al. (2022a) uses BERT to encode the dialogue utterances. The 
encoding is done separately for each utterance using the [CLS] and [SEP] tokens to 
separate each utterance. The contextual representation of each word is obtained using 
the PLM.

•	 Multi-view interaction layer: Multi-view interaction is a layer in the DiaASQ model 
that captures the relationships between the speakers and their utterances in dialogue. 
This layer aggregates dialogue-specific feature representations, such as the threads, 
speakers, and replying information, to improve the model’s ability to ACOSQE. The 
multi-view interaction layer is built upon the multi-head self-attention mechanism and 
uses attention masks to control the interactions between tokens based on the prior fea-
ture information.

•	 RoPE layer: RoPE stands for Rotary Position Embedding, a technique used in the 
DiaASQ model to add relative dialogue distance information to the input sequence. 
This helps the model better understand the conversation’s discourse structure and 
improves its ability to ACOSQE across utterances.

•	 Prediction layer: This layer predicts the sentiment quadruples based on the grid-tag-
ging labels.
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The model was optimized during training using the cross-entropy loss function, com-
puted based on the predicted sentiment quadruples and the ground truth labels. The model 
was trained end-to-end using backpropagation and stochastic gradient descent. micro F1 
and identification F1 were used for measurements, where micro F1 measures the entire 
quadruples, including sentiment polarity, while identification F1 (Barnes et al. 2021) did 
not differentiate polarity.

Li et al. (2022a) compared DiaASQ with four baseline models. The first model is CRF-
Extract-Classify, proposed by Cai et  al. (2021b) as mentioned earlier in Sect.  4.3.2 and 
was retrofitted to support target term extraction for DiaASQ. The second model is SpERT, 
proposed by Eberts and Ulges (Eberts and Ulges 2019) for joint extraction of entity and 
relation based on a span-based transformer. It was modified for triple-term extraction and 
polarity classification for DiaASQ. The third model is Span-ASTE, a span-based approach 
for triplet ABSA extraction proposed by Xu et al. (2021), which was edited to enumerate 
triplets and made compatible with DiaASQ. The fourth model is PARAPHRASE (Zhang 
et al. 2021a), which outputs were modified to adapt to the DiaASQ task. All baseline mod-
els used the same model-BERT, except for PARAPHRASE,2 which utilized mT5-base 
(Xue et al. 2021). Through comparison, it was found that the DiaASQ model achieved the 
best results on both English and Chinese Datasets, as shown in Table 13.

The DiaASQ model is designed to extract sentiment quadruples from dialogues by 
incorporating rich dialogue-specific and discourse feature representations. The model is 
trained to minimize the cross-entropy loss and is optimized using backpropagation and sto-
chastic gradient descent. The task is challenging because it requires cross-utterance extrac-
tion and dialogue-specific features. To facilitate follow-up research in this direction, Li 
et al. (2022a) suggests several potential future directions:

Table 13   Main results of the 
DiaASQ task

The best results are in bold

Language Model Quadruple (F1)

Micro Iden.

ZH CRF-Extract-Classify 8.81 9.25
SpERT 13.00 14.19
PARAPHRASE 23.27 27.98
Span-ASTE 27.42 30.85
DiaASQ 34.94 37.51

EN CRF-Extract-Classify 11.59 12.80
SpERT 13.07 13.38
PARAPHRASE 24.54 26.76
Span-ASTE 26.99 28.34
DiaASQ 33.31 36.80

2  When Zhang et  al. (2021a) first proposed the PARAPHRASE model, they used the T5 model (Raffel 
et al. 2020).
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•	 Making better use of the dialogue discourse structure information: exploring how 
to leverage better the dialogue discourse structure information, such as the relationships 
between sentences in the dialogue, to improve the model’s performance.

•	 Enhancing coreference resolution: using more complex coreference resolution mod-
els to accurately identify pronouns and noun phrases in the dialogue, thus further 
improving the model’s performance.

•	 Extracting overlapped quadruples: exploring how to extract overlapped sentiment 
quadruples in the dialogue to comprehensively understand the sentiment in the conver-
sation.

•	 Transferring well-learned sentiment knowledge from existing systems: exploring 
how to apply sentiment knowledge learned from existing systems to the DiaASQ task 
to improve the model’s performance.

•	 Multi/cross-lingual dialogue ABSA: expanding the DiaASQ task to multi and cross-
lingual contexts to adapt to a wider range of application scenarios.

8 � Exploring ChatGPT for sentiment analysis

ChatGPT3 is a language model that utilizes cognitive computing and artificial intelligence. 
It’s built on the Transformer architecture (Vaswani et al. 2017) and generative pre-training 
technique, GPT (Radford et al. 2018), to train the model and predict the probability distri-
bution of the next word, generating natural language text.

OpenAI’s language models have continuously improved from GPT-1 (Radford et  al. 
2018) to GPT-3 (Brown et al. 2020), with an increase in model parameters and improve-
ments in self-supervision, enhancing their language processing and generation capabili-
ties as shown in Table 14. InstructGPT, based on the RLHF (reinforcement learning from 
human feedback) (Ouyang et  al. 2022)method, significantly reduced the probability of 
harmful, untruly, and biased outputs. ChatGPT was launched as a sister model of Instruct-
GPT, with chat-specific attributes and a public testing version. Apart from generative pre-
training, ChatGPT’s success relies on several core technologies.

Table 14   Comparison of parameters and pretraining data size among the large language models

Released date Institution Large language 
model name

Model parameters Pre-training data size

June 2018 OpenAI GPT 110 M 5GB
Dec 2018 Google BERT 330 M 16GB
February 2019 OpenAI GPT-2 1.5B 40GB
Dec 2020 Facebook BART​ 406 M 160GB
Dec 2020 Google T5 11B 750GB
May 2020 OpenAI GPT-3 175B 45T
Mar 2023 OpenAI GPT-4 Unpublished Unpublished

3  https://​chat.​openai.​com/.

https://chat.openai.com/
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•	 RLHF The RLHF method is a reinforcement learning approach that improves the mod-
el’s responses by utilizing human evaluations of the dialogue agent’s answers.

•	 Instruction fine-tuning (IFT) ChatGPT uses IFT (Wei et al. 2022a) to simulate human 
chat behavior. This technology can track, learn, and reproduce chat history and apply 
it to natural language modeling and inference in real-time conversations. In addition to 
fine-tuning the model using classical NLP tasks like SA, text classification, and sum-
marization, IFT demonstrates various written instructions and their outputs to the base 
model in diverse task sets, achieving fine-tuning of the model.

•	 The chain-of-thought (CoT) The CoT is a few-shot prompting technology (also known 
as in-context learning, ICL) proposed by Google (Wei et al. 2022b) to help large lan-
guage models better understand language requests by providing contextual information. 
It can improve the model’s accuracy and flexibility, enhancing its processing capability.

8.1 � Evaluation of ChatGPT

Wang et al. (2023) presented a preliminary evaluation of ChatGPT’s performance in SA 
tasks, including standard evaluation, polarity flipping evaluation, open-domain evaluation, 
and sentiment reasoning evaluation. Comparing ChatGPT’s performance on 18 benchmark 
datasets, it was discovered that ChatGPT performs well. The key findings include:

•	 Zero-shot performance4 ChatGPT demonstrates remarkable zero-shot performance in 
some tasks like ASPE and can compete with fine-tuned BERT. However, it lags slightly 
behind the state-of-the-art fully-supervised models in domain-specific settings.

•	 Few-shot performance5 ChatGPT’s ability can be significantly improved through few-
shot prompting across various tasks, datasets, and domains, allowing it to outperform 
fine-tuned BERT in some cases but still lag behind state-of-the-art models.

•	 Human evaluation Exact matching evaluation hinders ChatGPT’s performance. Chat-
GPT is less accurate in sentiment information extraction tasks but can still generate 
reasonable answers and perform well in human evaluation despite not strictly matching 
the textual expression.

•	 Polarity flipping evaluation ChatGPT outperforms fine-tuned BERT in making accu-
rate predictions for SA tasks involving polarity shift phenomena such as negation and 
speculation

•	 Open-domain evaluation Compared to domain-specific models that struggle when 
applied to unseen domains, ChatGPT shows strong open-domain SA abilities overall. 
However, its performance may be limited in certain specific domains.

•	 Sentiment inference evaluation ChatGPT has a remarkable ability to infer sentiment, 
showing similar performance on the emotion-cause extraction task or emotion-cause 
pair extraction task as fully supervised SOTA models.

Zhang et al. (2023) conducted further exploration of ChatGPT in SA. The performance of 
Large Language Models (LLMs) in SA tasks was evaluated, and a comparison was made 
with Small Language Models (SLMs) in zero-shot and few-shot scenarios. The question 
of whether current evaluation practices for SA are still applicable in the era of LLMs was 

4  Zero-shot refers to the learning process of a model without annotated data.
5  Few-shot refers to learning with only a small amount of labeled data.
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also raised. The performance was evaluated across 13 tasks on 26 datasets. The LLMs and 
SLMs were as follows:

•	 Large language models (LLMs) LLMs refer to large-scale language models, such as 
GPT-3. These models utilize the Transformer architecture, possess many parameters 
and pretraining data, and perform excellently in various natural language processing 
tasks. Zhang et  al. (2023) selected two models from the Flan model family, namely 
Flan-T5 (XXL version, 13B)(Chung et al. 2022) and Flan-UL2 (20B)(Tay et al. 2023). 
Additionally, two models from the GPT−3.5 family were employed, including Chat-
GPT (gpt−3.5-turbo) and text-davinci-003 (text-003, 175B)(Brown et al. 2020; Ouyang 
et al. 2022). These models were directly used for inference in SA tasks without specific 
training.

•	 Small language models (SLMs) SLMs, which are smaller-scale language models, are 
typically trained on specific datasets. T5 (large version, 770  M) was selected as the 
SLM by Zhang et al. (2023). The models were trained using either the entire training 
set or a few-shot approach by sampling a subset of the data.

In zero-shot Performance, LLM demonstrates impressive zero-shot performance in simple 
SA tasks. The experimental results show that without pretraining, LLM performs well in 
Sentiment Classification (SC) and Multifaceted Analysis of Subjective Text (MAST) tasks. 
However, some slightly more challenging tasks, such as Yelp-5 with increased categories, 
reveal that LLM performs relatively poorly compared to fine-tuned models. It is important 
to note that larger models do not necessarily guarantee better performance.

According to the experimental results, LLM excels in SC and MAST tasks without pre-
training. However, it can be observed that LLM struggles with more complicated tasks like 
Yelp-5 with increased categories, where it underperforms compared to fine-tuned models. 
LLM faces challenges in extracting fine-grained structured sentiment and opinion infor-
mation. The experiments also show that Flan-T5 and Flan-UL2 are unsuitable for ABSA 
tasks, while text-003 and ChatGPT achieve better results. However, they are still weaker 
than fine-tuned small language models (SLMs). On the QUAD-Dataset, the T5-Large out-
performs ChatGPT significantly.

RLHF may lead to unexpected phenomena. The experimental results indicate that 
ChatGPT performs poorly in detecting hate speech, irony, and offensive language. Even 
compared to text-003, which performs similarly well in many other tasks, ChatGPT’s per-
formance is notably worse in these three tasks. This finding highlights the necessity for 
further research and improvement in these domains, as it suggests that ChatGPT’s RLHF 
process excessively aligns with human biases and preferences.

In few-shot Performance, LLM performs superior to SLM in different few-shot set-
tings. Across the 1-shot, 5-shot, and 10-shot setups, LLM consistently outperforms SLM 
in almost all cases. The advantage of LLM is particularly prominent in ABSA tasks, which 
require structured sentiment information, an area where SLM falls behind LLM. This 
could be attributed to the increased difficulty of learning such patterns in limited data sce-
narios. By increasing the number of shots, SLM achieves consistent performance improve-
ments in most tasks, indicating its ability to effectively utilize more examples for better 
performance.

The experiments also reveal the complexity of tasks. While the performance of the T5 
model gradually stabilizes for sentiment classification tasks, it continues to improve for 
ABSA and MAST tasks, suggesting the need for more data to capture their underlying 
patterns. On the QUAD-Dataset, the performance gap between the T5large model and 
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ChatGPT diminishes as the number of shots increases. The impact of increasing shots on 
LLM varies across different tasks. The influence of increasing shot quantities on LLM is 
task-dependent. Increasing shots for relatively simple tasks like SC does not noticeably 
improve performance. Additionally, for datasets like MR and Twitter, as well as stance and 
comparison tasks, performance even deteriorates with the increase in shots. It could be due 
to handling more extended contexts misleading LLM’s results. However, increasing the 
number of shots enhances LLM’s performance for ABSA tasks requiring more profound 
and precise output formats. It suggests that more examples are not a universal solution for 
all tasks but should be determined based on task complexity.

Zhang et  al. (2023) also calls for a more comprehensive evaluation, a more natural 
model interaction, and sensitivity to prompt design when discussing the potential of Chat-
GPT. A comprehensive evaluation of LLM across various SA tasks has been conducted to 
enhance our understanding of its capabilities within the SA field. The experiment results 
indicate that while LLM performs well on simple tasks under zero-shot conditions, it faces 
difficulty handling more complex tasks. LLM consistently outperforms SLM in the few-
shot setting, demonstrating its potential when labelled resources are scarce. The limitations 
of current evaluation practices are also highlighted, and the SENTIEVAL benchmark is 
proposed as a more comprehensive and realistic evaluation tool.

In conclusion, regarding training SA systems for specific domains, ChatGPT has dem-
onstrated the ability to function as a universal and well-performing sentiment analyzer. 
However, it’s essential to consider both its advantages and limitations. This paper will 
delve into these aspects from both the pros and cons perspectives.

•	 Pros

–	 ChatGPT is good at solving language tasks such as ACOSQE with simple prompts.
–	 Compared to fine-tuning BERT, ChatGPT is more effective in addressing the polar-

ity shift issue in SA and performs well in open-domain scenarios.
–	 It can adapt to various domains and scenarios without specific datasets or pre-

trained models, using its powerful generation ability and common-sense knowledge 
to handle diverse expressions of sentiment.

–	 ChatGPT also benefits from a larger corpus, comprising extensive unlabeled pre-
training data and a training set that includes over 23 million dialogue records span-
ning multiple languages, such as English and Chinese. It encompasses around 70 
million lines, including sentences generated by many real users.

–	 ChatGPT can interact with users conversationally to refine the results of quadruple 
extraction.

•	 Cons

–	 ChatGPT’s dependency on prompts and access to relevant information may limit its 
effectiveness in ACOSQE task.

–	 ChatGPT’s performance may vary depending on the quality and relevance of the 
training data used.

–	 ChatGPT may lack sufficient domain-specific depth, potentially resulting in less rea-
sonable generated content. Additionally, there is the possibility of bias in ChatGPT 
since it is trained on a large amount of data, which biases could influence in the 
training data.

–	 ChatGPT still encounters various technical challenges, including significantly high 
training expenses, system intricacy, and increased testing costs. In cases where com-
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putational resources are inadequate, ChatGPT may not be utilized efficiently. None-
theless, the most pressing concern is the possibility of its filtering system being cir-
cumvented or “breached.”

8.2 � T5 vs ChatGPT

The previous discussions show that the current approaches to solving ACOSQE primarily 
rely on the T5-base and T5-large models. In this section, this review will discuss the differ-
ences between the T5 and ChatGPT.

ChatGPT and T5 (Raffel et  al. 2019) are two powerful natural language processing 
models that can be used for ACOSQE tasks. However, they differ significantly in quadru-
ple extraction performance.

The T5-based method is more robust and produces higher quality results, while Chat-
GPT has stronger generality and generalization ability, giving it an advantage in dialogue 
tasks. The T5-based method uses sequence-to-sequence mapping, making it flexible and 
scalable. This method usually involves pre-training and fine-tuning stages. The pre-trained 
model learns universal text representations and language patterns from large-scale text 
data, while the fine-tuning model trains on specific SA datasets to improve the model’s gen-
eralization ability and performance. In some datasets, the T5-based method has achieved 
good results. Overall, this method has advantages in performance and flexibility, but the 
impact of factors such as training datasets and model parameters must be considered.

However, compared with the methods based on the T5 model, ChatGPT has some limi-
tations or challenges in the ACOSQE task. Firstly, ChatGPT requires complex prompts to 
define the structure and format of the quadruples, which may affect the user experience 
and model efficiency. Secondly, ChatGPT’s performance is unstable when dealing with a 
long tail and complex scenarios, and there is a significant performance gap compared with 
specially designed models.

In addition, ChatGPT is very sensitive to different prompt styles, which may lead to 
inconsistent or incorrect results. The T5 model is trained to extract quadruples by super-
vised learning with a large amount of quadruple data, which can improve performance 
using a large amount of annotated data. While ChatGPT has yet to be trained and opti-
mized for the quadruple task directly, its quadruple extraction ability mainly relies on dia-
logue understanding and question answering, and it needs multiple rounds of dialogue to 
get all the quadruple information. It does not explicitly give the entity and relation classifi-
cation results.

In summary, ChatGPT and T5 have advantages and disadvantages in the ACOSQE task, 
and the specific choice should be based on the actual task and needs. Now that GPT-4 is 
being developed OpenAI (2023), it possesses a powerful neural network prediction capa-
bility and builds upon the foundation of ChatGPT to transition from a single modality to 
a multi-modal approach, elevating the safety, creativity, and logic of generative AI mod-
els to new heights. Information received by humans from the real world often originates 
from diverse modalities, and this shift from single to multi-modal capabilities enhances 
the model’s versatility and generalization ability. Currently, GPT-4 demonstrates a high 
level of maturity in text generation and interactive communication, yet certain technical 
limitations persist. For instance, it lacks proficiency in handling inputs and outputs beyond 
textual formats, leading to the potential generation of inaccurate or irrelevant responses.

While GPT-4 has progressively approached and even exceeded human capabilities in 
perception and judgment, it still falls short of human-level logical reasoning and decision 
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analysis. Furthermore, GPT-4 heavily relies on imitating responses based on training data-
sets and struggles with verifying information sources and authenticating textual content.

Given that the design objective of large language models (LLMs) is to enhance natu-
ral language understanding and generation, assessing the potential positive and negative 
impacts of introducing new LLM versions is crucial.

•	 Pros

–	 Positive impacts could encompass improved text generation accuracy, enhanced 
coherency, and better contextual relevance, potentially leading to more effective 
communication, refined content creation, and novel possibilities in creative writing 
and human-computer interaction.

•	 Cons

–	 Conversely, potential negative effects must be considered. As LLMs become more 
complex, there is a risk of generating misleading or biased content. Ethical concerns 
related to inaccurate information, privacy breaches, and the potential reinforcement 
of harmful stereotypes could become more pronounced. Additionally, the increas-
ing complexity of LLMs might impede their interpretability and debugging, posing 
challenges in ensuring transparency and accountability.

–	 While LLMs don’t depend on domain-specific annotated data for training, there is 
still a need to assess their open-domain SA performance across various domains. 
Consequently, a significant large-scale, multi-domain, multi-element dataset for 
ABSA tasks is lacking.

To balance these positive and negative impacts, rigorous testing, continuous monitoring, 
and robust fine-tuning and updating mechanisms for LLMs are essential. Developing and 
deploying new LLM versions involving diverse stakeholders, including linguists, ethicists, 
and the broader public, is paramount.

9 � Challenges and future directions

ACOSQE has made significant progress in recent years, but some challenges and issues 
still need to be addressed. Rule-based approach relies on predefined rules and patterns to 
identify aspects, opinions, and sentiment polarity in text, which may not capture the com-
plexity and nuances of natural language. The BERT-based approach marks the first use of 
a transformer encoder-based pre-trained language model in ACOSQE. However, it exhib-
its limitations when combined with traditional machine learning methods like CRF. These 
limitations underscore the challenges of employing a pipeline approach in SA tasks, includ-
ing issues such as gradient vanishing, error propagation, and better coordination among 
different stages. The BART-based approach was the first to introduce an encoder-decoder 
model for ACOSQE. However, it had limitations, including a lack of extensive fine-tun-
ing method research. Most researchers simply adapted fine-tuning methods based on T5 
and applied them to BART for comparison. Research focusing on implicit sentiment in 
ACOSQE remains relatively scarce. T5-based approach has limitations in terms of model 
parameters compared to LLMs (large language models). These limitations persist, although 
there have been significant developments in this area, including prompt engineering, data 
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augmentation, contrastive learning, multitask learning, and extensions to the T5 encoder 
and decoder components.

With the growing amount of text data from social media and online comments, it is cru-
cial to increase the accuracy and efficiency of ACOSQE. This section will mainly focus on 
these challenges and potential solutions.

9.1 � Richer quadruple datasets

A significant challenge with ACOSQE is the lack of large-scale and diverse datasets cover-
ing various fields, scenarios, and languages. Currently, most datasets for this task are small, 
limited in scope, and focus only on explicit aspects and perspectives. For example, the 
SemEval (Pontiki et al. 2014, 2015; Hercig et al. 2016) dataset contains only about a few 
thousand sentences per domain (restaurants and laptops) and contains no implied aspects 
and perspectives. The ACOS-Dataset is more extensive and more affluent than the SemE-
val dataset and has implicit aspects and opinions but is still insufficient to fully capture 
the complexity and diversity of ACOSQE. Therefore, more datasets are needed to provide 
comprehensive and fine-grained annotations for explicit and implicit aspects, categories, 
opinions, and sentiments. These datasets can assist in evaluating and enhancing the per-
formance of current methods, as well as developing new models capable of handling more 
challenging scenarios.

9.2 � Ambiguity, implicit sentiment & consistency

ACOSQE is challenged not only by the scarcity and diversity of datasets but also by the 
ambiguity, implicitness, and complexity of aspects and opinions and the relationships and 
consistency among quadruples. Ambiguity arises when the same word or phrase can con-
vey different meanings or sentiments depending on the context or domain. For example, 
“small” may be positive or negative for different products or attributes. Implicitness and 
complexity occur when some aspects or opinions are not explicitly mentioned in the sen-
tence and require common sense or background knowledge to infer. For example, “this res-
taurant is clean” suggests the aspect of “service” and the opinion of “good,” but they are 
not overtly expressed. Relationships and consistency involve the logical or semantic con-
nections among aspects or opinions, which must be preserved or differentiated. For exam-
ple, “screen” and “monitor” may refer to the same or different aspects depending on the 
product or attribute. These challenges make ACOSQE a difficult and complex task that 
demands more advanced and robust methods.

9.3 � ChatGPT’s potential in ACOSQE

To comprehensively evaluate ChatGPT’s potential in ACOSQE, especially in implicit sen-
timent extraction, we need to conduct extensive experiments and compare the results using 
evaluation metrics to evaluate its performance comprehensively. Before testing, we must 
preprocess the datasets to fit ChatGPT’s input format. After completing training, we can 
compare ChatGPT’s performance on ACOS-Dataset, Quad-Dataset, and DiaASQ Dataset 
with other classic models to better understand its performance in the ACOSQE extraction 
task.
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Zhang et al. (2023) propose that current evaluations based on ChatGPT primarily focus 
on specific SA tasks and datasets, limiting a comprehensive understanding of LLM capa-
bilities. This limitation reduces the reliability of evaluation results and restricts the model’s 
adaptability to different SA scenarios. Therefore, there is a need for comprehensive evalu-
ations across a wide range of SA tasks. Zhang et al. (2023) also advocates for more natu-
ral model interactions. Traditional SA tasks typically pair a sentence with a corresponding 
sentiment label. While this format helps learn the mapping between text and sentiment, 
it may not be suitable for LLMs as they are often generative models. In practice, differ-
ent writing styles lead to different ways LLMs approach SA tasks, so considering diverse 
expressions in the evaluation process is crucial to reflect realistic use cases. It ensures that 
evaluation results reflect real-world interactions and provides more reliable insights. Addi-
tionally, the sensitivity of prompt design poses a challenge as different prompts may have 
varying effects on different models, making fair comparisons complex.

9.4 � Future directions

Several directions are worth exploring to address these challenges, Firstly, building larger 
and more diverse quadruple datasets that cover various domains, scenarios, and languages 
is crucial. Additionally, handling implicit, complex, and ambiguous aspects and opinions 
and addressing issues related to relationships and consistency between quadruples need 
attention. Secondly, developing more effective and robust quadruple extraction methods 
using the advanced pre-trained model and API interface, such as ChatGPT, Sparkdesk,6 
ERNIE Bot,7 Bard8 can significantly improve the accuracy and efficiency of ACOSQE. 
Thirdly, exploring additional applications for ACOSQE, such as dialogue systems, and 
integrating them with other natural language processing tasks, such as text summarization 
and generation, can demonstrate the value and importance of ACOSQE. Furthermore, han-
dling multilingual and cross-domain sentiment data remains a significant challenge that 
requires ongoing research and solutions in ACOSQE.

10 � Conclusion

This paper provides a comprehensive and in-depth examination of various aspects of 
ACOSQE, including task definition, dataset characteristics, method categorization, chal-
lenge analysis, and future prospects. The paper begins by explaining the research back-
ground of ACOSQE based on the four elements of ABSA. It further elucidates the concept 
of the task, dataset features, and evaluation metrics. Subsequently, the paper analyzes and 
compares research methods across different branches of pre-trained language models and 
datasets, specifically focusing on a novel dialogue-based ACOSQE approach. Addition-
ally, the paper investigates the capabilities of ChatGPT in ABSA tasks and compares the 
advantages and disadvantages of specific pre-trained models in the context of ACOSQE. 
Following this, the paper summarizes the issues and challenges in the ACOSQE domain, 
such as data scarcity, expression ambiguity, and implicit sentiment recognition. It proposes 

6  https://​xingh​uo.​xfyun.​cn/.
7  https://​yiyan.​baidu.​com/​welco​me.
8  https://​bard.​google.​com/.

https://xinghuo.xfyun.cn/
https://yiyan.baidu.com/welcome
https://bard.google.com/
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potential solutions and suggestions to address these challenges and enhance ChatGPT’s 
capabilities in SA. Finally, the paper outlines future research directions.

Future research should be dedicated to finding larger and more challenging datasets to 
improve model generalization. Additionally, while many current ACOSQE studies rely on 
simple template constructions, formalizing the ACOSQE problem as a generation task or 
machine reading comprehension problem, future research should emphasize rich model 
architecture design. For instance, a deeper extension of the Transformer architecture could 
facilitate more effective extraction of implicit sentiment features and sentiment-semantic 
relationships. As research progresses, attention should be focused on the accuracy of the 
ACOSQE task and its application in various contexts, such as cross-domain ABSA, cross-
lingual ABSA, lifelong ABSA, and multimodal ABSA. These methods can potentially 
bring about new challenges and opportunities for ACOSQE, thereby contributing to this 
field’s continuous development and innovation.
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