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Abstract
Security is one of the biggest challenges concerning networks and communications. The 
problem becomes aggravated with the proliferation of wireless devices. Artificial Intelli-
gence (AI) has emerged as a promising solution and a volume of literature exists on the 
methodological studies of AI to resolve the security challenge. In this survey, we pre-
sent a taxonomy of security threats and review distinct aspects and the potential of AI to 
resolve the challenge. To the best of our knowledge, this is the first comprehensive survey 
to review the AI solutions for all possible security types and threats. We also present the 
lessons learned from the existing AI techniques and contributions of up-to-date literature, 
future directions of AI in security, open issues that need to be investigated further through 
AI, and discuss how AI can be more effectively used to overcome the upcoming advanced 
security threats.
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1 Introduction

The issues of security gain broad interests by empowering corresponding algorithms to 
reveal more fine-grained solutions and make more accurate predictions than the previous 
arena by using artificial intelligent (AI) and machine learning (ML) (Zhou et  al. 2017a; 
Viganò et  al. 2020). Hence, most security researchers devote themselves to review the 
opportunities and challenges of AI in wireless and/or network security or cybersecurity. 
Notably, advanced intelligent systems primarily emphasize learning from vast amounts of 
data with the goals of high efficiency, minimum computational cost, and substantial predic-
tive or classification accuracy (Prasad and Rohokale 2020; Lheureux et al. 2017).

With the recent advancement, AI can boost the performance of security solutions to 
mitigate the risks from the diverse attacks that we are facing in the field of wireless and/
or networking (Lee and Kim 2017; Jiang et al. 2016). The ML techniques, i.e., classifica-
tion and clustering, are not new, but the importance of these methods can be significantly 
highlighted in the last several decades (Lin et al. 2019; Larriva-Novo et al. 2020). Previ-
ous studies showed that most of the research in security applications used AI to model 
the attack patterns with their unique features. Nevertheless, the previous studies can be 
intrinsically weak against new types of high-level attacks with different features. To over-
come these limitations of current ML approaches, new techniques must be used to identify 
diverse security threats and develop more generic and robust security solutions (Bhuyan 
et al. 2013).

AI/ML can be utilized in numerous applications, such as network intrusion systems, 
fraud detection, impersonation attack, eavesdropping, spam detectors and scammers. Gen-
erally, AI-based solutions work by analyzing huge amounts of data generated by network 
traffic, host processes and users to detect suspicious activities using efficient algorithms. 
We envisage that using ML for security applications will become part of the commonly 
used security techniques very soon. However, these ML-based security solutions might be 
vulnerable to a new type of sophisticated attack known as adversarial ML (Huang et  al. 
2011). In many security domains, the attacker can effectively control the information of the 
input to the ML algorithms to equivocate classifiers designed to distinguish them. Further-
more, the training data set utilized to construct classifiers can be disturbed by adding stand-
ard samples to the abnormal sample class and/or vice versa. Threat players are couching 
the organizations to break their security and disclose users’ identification in 5G (Hajoary 
and Akhilesh 2020). Therefore, it is essential to develop strong security measurements for 
any system, network or organization (Zou et al. 2016). However, it is important to realize 
different kinds of security threats and how they work together to break the security meas-
ures. Since we are in an era where organizations or businesses will become more digitally 
advanced than before, the organizations’ security strengths must also be improved as the 
technology improves day by day. In other words, the failure will cause an inflated data 
break as noticed by different organizations.

Security syndicates several fortifications at the edge or in the network to implement 
security rules and strategies. In this regard, only authentic devices/users can access the 
network resources, and malevolent attacks are required to be stopped from misuses and 
extortions. Furthermore, the world is changed due to digitization, and it impacts our liv-
ing standards, workplaces, learning abilities, and playing. Therefore, every organization 
needs to protect its networks and systems from providing reliable services to its patrons. 
In the recent past, AI has gained popularity in many domains and is now restricted to 
the computing disciplines. The primary reason for this is the availability of data for 
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learning purposes in large volumes and variety. This has resulted in AI getting popular, 
but at the exact time, expectations from AI-based systems are also on the rise. How-
ever, a key aspect usually missed out in this context is that the AI can go wrong as 
well (Winfield 2019). Instead, that can be a perspective development in AI-based sys-
tems that can not only go wrong but can be intentionally developed for destruction on a 
large scale. AI-based security systems are considered one of the significant elements of 
network security these days. Numerous such systems have been developed with unique 
techniques to protect networks using an assortment of data-based AI techniques, statisti-
cal methods, and ML (Zhou et al. 2017a).

Various proposals have been suggested to tackle security attacks through AI/ML. For 
instance, the authors of Liu et al. (2021) reviewed and summarized different attacks and 
defense mechanisms through the deep learning (DL) approach. Since the privacy and 
security issues of DL can be revealed, the authors also pinpointed the privacy and secu-
rity issues of the DL approach. Furthermore, the authors of Ni et al. (2021) proposed a 
service-oriented and location-based efficient key distribution protocol to secure the data 
transmission. In Dibaei et  al. (2020), the authors proposed ML and blockchain as the 
cybersecurity defense mechanisms in inter-vehicle networking or in-vehicle networking. 
In Ayodeji et al. (2021), the authors presented a holistic cybersecurity review that dem-
onstrates adversarial attacks against AI applications. Finally, the authors of Jing et al. 
(2014) analyzed the cross-layer heterogeneous integration and security issues while dis-
cussing diverse cryptographic techniques to find out the security solutions in the Inter-
net of Things (IoT).

However, there is still a large room for improvement in these systems to solve the 
security needs of modern complex software systems in real-world settings. This is 
because such systems always deal with the massive amount of data that causes slow 
training and testing processes and can have low detection rates in inappropriate training. 
All this asks for a single place that summarizes key features, pros, and cons of the exist-
ing AI-based security systems. This will not only help in encapsulating the available 
knowledge in this domain but will also identify avenues of future research. Keeping this 
in view, this paper provides a detailed overview of various taxonomies and a summary 
of the exiting AI techniques utilized for security.

1.1  Contribution/summary of the article

First, we categorize and explain distinct aspects of AI that can address wireless net-
work security threats. Although wireless network security threats are well investigated 
in different attractive directions, we only explore those threats that are solved with the 
help of AI/ML in Sect. 2. Then, in Sect. 3, we illustrate the lessons learned from the 
existing techniques and contributions of up-to-date works. Furthermore, we also present 
several open problems for security measurements that need to be further investigated 
through AI/ML approaches in Sect. 4. Finally, we conclude our work in Sect. 5. For the 
background knowledge, we provide appendixes of recent attacks (Appendix 1), security 
branches (Appendix 2) and security threats (Appendix 3), respectively. The appendixes 
will help beginners and researchers to work in the direction of security and AI/ML. To 
the best of the authors’ knowledge, this is the first comprehensive survey covering all 
the security types, threats and proposed AI/ML solutions. For the reader’s convenience, 
the taxonomy of the article is given in the list of contents.
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2  Artificial intelligence based solutions

In this section, we highlight the solutions proposed for security threats based on AI/ML. 
First, we pinpoint all the proposed solutions for communication and network security 
through AI/ML in Subsection A and B. Then, in Subsection C, we discuss the solutions 
based on RL for communication and network security. Finally, Subsection D illustrates the 
deep learning approach to tackle the security threats.

2.1  AI/ML for communication security

The recent progress of users’ mobility in the area of communication have demanded higher 
requirements for the system’s reliability and availability (Waqas et al. 2017, 2018b, 2020a). 
However, the reliability and availability of the system or users’ links are further degraded 
under security threat. Therefore, the overall communication system must detect security 
threats to achieve data legitimacy and reliability. For this purpose, specific characteristics 
of users would be employed in temporal and spatial domains. One of the characteristics 
is the authentication of the wireless channel between users. This channel-based message 
authentication can be achieved with the help of the ML approach. First, by utilizing ML 
algorithms, the data from the channel estimations at the receiver end needs to be trained. 
In this stage, the data also needs to be labelled. The label means that the transmitted sig-
nal also requires some cryptographic information to authenticate the sender. In the second 
stage, the temporal variations of the sender and receiver are considered. Otherwise, it will 
become impossible to distinguish between the channel’s variation and messages introduced 
by unauthentic users. The overall procedure is summarized in Fig.  1. In this regard, we 
pointed out several AI-based solutions and summarized them in Table 1.

2.1.1  Identification of unauthentic users

Two prospects can be considered to accomplish the objective of authentication. First, ML 
algorithms must be frequently updated. Second, the difference between the current and 
previous states can be utilized as input data for ML algorithms to determine the channel 
estimation. This helps to detect unauthentic users. Such a kind of approach is proposed 
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by Weinand et al. (2017), in which the users’ channel characteristics is utilized in the fre-
quency domain, i.e., orthogonal frequency-division multiplexing (OFDM). The OFDM 
channel estimation is used to recognize and validate the channel characteristics. The 
authors considered sensitive information transmission to pledge information security. 
The authors utilized the ML approach to train the data from the channel estimation at the 
received data packets. As a result, the overall performance of the ML approach is better 
in terms of data detection and false alarm rate. However, the authors did not consider the 
basic phenomena of the channel detection process: received signal strength indicator, chan-
nel state information, or received signal strength and time of arrival to achieve reliable 
decisions.

Additionally, another critical question is how or whether the message authentication 
procedure can reduce transmission latency and is essential for system competence. Fur-
thermore, the trade-off between complexity and performance is also one of the important 
issues when using ML algorithms. In this regard, Ambekar and Schotten (2014) presents 
different schemes to reduce the errors due to noise in the channel estimation based on pre-
processing. In addition, we also need to focus on the users’ mobility to validate the threat 
detection accuracy (Waqas et al. 2018c).

2.1.2  SVM to detect channel features

Taking the above problems of detection and false alarm probabilities, the authors in Pei 
et  al. (2014) proposed two schemes based on different classification algorithms of ML. 
The authors utilized support vector machine (SVM) based authentication and the linear 
fisher discriminant analysis based authentication to exploit the channel features, i.e., time 
of arrival, received signal strength, and cyclic features of a channel. The hypothesis test 
problem is solved by the linear and nonlinear SVMs based schemes for the performance 
test. The linear fisher discriminant analysis method is also suggested for a linear combina-
tion of channel characteristics to pursue the statistical tests. The statistical tests are esti-
mated with the help of threshold values to implement authenticity. The authors compared 
different schemes, such as linear SVM, quadratic SVM, polynomial SVM and linear fisher 
discriminant analysis based schemes to increase detection and decrease false alarm rate 
probabilities. Through experimental verification, the proposed scheme has been shown to 
outperform the traditional methods in terms of detection and false alarm probabilities and 
complexity. However, the proposed scheme did not consider the mobility of users and only 
considered relatively low, or no mobility scenario (Waqas et al. 2018b).

The works in Pei et al. (2014) and Waqas et al. (2018b) do not talk about the fixed and 
dynamic threshold value for the detection probabilities and false alarm probabilities. The 
threshold value has pre-knowledge information about the channel in the previous work. In 
such a technique, the threshold values due to channel differences are calculated by a system 
state, interpreted by the �-greedy approach. The �-greedy strategy is utilized to select a 
threshold value by absorbing the states in previous time slots (Pan et al. 2017). The receiver 
receives data in every time slots and sets threshold values according to the systems states 
and gain of the system. Thus, the �-greedy strategy is considered to maximize the optimal 
threshold value. As a result, the system achieves a better rate of success authentication 
within 1000 time slots than the fixed threshold value in a dynamic wireless environment.

Another ML-based approach is proposed in Li and Huang (2018) to enhance the accu-
racy of spoofing detection in the view of low channel stability. The SVM algorithm is 
applied for the detection process after getting physical layer information. However, the 



5221The role of artificial intelligence and machine learning in…

1 3

authors proposed a physical layer authentication (PLA) spoofing detection method based 
on sparse signal processing to manipulate the sparse representation and the Savitzky-Golay 
filter. To overcome communication overhead, the authors present a sparse signal pro-
cessing-based PLA frame to avoid any additional communication overhead. The authors 
claim that the required method does not require any additional techniques, such as multiple 
antennas, to detect the spoofing attack. However, the uniformity among authentic users’ 
signals is very low.

2.1.3  PLA hypothesis tests

In several works, the PLA scheme is considered on hypothesis tests to compare channel 
information with the channel record of the sender to identify the impersonation or spoof-
ing attacks. However, dynamic networks are not always dependent on the hypothesis test 
because the threshold value in the hypothesis is not always available. Therefore, it is neces-
sary to exploit the multidimensional characteristics of wireless channels. Thereby, we can 
utilize the generated training data from a model to increase the detection accuracy. Such 
a scenario is studied in Wang et al. (2017), where the authors apply an extreme learning 
machine to explore PLA. The authors considered a two-dimensional measure and pseudo 
adversary model to create training data based on legitimate user’s messages. They utilize 
the ML classifier to attain PLA. The advantages of the multidimensional measure are used 
to enhance detection performance. In addition, the adversary model is also investigated 
to achieve the training data for extreme learning machine based authentication through a 
supervised learning algorithm. PLA techniques using ML is an essential factor in achiev-
ing the information, such as received signal strength indicator, received signal strength, 
channel state information and time of arrival. The information is used to distinguish the 
wireless transmitter and discover spoofing attacks with lower overhead to achieve integrity, 
secure communication and authenticity.

2.1.4  Logistic regression‑based authentication

The same problem of a hypothesis test for spoofing detection in the PLA is also considered 
in Wan et al. (2017) and Xiao et al. (2018a). For this purpose, the authors proposed logistic 
regression-based authentication to eliminate the assumption on the known channel model 
with the help of multiple antennas. The authors explored multiple stations at different loca-
tions to estimate channel information. This approach can increase the spatial resolution of 
the wireless channel regarding the transmitter. Thus, the PLA system can exploit multiple 
stations with multiple antennas to improve spatial resolution by increasing the accuracy of 
spoofing detection. The Frank–Wolfe algorithm can also be used to evaluate the parameters 
of regression-based authentication (Jaggi 2013). Furthermore, the constant is estimated 
under the 1-norm constraint in the Frank–Wolfe algorithm to limit complexity and compro-
mise the trade-off between the regression testing and training errors.

However, the Frank–Wolfe-based PLA requires the channel information from transmit-
ter to receiver. Therefore, the PLA with multiple landmarks can also be applied as a distrib-
uted Frank–Wolfe algorithm to resolve convex optimization problems of the Frank–Wolfe 
algorithm in a distributed manner. The advantage of distributed Frank–Wolfe based PLA 
increases the convergence rate. It can also reduce computational overhead and communica-
tion cost after each iteration in a distributed way (Bellet et al. 2015). Therefore, the PLA 
based models can calculate the channel information on multiple antennas at the diverse 
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locations to identify the spoofing attack in a precise manner. The distributed Frank–Wolfe 
based PLA recalculates the gradients of entire training data in each iteration, which results 
in large computation overheads and latency problems. Thus, an online technique known 
as the incremental aggregated gradient is proposed in Blatt et al. (2007) and Gurbuzbala-
ban et al. (2017) to solve regression-based authentication problems. In incremental aggre-
gated gradient-based PLA, the tasks are managed in a deterministic order, and the previous 
gradient values can be utilized to increase the convergence rate. It is concluded in Blatt 
et al. (2007) and Gurbuzbalaban et al. (2017) that distributed Frank–Wolfe based PLA can 
accomplish better accuracy to discover spoofing attacks while reducing communication 
overhead. Contrarily, the incremental aggregated gradient-based PLA can reduce the com-
putational overhead and obtain a higher detection precision.

2.1.5  Authentication of IoT wireless devices

Authentication of IoT devices in wireless communication is another important factor. Spe-
cifically, the traditional authentication in wireless communication systems protects the 
data within networks via diverse techniques, e.g., digital signatures and hash-based mes-
sage authentication codes. However, such techniques normally cannot address key recovery 
attacks and brute force attacks. Furthermore, an open authentication protocol (OAuth-P 
2.0) (Chatterjee et al. 2019) shows that such techniques are not able to prevent an adver-
sary from replication or secret modelling identification of encrypted keys and channel 
information.

Thus, OAuth-P is also susceptible to cross-site-recovery forgery (Yu et  al. 2012). 
Another protocol called physical unclonable functions can leverage robust and secure at 
low-cost system (Yu et al. 2012; Roel 2012). Taking the motivation from human commu-
nication to utilize intrinsic differences in voice signatures to detect a particular speaker, the 
radio frequency - physical unclonable function permits real-time verification of wireless 
users based on deep neural networks (DNN) (Kömürcü and Dündar 2012; Chatterjee et al. 
2019). A physical unclonable function that uses the radio frequency properties of transmit-
ters and the receivers to detect the variation over in-situ ML technique. The best thing in 
this process is that the proposed method does not rely on any additional circuitry but uti-
lizes the current asymmetric radio frequency communication framework. In addition, the 
overload of the device authentication is entirely moved to the gateway receiver.

IoT systems can considerably benefit from physical unclonable functions based authen-
tication protocol. The physical characteristics of the transmitter would be examined and 
stored in a protected server as a common practice in IoT to replenish the traditional secret-
key based authentication scheme. In Xu et al. (2020), a comprehensive survey of the con-
tribution of AI to IoT security in edge computing is presented. The authors also discussed 
the survey of privacy preservation and blockchain for edge-enabled IoT services with AI.

2.2  Machine learning for network security

The technology is getting mature in almost every area such as finance, economics, medical 
science, engineering, and social science due to the rapid development of IoT, cloud com-
puting, and big data (Ahmed et al. 2018b; Zeng et al. 2018). However, the data exploration 
techniques cannot meet the requirements, optimization, and fast network security. Thus, 
it is paramount to use comprehensive optimization techniques to accomplish data analy-
sis and prediction/detection in network security (Dai et  al. 2019). Therefore, prediction 
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becomes an imperative subject to be explored. The procedure of network security to detect 
the malicious users and apps are shown in Fig. 2. Taking the network security into con-
sideration, the authors in Gu and Li (2016) propose SVM to detect security threats in net-
works. Furthermore, the authors analyze diverse kernel functions instead of a single kernel 
function to prevent any imperfection in learning and generalization capability to develop 
SVM kernel functions. For this purpose, the authors proposed a model based on multi-
combination forecasting. The method is to take joint decisions on the results while eluding 
the insistence of a single prediction model. Hence, the predictions become more accurate. 
Moreover, particle swarm optimization algorithms can also be applied for the optimiza-
tion of SVM parameters. Consequently, the procedure of SVM optimization is precise and 
avoids the issues of convergence to detect network security. In this regard, we pointed out 
several AI-based solutions and summarized them in Table 2.

2.2.1  Reliability and security

The recent advancement of IoT and cyber-physical systems (CPS) has imposed extreme 
reliability and security challenges (Chen et  al. 2018b). This is due to the heterogeneity 
and multifarious connectivity of the CPS components as well as the erring and vulnerable 
nature of the underlying devices, abrasive operating environments and increasing secu-
rity threats (Chen et al. 2011). The diverse reliability threats can pose different challenges 
that lead to numerous mitigation techniques on different layers. Therefore, it is necessary 
to take good care about the safety and security of ML algorithms before exploiting any 
ML-based security measures. The reason is that there are a large number of devices in 
IoT networks (comprising of sensors and actuators) linked together over wired or wire-
less networks. For this massive group of devices, security is identified as the weakest area. 
Therefore, researchers are trying to focus on authentication and access control in the IoT. 
However, the important thing is to secure the entire system. Therefore, the authors in Xiao 
et  al. (2016b) tried to pinpoint the security challenge using ML within IoT gateways to 
secure the whole system. For this purpose, the authors utilized two ML approaches, i.e., 
artificial neural networks (ANNs) and genetic algorithms. The ANNs mime the neurons 
and organic processes within the brain to transfer information for communicating, learning, 
and decision-making (Tu et al. 2020b). Similarly, the ANN can be used in an IoT network 
to supervise the state of IoT devices and to make communication decisions.

2.2.2  Securing network sensitive data

Any information and event management system must normalize security threats employ-
ing preventive technologies in an enterprise. The experts of the security operation center 
need to explore truly malicious attacks for security alerts. Mostly, the alerts are irresistible, 
and most of these alerts are false positives. Therefore, it is difficult for security operation 
centers to handle all these alerts at once. Consequently, potential attackers can attack and 
compromise the host. In this regard, ML is a feasible methodology to decrease the false 
positive rate and increase the productivity of security operation center experts. Keeping 
this in view, the authors in Feng et al. (2017b) developed a user-centric ML frame. They 
considered data sources in the security operation center by leveraging and processing data 
sets to propose an efficient ML system.

Furthermore, to efficiently detect network intrusion, we need to gather a large sum 
of sensitive information. Thus, we need to assemble several transactions detail from the 
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network (Otoum et  al. 2019). To examine fake network transactions, the estimation of 
intruder’s data is essential, based on meta-heuristic irregularity. Furthermore, fake transac-
tion identifications are necessary to construct and provide predictions related to the intru-
sion possibility based on the accessible attribute aspects. The authors in Aljawarneh et al. 
(2018) developed a hybrid model to estimate fake transactions by using the network trans-
action data as training data for ML algorithms. In this regard, the transaction data is filtered 
with the help of the voting algorithm. For data classification, the authors utilized J48, Meta 
Tagging, Random Tree, REPTree, AdaBoostM1, DecisionStump and NaiveBayes. These 
classifications showed that most of the attacks in the network occur using transmission 
control protocol (TCP).

2.2.3  Deep multilayer perception and RNN

The intrusion attack is also an attracting interest (Waqas et  al. 2020b). The problem of 
exploiting ML is typically affording limited processing resources and thus, most of the 
solutions are rule-based or lightweight ML practices. Accordingly, the computational 
offloading for resource-constrained mobile devices must be taken into consideration. For 
this purpose, the authors in Aljawarneh et al. (2018) studied a case for a small four-wheel 
robotic vehicle. They validated the particularity and advantages of offloading the continu-
ous tasks by exploiting DL for intrusion detection. Both deep multi-layer perception and 
recurrent neural network (RNN) architectures were utilized to prove the learning of differ-
ent attacks. The different attacks include DoS, command injection, and malware for cyber-
attacks for a robotic vehicle. A mathematical model is also developed to detect latency 
for computation offloading and processing requirements for DL. The authors concluded 
that more dependable network and processing requirements reduce the detection latency by 
achieving offloading.

IoT Devices

Feature Selection 
and Extraction

Filter TCP 
Traffic

Normal Apps

Malicious Apps

Store

Train

Detect

Detect

Network 
Traffic

ML Classifier 

k-NN

Rando
m 

Forest
Database

Label

IP Addresses
Protocols

File Type

Frame Length

Frame Number
Host Post Number

Fig. 2  Machine learning based network detection
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2.2.4  Securing sensitive data

Moreover, hackers can increase the number of malicious attacks proportional to the num-
ber of users. Users have their sensitive data available on their devices, and it is not taken 
care of in terms of security. Therefore, we cannot rely on the current approaches as it is 
not sufficient to handle the malware detection. Thus, we need to propose an alternate solu-
tion to evaluate malware detection. For instance, the authors utilized an anomaly-based 
approach with ML classifier in Narudin et al. (2016). The authors considered four catego-
ries in this work, such as basic information, contents, time, and connection. The ML clas-
sifier is utilized to improve the malware detection for massive data files and obtained an 
optimal classifier to distinguish mobile malware. The classifiers comprise the Bayes net-
work, multi-layer perception, decision tree, k-nearest neighbor, and random forest. Among 
different algorithms, the highest accuracy, i.e., 99% were indicated by a random forest clas-
sifier. The K-nearest neighbor classifier also showed 84% correctness for malware detec-
tion. Hence, the authors prove that ML classifiers can detect malware attacks. However, it 
is noted that excessive processing is required for having a larger dataset, but it will increase 
the precision.

2.2.5  Semi supervised learning

The real-time malware detection exploiting ML classifiers also needs investigation. One 
of the suggestions is the cloud-based scenario because the approach is effective in the ML 
technique for a real mobile malware environment. Keeping this point in view, the authors 
in Han et al. (2016) focus on co-resident attacks in cloud computing by exploiting a semi-
supervised learning approach. The authors focus on the risks at the virtual machine level 
and co-resident attack. In the co-resident attack, the attacker can get sensitive information 
from virtual machines that co-locate on the same server. Therefore, the authors proposed 
a defense mechanism against the co-resident attack in the cloud computing environment. 
Techniques such as clustering and semi-supervised learning are used to recognize the 
behavior between attackers and normal users. Consequently, the attackers are forced to per-
form as legal users because virtual machines (belonging to the same users) can co-locate 
each other. In this way, the attacker’s cost is increased, but in practice, there is also a cost 
of launching virtual machines. Another limitation of this work is that the defense mecha-
nism is only for a single data center. However, the size of the data center also influences 
the probability of co-location. Therefore, it is necessary to organize the defense mechanism 
across multiple data centers.

2.3  Reinforcement learning approaches

Wireless communications are susceptible to different threats, e.g., spoofing or impersona-
tion attacks. In such attacks, the impersonator can claim to be a legitimate node by imper-
sonating a fake identification (Tu et al. 2021). In this way, an impersonator will easily attain 
illegal advantages to perform MITM and DoS attacks. In order to cope with this challenge, 
the PLA technique can be applied. The PLA scheme leverages physical layer characteris-
tics of the wireless channel to reveal impersonation attack/spoofing attack (Tello-Oquendo 
et  al. 2018; Tu et  al. 2018c). The properties of PLA consist of received signal strength, 
channel impulse response, received signal strength indicator, channel state information, 
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and channel frequency response (Liu et al. 2013, 2014; Tugnait 2013; Jiang et al. 2013). 
These properties can be utilized to reveal an impersonation attack. However, there are cer-
tain problems in channel responses due to wide-band wireless communication. One of the 
specific challenges is that a wireless channel is not static, and the channel characteristics 
change dynamically. Therefore, it is difficult to predict a spoofing/impersonation attack. 
For instance, the spoofing detector in Xiao et al. (2007) differentiates the transmitters at 
diverse places, due to which a hypothesis test equates the channel frequency response with 
the media access control (MAC) addresses. Thus, the precision of PLA spoofing detection 
can be performed at the receiver that relies on the threshold test of the hypothesis test. 
Again, there is an issue of test threshold because it becomes difficult for the receiver to 
choose an appropriate threshold value for spoofing detection without considering the val-
ues of channel parameters, especially in a dynamic environment. In this regard, we pointed 
out several RL based solutions and summarized them in Table 3.

The users as well as attackers are independent and have flexible control over the trans-
mission. Thus, conventional methods, such as game theory (Conley and Miller 2013), have 
shown strengths to improve security, but they are primarily applicable in a static environ-
ment. Therefore, in RL methods, i.e., Q-learning, deep Q-Network (DQN) and Dyna-Q, a 
user can attain an optimum approach in a dynamic environment without considering the 
system’s information as illustrated in Fig. 3. Other approaches, such as channel selection 
strategy with Q-learning in Conley and Miller (2013) discourse jamming attacks and the 
channel retrieving with Q-learning in Gwon et al. (2013), have investigated the jammers in 
a hostile environment. In addition, Dyna-Q can increase the learning speed by employing 
the hypothetical understandings (Sutton and Barto 1998). In order to compare game theory 
and RL techniques, the authors in Xiao et al. (2015, 2016a) investigate the PLA in dynamic 
wireless networks. They compare channel state information of the data packets to identify 
spoofing attacks by the zero-sum game and Q-learning and Dyna-Q. The authors proposed 
the PLA algorithm by leveraging channel state information to find out the test threshold 
by using RL without knowing the complete information of the channel, such as channel 
condition and time variation. However, the optimal test threshold in the hypothesis test is 
attained by trial and error to exploit PLA efficacy. The experimental results with the zero-
sum game, Q-learning and Dyna-Q showed that the spoofing detection is robust against 
environmental variations. However, among them, Q-learning can improve authentication 
performance. In addition, the spoofing detection technique with Dyna-Q improves the 
learning speed of Q-learning and, hence, improves the performance. However, the limita-
tion of these works is that the PLA is incorporated with traditional authentication schemes 
at MAC and network layers. For instance, packets acknowledged by PLA can be further 
authenticated at MAC protocol.

Game theory is also an influential mathematical tool for a security mechanism to 
examine the connections among different players for diverse goals (Chen et al. 2011). 
A simple example is a communication between a spoofer and a legitimate user that 
achieves the channel based spoofing detection (Xiao et al. 2016a). In the formulation, 
the receiver selects its test threshold to increase the payoff, and the spoofer chooses the 
transmission of spoofing signals. The works in Xiao et  al. (2015, 2016a) are further 
extended to the MIMO system by formulating a channel based MIMO authentication 
game in Xiao et al. (2016b, 2017). In this work, a spoofer selects its attack rate in the 
game. It means that a spoofer transmits a spoofing signal to increase its utility based 
on Bayesian risk. The receivers determine the test threshold according to the number 
of antennas and sample size of frequencies. It is shown that the threshold test increases 
with the number of antennas to avoid discarding the authentic signals and consequently 
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decreases the attack rate. The authors also explore the dynamic MIMO authentication 
game by exploiting the received signal strength indicator at the receiver end to distin-
guish the transmitters without considering the channel time variations and authentica-
tion costs in each time slot. For this purpose, the receiver employed RL algorithms to 
acquire optimal test threshold with spoofer interaction and the unknown MIMO envi-
ronment. However, the performance is further investigated by Dyna architecture and 
prioritized sweeping (Dyna-PS) (Moore and Atkeson 1993). The Dyna-PS based spoof-
ing detection established a learned model to implement the detection schemes in MIMO 
systems. It is stated in Moore and Atkeson (1993) that the performance of Dyna-PS 
exceeds the Q-learning scheme with a faster learning rate and high detection precision.

The authors in Xiao et al. (2018b) also proposed RL based power control technique 
for the downlink non-orthogonal multiple access (NOMA) transmission without the 
awareness of jamming and radio channel parameters. The zero-sum game is formulated 
for the power allocation of the base station in a NOMA system furnished along multiple 
antennas competing with an intelligent jammer. Here, the base station is the leader that 
initially selects the transmission power of multiple antennas. The jammers act as the 
followers that choose the jamming power to disturb the transmission. The Dyna archi-
tecture is also utilized to formulate the methods. It manipulates the experiences to set 
the values that are used to quicken the learning speed. Hence, it improves the com-
munication of the NOMA transmission in the presence of smart jammers. In short, the 
Q-learning based power allocation method is applied for multiple users in the dynamic 
NOMA transmission against smart jammers without being conscious of the jammers 
and channel models. Further, the Dyna architecture and hot-booting schemes are uti-
lized to speed up the learning rate to develop the anti-jamming NOMA communication.

Environment

State Representation Action

Observed Reward
Convolutional Neural 

Network

Experience Memory DQN Loss and 
Gradient

Q-value

Update weights

Fig. 3  Reinforcement learning procedure to detect malicious users
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2.3.1  DQN techniques

As the above discussion, the anti-jamming transmission framework is considered in the 
underwater scenario in Xiao et  al. (2018c). The RL is applied to regulate the power 
transmission. This work finds mobility to challenge the jammers in underwater acous-
tic networks. However, the authors considered the deep Q-networks based transmission 
without considering the jamming and underwater channel model. In this technique, the 
underwater transmitting transducer utilizes the DQN to choose the power transmission 
according to the transmission state. It involves SINR and received signal strength indi-
cator of the acoustic signals. The receiver also applies DQN to select the changing posi-
tion to fight strong jammers based on the last transmission performance and the mobil-
ity cost. The experimental results verify that Q-learning has a high learning speed and 
SINR, a lower bit error rate of the signals, and higher utility. The same technique is also 
used for another application, i.e., wireless body area networks (WBANs), to report the 
jamming attacks for supporting health care (Chen et  al. 2018a). The same RL based 
power control scheme is adapted to communicate between the in-body sensors and the 
WBAN coordinators to stop jamming attacks.

More specifically, the Q-learning scheme is applied to guide the coordinator to 
achieve a power control scheme without knowing the parameters of the in-body sensor’s 
transmission and the WBANs model of the other sensors for anti-jamming. However, the 
transfer learning technique is applied to increase the learning rate instead of DQN while 
considering Stackelberg game theory. The jammers can dynamically change the jam-
ming strategy based on security approaches by using smart radio devices. It also encour-
ages mobile devices to enter an exact communication mode and then introduce the jam-
ming procedure consequently. However, the users use spread spectrum and mobility to 
tackle both jamming and interference. Thus, the authors in Xiao et al. (2018d) proposed 
a two-dimensional anti-jamming mobile communication method. They applied the RL 
to attain an optimal communication strategy without knowing the jamming, interfer-
ence, and channel model. DQN based two-dimensional mobile communication structure 
can be utilized to decrease the exploration time at the beginning of the game. For accel-
erating the learning in a dynamic situation, the deep convolution neural networks (deep 
CNN) and macro-action technique can be applied to improve a two-dimensional anti-
jamming communication to tackle jamming and interference.

The RL algorithms do not provide any guarantee for the jammer actions and are com-
putationally complex. Therefore, the learning-based algorithm, called multi-armed ban-
dit (MAB) framework is described in Amuru et  al. (2016), to enable the jammer and 
learn the optimal physical layer jamming policy. In contrast, the MAB algorithm ena-
bles the jammers to discover the attack schemes against the transmitter-receiver pair by 
concurrently selecting the actions from both finite and infinite arm sets. In MAB, the 
jammer can select several physical layer features, i.e., signalling scheme, power level 
and on-off/pulsing duration, to attain the jamming approaches.

The major disadvantages of most of the RL algorithms are the prior information of 
jammers about the tactics used by transmitter-receiver pairs, the channel gains, channel 
state information etc. that might not be applicable for practical scenarios (Amuru and 
Buehrer 2014). It is also concluded in Amuru and Buehrer (2014) that it is not always 
necessary to get the optimal solution to match the jammer’s signals to the victim’s sig-
nalling as the optimal jamming signal follows a pulsed jamming approach. Neverthe-
less, these optimal jamming policies are achieved by assuming the prior information 
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regarding transmitter-receiver pairs. Therefore, it is necessary to develop online learn-
ing algorithms that learn the optimal jamming strategy by communicating to transmit-
ter-receiver pairs. Especially, the jammers need to learn to perform in an unknown envi-
ronment and maximize the total rewards in terms of jamming success rate.

2.4  Deep learning (DL) approaches

The popularity of wireless connectivity is increasing, and network providers are craving for 
best solutions from the beginning for 5G networks. Therefore, it is necessary to focus on 
security to tackle security threats, such as protecting users, protecting network equipment, 
protecting data from malicious attacks, unauthorized access, and data leakage. Conversely, 
cyber-security systems need to protect mobile devices and users through intrusion detec-
tion systems, anti-virus software, and firewalls (Buczak and Guven 2016; Tu et al. 2020a). 
A firewall is the security defense mechanism based on predefined rules to permit or block 
the uplink and downlink data traffic. In addition, some anti-virus software can identify and 
eliminates viruses, worms and trojans, and malware from computers. Finally, IDS detect 
non-legitimate and malicious activities and violation rules in the information system. Each 
identification can perform its function to defend communication, servers and edge devices.

Nowadays, DL has an essential role in cyber-security systems (Kwon et al. 2017). DL 
has various advantages in security. For instance, it automatically learns the signatures 
and patterns from experience and generalizes them to future intrusion through supervised 
learning. Furthermore, based on unsupervised learning, it can also detect patterns that are 
different from the regular behavior of the attackers. Thus, DL can considerably alleviate 
the effort to redefine the rules for distinguishing intrusions. However, attackers can also use 
DL to bring a wide range of potential in stealing and cracking users’ passwords or private 
information. Thus, we discuss DL driven network security from three diverse perspectives, 
i.e., infrastructure security, software-level security and traffic analysis. In this regard, we 
pointed out several DL based solutions and summarized them in Tables 4 and 5. Moreover, 
the procedure of DL is also shown in Fig. 4.

2.4.1  Infrastructure level security

The infrastructure level security works on detecting inconsistencies in the physical system. 
In this level of security, we mainly focus on anomaly detection, which is not conformed 
to likely behaviors, such as detecting network events, including attacks, random access, 
and data usage. Researchers are exploiting the unresolved unsupervised learning ability of 
auto-encoders in this regard (Yousefi-Azar et al. 2017). In addition, researchers are investi-
gating different features of attacks and threats in the existing IEEE 802.11 networks (Thing 
2017). In Thing (2017), the authors employed a stacked auto-encoder to classify the net-
work traffic into five categories, i.e. legitimacy, flooding, injections, and impersonated traf-
fic and achieved 98% accuracy. The auto encoding method is also proposed in Feng et al. 
(2017a) for multi-layer perceptron and stacked auto-encoder for feature selection, extrac-
tion, indicating effective implementation.

Likewise, the auto-encoders are also utilized to detect abnormal spectrum usage in wire-
less communication (Khan et al. 2016). The authors claimed that the detection accuracy 
could considerably benefit from the depth of auto-encoders. Another issue is the distrib-
uted attack detection in the network, which is of utmost importance in wireless security. 
For instance, the authors in Khan et  al. (2016) focused on detecting flooding attacks in 
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wireless mesh networks. They analyze their simulation results with 100 users in the wire-
less environment by injecting artificial and severe distributed flooding attacks to make a 
synthetic data set. The results show false negative as well as false-positive rates based on 
the DL approach.

In Diro and Chilamkurti (2018), the authors proposed the DL in an IoT environment to 
detect diverse distributed attacks. The work in Saied et al. (2016) also exploits multi-layer 
perceptron to distinguish distributed DoS attacks by exemplifying the typical patterns of 
attack occurrences. The proposed model is beneficial in terms of detecting both known 
and unknown DDoS attacks. For IoT environments, the authors in Martín et  al. (2017) 
proposed a conditional variational auto-encoder to detect the intrusion occurrences. They 
suggested that the variational auto-encoder infers the missing characteristics related to 
imperfect measurement to increase the detection performance. The factual data descrip-
tions are implanted into the decoder layers to support the final classification. In another 
work Hamedani et al. (2018), a multi-layer perceptron to identify malicious attacks in the 
delayed feedback networks was proposed. The authors achieved 99% accuracy in results 
over 10,000 trials.

2.4.2  Software level security

The software level work is centered on detecting malware and botnets in mobile net-
works. Currently, mobile devices are carrying a substantial amount of private infor-
mation. Private information might be stolen and misused by malicious applica-
tions installed on smartphones for impractical purposes (Tam et  al. 2017). DL can 
be utilized to analyze and detect such kinds of malicious attacks. In this regard, the 
authors in Yuan et al. (2014) used both labelled and unlabeled mobile applications to 
train restricted Boltzmann machine (RBM). The proposed model classified Android 
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malware detection with remarkable accuracy by learning 300 samples. It also outper-
formed almost 19% from traditional ML tools. The authors in Yuan et al. (2016) further 
investigated Droid detector to improve the detection precision by 2 % . Furthermore, 
Su et  al. (2016) analyzed the essential features of Android applications, i.e., request 
permission, user permission, sensitive applications programming, and call interface by 
using DL. The authors employed deep grid networks (DGNs) to extract the features of 
malware attacks and proposed SVM for classification. The results show that by using 
DL, they achieved high accuracy and required only 6 seconds per intrusion occurrence.

The malware detection problem is also investigated in Hou et al. (2016) by pointing 
out signature-based detection to deal with sophisticated Android malware. The authors 
proposed a component traversal technique to address the problem. The component tra-
versal technique automatically executes code routines to construct weighted directed 
graphs. The authors in Hou et al. (2016) also proposed a framework called Deep4Mal-
Droid by leveraging stacked auto-encoder to detect Android malware accurately. This 
work is further investigated in Martinelli et  al. (2017) by exploiting CNNs to dis-
cover the relationship between application types and extracted syscall traces from real 
mobile devices. The CNN technique is also used to draw the inspiration of NLP and 
take the disassembled byte-code of an application as a text for analysis in McLaughlin 
et  al. (2017). The authors demonstrated that CNNs could efficiently learn to identify 
the sequences of opcodes to indicate the malware. The authors in Chen et  al. (2017) 
incorporated the location information into the detection framework by exploiting an 
RBM for feature extraction and classification. The proposed technique improved the 
performance as compared to other ML methods.

In mobile networks, Botnet is another crucial threat. A Botnet is an effective net-
work that includes machines that are compromised by bots. Such kinds of machines 
are usually under the control of botmasters. Botmasters take advantage of the bots to 
harm public services, and systems (Rodríguez-Gómez et  al. 2013). The detection of 
these bots is one of the challenging and pressing tasks in cyber-security. DL also plays 
a vital role in this regard. For instance, the authors in Oulehla et al. (2016) suggested 
neural networks extract features from mobile Botnet behaviors. The authors designed 
an equivalent detection framework to identify both client-server and hybrid botnets to 
demonstrate positive performance. In Torres et  al. (2016), the authors examined the 
common behavior patterns of botnets to exhibit across the life cycle by using long 
short term memory. They employed under-sampling and over-sampling techniques to 
address the class inequity between Botnet and expected data set data. It is also com-
mon in irregularity detection problems. Similar problems were also investigated in 
Eslahi et  al. (2016) and Alauthaman et  al. (2018), where the authors used standard 
multi-layer perceptron to perform mobile and peer-to-peer botnet detection by getting 
high accurateness, respectively.

Although most DL based solutions focus on the existing network attacks to tackle 
different problems, new attacks are emerging every day. These new attacks have differ-
ent features and appear in normal behavior. Therefore, conventional NN models can-
not quickly identify these tricky attacks. Thus, an efficient DL mechanism must be 
used to transfer the knowledge of old attacks to identify newer attacks. Moreover, DL 
approaches should understand the features of unknown attackers and update the under-
lying model persistently. For this purpose, transfer learning and lifelong learning are 
two effective techniques for overcoming such problems.
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2.4.3  Traffic analysis

The main issues for cyber-security are traffic inference. In order to process the deci-
sion making of traffic inference, it requires the analysis of a large number of network 
features and notions towards the attack-related features. The objective of flow inference 
is to describe the original flow features generated at the transmitter according to the 
packets received by the receiver. Therefore, it is critical for intrusion detection, traffic 
monitoring, as well as for queue management. To identify the traffic, an easy method is 
to classify the traffic by the port numbers. However, this method is not efficient because 
many applications (for instance, P2P traffic and video calls) may require a port num-
ber initially assigned to other traffic types. To avoid these port numbers, other efficient 
methods are needed to distinguish between traffic types. In recent years, traffic identifi-
cation techniques are adopted by utilizing statistical models, or ML (Mao et al. 2018; 
Draper-Gil et al. 2016). These techniques have been studied to find out traffic features, 
i.e., the time interval between packets and packet size, are exploited to analyze the types 
of traffic. However, the patterns of the received flows may have nonlinear variations due 
to the intricacy of the networks. Consequently, it makes the flow inference very chal-
lenging. In this regard, the authors in Gwon and Kung (2014) proposed a DL-based flow 
inference technique to classify the received packet patterns and assumed the original 
properties, such as burst size and inter-burst gap.

However, it should be noted that the flow inference is attained by utilizing and ana-
lyzing MAC layer parameters and TCP/UDP/IP flows. The inference system is com-
prised of two layers, i.e., feature extractor and classifier, which are not dependent on 
each other. The sparse coding for each layer is used to extract features from time-series 
data. In addition, max-pooling is used to decrease the number of features for computa-
tion reduction (Boureau et  al. 2010). The two layers method in Boureau et  al. (2010) 
allows the local features and global features, respectively, to extract the learning sys-
tem. The DL-based flow inference scheme has a higher positive rate and low false rate 
than ARMAX-least squares, Naïve Byes Classifiers, and Gaussian mixture models. In 
another work, Wang (2015) and Rehman et  al. (2019), DL based traffic identification 
technique is proposed. In this method, the TCP flow is used for traffic identification, as 
the bytes of different protocol payloads represent different distributions. Thus, the bytes 
of TCP sessions are first normalized from integers to decimal, and then the normal-
ized data is sent to ANN as the input for traffic identification. The authors proved that 
the scheme is more accurate than the state-of-the-art protocols. The DL based traffic 
classification technique was also used in Lotfollahi et al. (2017). The scheme is called 
“deep packet”, which distinguishes traffic types, such as streaming and P2P, and classi-
fies application types such as Spotify and Bit Torrent.

It is crucial for traffic identification to implement the DL algorithms on a specific 
layer. For instance, most of the traffic identification schemes are implemented upon 
transport layer, or IP layer (Wang 2015). However, some DL based schemes consider 
MAC layer or application layer features to identify the traffic type. For example, Gwon’s 
scheme utilizes the runs-and-gaps model for the MAC layer as the input of the DL 
model and identifies the traffic type respectively (Gwon and Kung 2014). The work in 
Lotfollahi et al. (2017) also proposed traffic characterization and application identifica-
tion to meet various requirements. However, the issue is to determine the features that 
can be used for DL analysis. The choice of data features used for DL models can signifi-
cantly impact the accuracy of traffic identification.
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3  Lesson learned

Based on the review of the literature on AI/ML approaches for security, we derive a set of 
key lessons learned to be considered in the implementation of AI/ML in security.

3.1  AI/ML approaches in future

AI and ML are sprinkling impact across every industry zone to produce novel competence 
and advantageous approaches for security purposes in data or an entire system. As AI and 
ML are working in tandem, AI influences ML abilities to improve intelligence and evolve 
the systems. Therefore, it will bring considerable benefit to identify the attacker and to pro-
tect against cutting-edge security intimidation. The InfoSecurity provider and facilitator, 
"Ryan Kh", pointed out that today’s threats are more perplexing. It cannot be pinpointed by 
the existing obsolete security tools such as zero-day threats. Therefore, it poses a signifi-
cant vulnerability to businesses and customers.

AI systems can control what is identified and recognized about the past attacks and 
threats to detect future attacks, in the same manner powered by ML algorithms. It is 
because attackers build older threats, using new abilities and modification by previously 
used samples. AI/ML is valuable to restrict the tide of zero-days threats by providing noti-
fication about emerging attacks. In the existing works, AI is normally used to distinguish 
simple threats and attacks. These simple attacks typically have simple solutions, which the 
system can easily handle the threat situations.

3.2  AI/ML to improve cybersecurity

From Sect.  3.2 (Machine Learning for Network/Cyber Security), we have learned that 
cybersecurity is one of the vital technologies to distinguish the most complex threats. 
Therefore, AI/ML can be regarded as a modern and promising defense against cybersecu-
rity threats. In addition, the knowledge of understanding, representation, handling, AI/ML 
can significantly improve the cyber defense mechanisms by utilizing the latest algorithms. 
The exact controls and techniques should distinguish all the possible threats and defend 
against these attacks. Nevertheless, how can we preserve with the ever-evolving threat of 
a cyber-attack that is growing every year? Cybersecurity powered by AI can minimize the 
security threats and empower information technology teams to emphasize preventing the 
real threats. The ML algorithms can access the internal log of an organization while moni-
toring the systems to estimate users’ patterns, activity profiles and keep the system pro-
tected around a clock (Li 2019).

AI will undoubtedly become irreplaceable once it identifies the threats in micro-devia-
tions, indistinguishable from the human. Since AI tools are needed to feed more data over 
time, they can preserve a constantly moving standard. AI has no limitation in monitoring 
and evaluating the data compared to humans by the amount of data they can process in a 
day. However, the incomparable brainpower of an AI system gives it a unique benefit over 
humans when it comes to data processing and perceiving threats in cybersecurity. Con-
versely, most AI-based systems still struggle to implement suitable solutions once a secu-
rity break is irreparable.
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3.3  Future network security

AI is being applied more generally across industries, academia, and for a broad range of 
applications than ever before because of the increase in computing power, storage capabili-
ties and data collection. This massive trove of data is a valuable forage for AI, which can 
process and analyze everything captured to comprehend novel developments and minutiae. 
However, hyper-connected workstations and the growth of cloud and mobile technologies 
have flickered a sequence of reactions regarding security risks. The gigantic volumes of 
associated devices serving into networks deliver a dreaming situation for cybercriminals. 
In addition, new and plentiful access points further face cyber-attacks and security on 
these access points is repeatedly lacking (Gopalsamy et al. 2020). According to a Cisco, 
report (Forecast 2016), the dramatic development of wireless devices will be more than 
50 billion by the year 2030. Although this explosion of connected devices will make our 
daily lives and works easier, there are many risks. As per the report of PwC researchers 
(Yang et al. 2020), the number of global cyber-security events increased by 38% . It is also 
noted that security alerts flood the average enterprise from its cyber-security systems due 
to the increasing number of connected devices. Thus, AI/ML can overcome security alerts 
to revolve around processing and analyzing millions of data points at unbelievably high 
speeds.

The hackers also create malware attacks without breaking a system but remain within 
the victim’s system for as long as possible (Zong et  al. 2020). Another dangerous thing 
is that attackers can also use ML to fly under the radar of security systems by identifying 
and blocking cybercriminal activities. For example, researchers were capable of creating 
generative adversarial network (GAN) algorithms that make malware samples (He and Gan 
2020; Thomas et  al. 2020; Taheri et  al. 2020). These malware samples can significantly 
sidestep ML-based security solutions intended explicitly to discover hazardous samples. 
Security specialists also predict that cybercriminals can employ ML to alter the code of 
new malware samples based on the security system that perceives previous infections. As 
a result, attackers can influence ML to construct more innovative malware detection that 
could potentially fly under the radar of security systems for a long time duration (Mizuno 
et al. 2017). This requires increasing the security posture and monitor the information tech-
nology. In addition, the researcher must ensure that users perceive the best fortification in 
their daily access and network activities. The attackers also utilize ML to gather all the 
information before they breach the target system (de Mello 2020). For instance, they col-
lect the information of company stakeholders that would later be used to stimulate phishing 
attacks. The attackers also carry out research efforts with the help of ML and automatically 
increase the speed of the entire attack process. By leveraging ML, such kind of techniques 
exploits a spike in targeted attacks to utilize perceptible information. Therefore, it is quite 
essential to train and educate the researchers as part of a layered security posture to find out 
the proper solution to overcome the attacks.

3.4  Game theory or RL

All of the above works Chen et al. (2011, 2018a, b), Xiao et al. (2007, 2015, 2016a, b, 2017, 
2018b, c), d), Tu et al. (2018c, 2020b, 2021), Feng et al. (2017b), Aljawarneh et al. (2018), 
Waqas et al. (2020b), Narudin et al. (2016), Han et al. (2016), Ahmed et al. (2018b), Zeng 
et al. (2018), Dai et al. (2019), Otoum et al. (2019), Conley and Miller (2013), Gwon et al. 
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(2013), Moore and Atkeson (1993), He et al. (2016), Amuru et al. (2016), Tello-Oquendo 
et al. (2018), Liu et al. (2013, 2014), Tugnait (2013), Jiang et al. (2013), Sutton and Barto 
(1998) and Amuru and Buehrer (2014) utilized the game theory and learning process of 
each player in the game. However, each player in practical security games usually has 
imperfect information about the adversary that provokes asymmetric information. In addi-
tion, stochastic game theory and multi-agent RL can offer a systematic structure to study 
the conflict-of-information. Thus, information asymmetry is needed to use the information 
unknown to the adversary for the player’s benefit. For this purpose, minimax post-deci-
sion state and Win-or-learn fast post-decision state, the two multi-agent RL algorithms are 
designed in He et al. (2016) to enable the legitimate system to learn quickly by developing 
the information advantage in dynamic environments. These applications comprise (i) anti-
jamming in energy harvesting communication systems, (ii) anti-jamming in cognitive radio 
and also (iii) cloud-based security games. In He et al. (2016), the jammer and the attacker 
cannot use the proposed algorithms due to information deficiency. However, there is a sce-
nario where the attackers know the defenders’ information and utilize the information to 
attain its learning states. In addition, none of the above works Chen et al. (2011, 2018a, 
b), Xiao et al. (2007, 2015, 2016a, b, 2017, 2018b, c), d), Tu et al. (2018c, 2020b, 2021), 
Feng et al. (2017b), Aljawarneh et al. (2018), Waqas et al. (2020a), Narudin et al. (2016), 
Han et al. (2016), Ahmed et al. (2018b), Zeng et al. (2018), Dai et al. (2019), Otoum et al. 
(2019), Conley and Miller (2013), Gwon et al. (2013), Moore and Atkeson (1993), He et al. 
(2016), Amuru et al. (2016), Tello-Oquendo et al. (2018), Liu et al. (2013, 2014), Tugnait 
(2013), Jiang et al. (2013), Sutton and Barto (1998) and Amuru and Buehrer (2014) con-
sidered the learning performance of physical layer jamming strategy where the jammer has 
incomplete or no information about the transmitter and the receiver.

3.5  Deep learning approaches

Security continues to be thoughtful a problem in any sector due to the increasing number 
of security breaks. It is believed that zero-day attacks are increasing day-by-day due to the 
addition of several protocols. Consequently, the ML approaches face difficulties for discov-
ering these zero-day attacks (Wu and Guo 2020; Lobato et al. 2018). The DL approach is 
one of the practical approaches due to the improvement in the CPU performance. The uti-
lization of DL is a strong mechanism to avoid zero-day attacks due to the high level of fea-
ture extraction ability. The key mechanisms of the DL architectures, such as self-taught and 
compression capabilities, are important features for unknown pattern detection (Li et  al. 
2018). Pattern detection can be distinguished from diverse traffic training data. The work 
done in Diro and Chilamkurti (2018) showed two analyses in terms of comparison between 
DL and other approaches as well as the distributed and centralized detection systems. It is 
found that the DL architecture is more efficient than the traditional ML approach for attack 
detection. The main reason is that the attack detection systems emphasize the detection 
speed rather than the learning speed. Consequently, the DL can alter the direction of attack 
detection in distributed environments. Therefore, the distributed attack detection systems 
are superior to centralized detection systems due to the DL architecture.

In a network, intrusion detection prevents the network from malicious attacks by identi-
fying software interruptions. Although classical schemes are used for intrusion detection, 
these methods require administrative access to keep a considerable amount of user’s signa-
tures. Nowadays, anomaly-based detection is considered to examine network activities and 
point out data abnormality as an intrusion. The ultimate objective of intrusion detection 
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is to categorize the network traffic into two types, i.e., normal traffic and abnormal traf-
fic. Thus, the DL approach is an appropriate choice to identify the network intrusions by 
acquiring traffic characteristics (Hodo et al. 2017).

3.6  Self‑taught learning (STL)

The self-taught learning (STL) method is helpful to discover network intrusion (Javaid 
et al. 2016). However, the DL method in Javaid et al. (2016) chose 22 out of 41 features 
and had two stages for processing, i.e., an unsupervised feature learning based on sparse 
auto-encoder and a supervised learning procedure for classification. An auto-encoder is 
a feed-forward non-RNN protocol with input, output, and hidden layers. However, the 
input and output layers must be identical and more significant than the hidden layers. The 
DL network is also proposed for intrusion detection known as deep Boltzmann machine 
(DBM) (Tang et  al. 2016), where nodes are connected among layers in both directions. 
However, RBM is used in Sun et al. (2018) to decrease the computation cost. Neverthe-
less, the network detectors do not understand the exact features of anomalous traffic in 
most real-time applications. Therefore, Fiore et al. (2013) suggested a discriminative RBM 
(DRBM) based intrusion detection scheme. This is a case of semi-supervised learning sys-
tems to train the data by using normal traffic data. The authors trained and tested the net-
work using real-world traffic gathered from 24 h working stations and the KDD dataset. 
The datasets comprised both normal and abnormal data traffic. The outcomes showed that 
the learning system is trained and tested with high accuracy by about 94% . On the other 
hand, the accuracy is low for about 84% when DBRM is trained and tested with the KDD 
dataset. The DBM method can be transformed into a deep belief network (DBN) by limit-
ing the node connection between layers.

3.7  Deep belief network (DBN)

The DBN is designed by cascading RBM and one or more layers to classify after a super-
vised learning procedure. As a result, DBM is mostly pre-trained by unlabeled data and 
then fine-tuned by labelled data, thus, achieving unsupervised and supervised learning, 
respectively. DBN is used for network intrusion detection where the learning network can 
be trained with KDD data in three phases (Mahfouz et al. 2020). In the first phase, the data 
is pre-processed for digitization and normalization. The second phase is to pre-train the 
DBN, i.e., the weights of RBMs stacks are learned through an unsupervised greedy con-
trastive divergence algorithm. The final stage is to weigh the entire DBN for a fine-tuned 
through the back-propagation errors using labelled data (Alom et  al. 2015). The DBM 
method can also be used in the vehicle controller area network. In the controller area net-
work, each packet consists of 12 bits of the arbitration field. Among these 12 bits, 6 bits are 
for the control field, and the rest of the bytes (data field) can be utilized for learning object 
(Kang and Kang 2016). This data field consists of mode information and value informa-
tion. The mode information informs about the controlling wheel, and value information 
gives the information about the wheel angle of the electronic control unit. Due to different 
attack scenarios, the mode information is initially used to classify the attack scenarios. It 
can then train the learning network for various attack scenarios. The attack scenarios are 
determined by matching mode information in the testing phase to recognize the normal and 
abnormal packets (Tanveer et al. 2020).
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3.8  ML and information theoretic security

Information-theoretic security (ITS) highly relies on fixed procedures to perceive the 
attacks based on known patterns. However, the approach has long ago reached its limi-
tation. It is indicated that the time has come to consider the security arsenal for the cur-
rent progress to the democratization of ML (Shakiba-Herfeh et al. 2020; Batra and Taneja 
2020; Hartong and Roddy 2020). It incorporates an automatic data investigation to elevate 
the well-known indicator in the haystack that signifies an actual threat in the system. The 
attacks have become more complex in the last several years due to the expansion of infra-
structure and applications. The utmost important aspect of analytics is the behaviour of 
the user. Therefore, understanding the users’ behavior (normal or abnormal) is a serious 
component of discovering threats. Nevertheless, to encourage users’ behavior analytics, we 
should know who the users are. In this regard, the identity and access management (IAM) 
systems can provide an identity context with attributes, such as role, titles, and organiza-
tional structure to improve and control the information and risks. For instance, risk-based 
authentication (RBA) shows diverse parameters (i.e., location, device, IP address and his-
tory, access information and specific user attributes) to control the risks. In this regard, 
particular requirements are needed. In addition, adaptive certification is also an example 
of the risk data usage in IAM. However, the risks are also based on static instructions, and 
ML can offer more opportunities to measure these risks dynamically.

Nowadays, our daily use appliances and vehicles are becoming Internet-enabled. How-
ever, Internet-enabled devices are more vulnerable to security threats in our organizations. 
Hackers can easily take advantage of insufficient protection because these devices are 
directly linked to the network. Thus, the attackers could laterally move within the network 
to breach the critical information and systems. Due to the thousands of wireless devices 
and their corresponding data, we would be overwhelmed by manually managing and track-
ing all devices and data. Nevertheless, we can leverage ML technology to investigate the 
data and network connections. In this way, it becomes easier to recognize abnormal activ-
ity and block destructive activities. ML-based systems are proficient at exploring via exten-
sive data set and modifying themselves based on specific trends. The security solution 
can easily be incorporated with ML to identify network changes over time and modify the 
behavior of users’ profiles.

4  Open problems

The integration of AI in security has been broadly studied to solve different technical prob-
lems in the past few decades. However, there are some special concerns for security owing 
to new requirements and use cases. Consequently, we list the open issues that deserve fur-
ther investigation.

4.1  Standardization

Numerous frameworks, algorithms and optimization techniques have been suggested for 
security. However, the research efforts towards security by exploiting ML techniques are 
still in their infancy. There are diverse attacks that impend ML techniques for security 
purposes, as the statistical ML greatly relies on data quality. The data might be feeble to 
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protect against the adversarial samples. The data collection and predication of adversarial 
samples is a challenging task in the implementation of ML-based detection procedures 
for pinpointing malicious data. Therefore, there is a need to design new adversary models 
under the perception of attackers. Essentially, we need to pay more attention to analyze 
security in the decision systems due to the abrupt increase of security threats. Thus, stand-
ardizing the former security methods to novel ML techniques is still in the early phase. It is 
essential to implement and well-defined security standards in future.

Despite a significant advancement of different proposals to ensure the security of users, 
it is suffering from the low-cost productivity due to multifaceted cryptographic processes 
on ML algorithms (Pihur and Korolova 2014). Hence, it is highly recommended to investi-
gate the efficient more efficient techniques in an adversarial environment. Existing research 
also verifies that the counterintuitive features of DNNs affect security. Irrespective of sug-
gestions on adversarial data in training models and enlightening the strength of ML algo-
rithms, these solutions are still feeble to discourse the problems mentioned above. Thus, 
secure DL models is a very stimulating research direction such as Bayes deep networks 
(Wang and Yeung 2016). Commonly, a high degree of security encourages a higher over-
head or even a lower performance of learning algorithms. Hence, the designing of proper 
ML algorithms is suggested to assist in practical scenarios.

4.2  Integration of machine learning techniques

It is essential to overcome the problem of how to integrate ML techniques, such as ANN, 
DL and RL, into future wireless communication (Sagduyu et  al. 2020). This is because 
the integration of ML techniques into wireless communication may affect the transmission 
technologies as well as considerably influence how the networks need to be measured via 
feedback signals to circumvent insatiability as well as malfunctioning (Tomasin 2018; Tu 
et al. 2018a, b). We find out that DL and RL can be implemented in a distributed manner. 
Nevertheless, several problems need to be solved in the coming years. For instance, users 
having their own ANN in a distributed network must be trained based on a dataset obtained 
from experience and dataset measurements. It certainly indicates a distinctive node that has 
diverse learning abilities. Also, each distributed dataset is different in size because other 
users have separate measurement and storage capabilities. Since each user will experience 
different data because of various measures, this leads to instability and can crash the wire-
less communication. Another subject to address is the possibility of each user optimizing 
its performance in a distributed setup rather than system utility. This will cause a device to 
learn how to cheat for specific gain. Therefore, security techniques should be considered 
carefully to guarantee wireless communication in a precise way (Rath and Mishra 2020).

Another task is to solve the problem of robustness in DL against corrupted information. 
For instance, the datasets utilized for training/learning purposes might be corrupted and 
possibly lead to unfavorable outcomes. This is due to an inevitable error over the feedback 
channels and data storage procedure. ML techniques must practically exploit the training 
process, mainly from the distributed implementation of ANN-based wireless networks. 
This will cause prone the entire network to inconsistencies and disasters. Furthermore, a 
future research direction to get a cross-fertilization between mathematical models and DL 
is to derive a theoretical analysis of how ANN works and configure specific tasks. The 
problem of the black box in ANNs is to understand and regulate the behavior of users is 
another important matter for future research.
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4.3  Cyber‑infrastructure

The threats to the cyber-infrastructure are growing dramatically. For the last couple 
of years, security breaches are rising exponentially. Poor security techniques are pro-
moted into global phenomena. Nevertheless, the growing incidents of malware and 
ransomware attacks are tackled with comprehensive awareness and preventive steps 
for the ever-growing complex levels of attackers. For instance, the current scenario 
of spams is worse than as these spams attack is for the short duration of time (Ahuja 
et al. 2020; Belciug and Gorunescu 2020). Indeed, some of the spam is tackled down, 
but most of the spam can attack by the ignorance of users and is vulnerable by click-
ing on malicious links. Consequently, it can be triggered by a ransomware or password 
break. One of the recent technologies, i.e., Blockchain, can be exploited to tackle secu-
rity breaches. Blockchain can be used as a security technology that takes attention for 
future directions. It can eradicate the use of passwords, providing innovative encryp-
tion procedures. Consequently, blockchain security will unquestionably be an intrigu-
ing arena in the future cyber-security.

In the last couple of years, we notice highly publicized ransomware attacks. Usu-
ally, the attackers acquire their pay-out, and most indemnities occur in reputation, legal 
costs, and the confidence level of an organization (Patel and Tailor 2020). However, 
even the inexperienced attackers can quickly introduce a ransomware attack through 
RaaS (Ransomware as a Service) (Sharmeen et  al. 2020; Butt et  al. 2020). Ransom-
ware, along with phishing attacks, has been one of the major concerns in recent years. 
In this case, we need to notice the impact of cryptocurrency valuation by utilizing AI/
ML.

4.4  Social engineering

Another area for future recommendation is the use of AI/ML in social engineering. 
The reason is that social engineering is growing in the field of wireless networks, and 
correspondingly the cyber-crime increases. For example, one of the industrial reports 
shows that phishing attacks increased by almost 74% in 2017 and will surge in the future 
(Ozcelik 2020; Zheng et  al. 2020). It is mainly attributed to human error and can be 
removed with the help of AI/ML. In an ideal scenario, we can be skilled to predict these 
phishing attacks in advance and tackle these kinds of problems in future. As we talked 
about industry reports, there is also an increased concentration of scammers targeting 
the attacks based on large pay-out known as industry-specific attacks: these pay-outs 
access financial transactions and data value. The healthcare sector also has valuable 
information and will endure seeing a surge in attacks. However, the arena is shifted to 
more pay-off based scams. With the proliferation of “Bring Your Device”, scammers 
have recognized that it is treasured to approach the entire network than individual users 
(Ameen et  al. 2020; Singar and Akhilesh 2020; Geogen and Poovammal 2020). Like-
wise, as everything is shifted towards the cloud and the standard and traditional firewall 
ideas are changing, researchers are seeking new techniques to secure the networks, i.e., 
email archiving, encryption, URL defense, and so on. Thus, companies continuously 
intensify their attention on robust processes and training as a significant preventive 
measure due to the continuous progress in diversity, i.e., how and where the employees 
access the networks.
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4.5  Access control

The access control means that every user should approach the network. Hence, the access 
control pursues to prevent illegal activities that lead to the security breach. To defend from 
possible attacks, we need to identify every user and device. For this purpose, we need some 
security policies to access the entire network. For instance, we can block non-compliant 
devices or provide them with limited access. The procedure is called network access con-
trol which is delivered using different methods to control network access by the authentic 
users. It also offers a defined security policy maintained by a network access server to pro-
vide essential access towards authentication and authorization. Access control is vital for 
secrecy, integrity, and accessibility purposes.

The threats are increasing continuously as more and more people continue to use net-
works. IoT comes with innovative development, and it can be noticed that over 70% of the 
IoT devices are vulnerable to security threats by opening up unlimited chances for hackers, 
and scammers (Bernal 2020; Chernov and Sornette 2020). The reason is that uncertain 
web interface, and data transfer will make the users susceptible to attacks. Another reason 
is that multiple devices are connected. Hence, all devices can be easily accessible if one 
device is breached. In short, we can say that cybercriminals increase the number of jobs in 
cybersecurity. Nevertheless, the battle appears to be incessant and will not come to an end. 
Therefore, AI will take over some of the encumbrances in cybersecurity.

5  Conclusion

This work furnishes a detailed survey of the state-of-the-art in security and the impact of 
AI on security. We have reviewed a broad spectrum of research on the subject and have 
foregrounded the significant findings. We have carved up the survey into three significant 
sections. The first part categorizes security branches and threats that are essential to be 
tackled in future. We illustrate both communication security and network security and 
deliver a complete and hierarchical taxonomy of security threats from both perspectives, 
i.e., communication and network security. After an insightful view of the security threats, 
we categorize and explain distinct aspects of AI that can solve the security threats. There-
fore, the second part of the paper deals with technical problems and proposed solutions 
for security through AI. Although security threats are well investigated in different attrac-
tive directions, yet we focus on the security attacks that ML solves for communication and 
network security. In the third part, we illustrate the lessons learned from the existing tech-
niques and contribution of up-to-date literature. In addition, we distinguish open problems 
that merit future research directions. We believe that the discussion presented in this review 
will suffice as a reference guide for researchers and developers to facilitate the design and 
implementation of AI in security.

Appendix 1: Recent attacks

There are several attacks on different applications and organizations in recent years. Some 
recent attacks are discussed as follows. 
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 1. In 2019, Instagram discovered that an unsecured server containing the personal infor-
mation of millions of Instagram influencers, celebrities, and brand accounts had been 
found online (Fatma et al. 2020). The details revealed the biodata of users, profile 
photos, followers information, location, nation, and contact information (Jonathan and 
Oeldorf-Hirsch 2020).

 2. On 30 August 2019, I.T. managers in the headquarters of the United Nations in Geneva 
alerted their security departments of an instance of hacking. The authorities pointed 
out that the complex cyberattack on U.N. in Geneva and Vienna had started more than 
a month earlier (Caravelli and Jones 2019; Keetharuth et al. 2019).

 3. In 2019, one of the most significant breaches of “corporate data” was on the American 
medical collection agency, a massive debt collector in the field of healthcare (Connor 
2019). The company found that the breach occurred in March, and a report to the U.S. 
Securities and exchange commission revealed that the breach into infrastructure lasted 
for almost eight months. The event was first publicly reported in early June 2019, and 
7.7 million users had data exposed (Steward and Cavazos 2019).

 4. According to BBC News, Travelex’s U.K. international money transfer service and 
wire crippled by a ransomware attack (Valdeón 2019; Emami et al. 2019). The attacker 
forced the staff to use paper and pen to calculate currency exchanges. The cyberattack 
prompted the company to take off all its devices and caused chaos among new year 
holidaymakers and business travellers searching for electronic monetary services.

 5. Canva is the online design tool in Australia. In May 2019, Canva revealed that hackers 
break their network and steal the data of about 140 million users (Head 2019). They 
stole information contains the users’ usernames and email addresses. Fortunately, the 
hackers were unable to steal the users’ credit card details (Natalya 2019).

 6. DoorDash is a food delivery service provider in San Francisco. DoorDash faced a huge 
data breach by affecting the data of 4.9 million users on May 4, 2019 (Bill et al. 2019).

 7. On 28 Feb. 2018, GitHub was hit with a massive denial of service attack with a 
data rate of 1.35 TB/s (Gupta and Sharma 2018). Even if GitHub was intermittently 
knocked offline and managed to overthrow the attack after less than 20 minutes, the 
scale of the attack was devastating.

 8. WannaCry was a rapidly spreading ransomware attack in May 2017 (Patel and Tailor 
2020). Like all ransomware, it took over malicious software, encrypted their hard drive 
files, and then requested payment in Bitcoin for decryption (Prasad and Rohokale 
2020). The malware has taken a particular root in computers at facilities operated by 
the U.K.

 9. The massive breach into Yahoo’s email system receives an honorable mention because 
it happened way back in 2013—but the extent of it, involving almost 3 billion Yahoo 
email addresses, only became evident in October 2017 (Srinivas et al. 2020). Stolen 
information contained credentials and email addresses for protection, secured using 
old, easy-to-crack methods used by software criminals to hack other accounts (Siponen 
et al. 2020).

 10. In 2017, Equifax Inc. declared that there was a cyber-security breach between May 
and mid-July of the same year (Lohstroh 2017). As a result, about 145.5 million U.S. 
cybercriminals had reached personal data of Equifax customers, including their full 
names, social security numbers, credit card details, dates of birth, residences and, in 
some cases, the numbing of the driver’s license (Diesch et al. 2020).
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Appendix 2: Security branches

1. Communication security Communication security requires that physical as well as digital 
data must be secured or protected from any non-legitimate users, access, revelation, 
disturbance, alteration, inspection, recording, or demolition (Liu et al. 2020a; Waqas 
et al. 2018d). Communication security is different from other security in the sense 
that it keeps the data secure. For instance, it targets to keep the transmitted informa-
tion protected while cyber-security fortifies only digital information. Therefore, the 
professionals in communication security acquire diverse strategies and practices for an 
actual information security paradigm (Haus et al. 2017), which is referred to as the CIA 
(confidentiality, integrity and availability) triad.

2. Network security
  Network security lies in the network layer to keep the network, and its reliability 

against hacking as well as unauthorized access (Chen et al. 2020; Ahmed et al. 2018a). 
It is aimed at preventing data transfer among devices in the network. Consequently, it 
makes sure the data is not altered/changed or interrupted. It is necessary for the security 
team to essentially implement the software and hardware to defend the system/organiza-
tion’s infrastructure. Furthermore, network security detects the embryonic risks before 
the attackers penetrate the system and steal/destroy the users’ data. Moreover, the job 
of network security management is to ensure that the network is more secure by deliv-
ering technical expertise. The priority for the network security management is to get 
the attackers out as quickly as possible if the network security is compromised. This is 
necessary because as long as the attackers stay in the network, they can steal more data 
in more time available for them. Therefore, to alleviate the total cost, the best solution 
is to hastily recognize, stop and extrude the attacker from the network.

3. Cybersecurity
  Cybersecurity is the practice to defend any organizations’ network, workstations 

and information from any illegitimate digital access, attacks/impairment by imposing 
diverse procedures, engineering and practices. It is essential to secure the information 
technology infrastructure of any organization all the time from the prevention of full-
scale attacks and hazards that expose the organization data, and repute (Kharraz et al. 
2018). Cybersecurity protects the integrity of the networks from unauthorized electronic 
access by implementing various security measures and controls (Zhang et al. 2021). The 
threat players manipulate the users to give access to their sensitive data.

4. Difference between cyber and network security
  It is believed that the Internet has revolutionized everything by changing how we 

do things. Companies like Amazon, eBay, Ali Baba, JingDong, Google, Facebook and 
Twitter have made everything easily accessible at their fingertips. Our daily routine 
business becomes more digitally advanced, and as technology progress, the security 
infrastructure must be appropriately stiffened. Cybersecurity is a technique to keep 
interconnected systems/networks secure from digital attacks (Smith 2020). Cybersecu-
rity assists the system/network from the external extortions. It defends the systems and 
programs from all sorts of digital attacks like phishing and baiting. On the other hand, 
network security exploits files and directories in the network against maltreatment and 
illegal access. Thus, network security is to defend the information technology of the 
organization from online threats.
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Appendix 3: Security threats

We have amalgamated diverse types of security threats in this work. These attacks are 
interlinked and can attack communication security and attack in network and cyber war-
fare. These security threats are discussed point by point as follows. 

 1. Rogue wireless devices
   Rogue wireless devices might be access points or end-users that can pose security 

threats towards the wireless networks (Zaidi et al. 2016). These devices can reveal 
confidential information and is possibly damaging the wireless networks. The rogue 
devices intrude in the wireless communication, deprived of authentication and authori-
zation to become the wireless access points. These rogue wireless access points can 
gather users’ private data (Lu et al. 2018b; Xiao et al. 2019) without the permission of 
the network administrator and avoid security policies. In addition, rogue devices can 
also permit other unauthorized users to become a part of the communication system 
and utilize the resources (Zhou et al. 2017b).

 2. Eavesdropping
   In wireless communication, an eavesdropping attack is an incursion where unau-

thorized/non-legitimate users try to steal the information between two authorized/
legitimate users, as depicted in Fig. 5. An eavesdropping attack is difficult to detect 
since it would not cause communications to be operated abnormally but trying to listen 
to the communication silently (Waqas et al. 2018a). Eavesdropping is an unauthorized 
digital communication, real-time interruption of private communication, for instance, 
audio and video calls, text or fax messages. Eavesdropping not only occurs in com-
munication but is also a challenge in network security and cybersecurity. Network 
eavesdropping emphasizes capturing (without altering) small packets transmitted in 
the network to get valuable information. On the other hand, cyber attackers can record 
sensitive information by sniffing the insecure networks. The packets in networks are 
usually encrypted. However, they can be viewed by utilizing cryptographic tools.

 3. Man-in-the-middle attacks (MITM)
   In a MITM attack, an unauthorized user jumps into the communication between 

authorized users and imitates both parties by pretending to be an authentic user, as 
shown in Fig. 6. In this way, MITM can gain access to information that the two authen-
tic users are trying to communicate. However, MITM also permits malicious users to 
interrupt and transmit/receive data intended for authorized users. This attack is similar 
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Fig. 5  Eavesdropping attack



5250 M. Waqas et al.

1 3

to the eavesdropping attack. However, eavesdropper only listens to the communication 
between the authentic users. On the other side, MITM can listen to the communication, 
but it imitates the authentic users and can alter the information of the authentic users.

 4. Data integrity attacks
   Data integrity attacks compromise the reliability of transmitted data over wireless 

communication links. The data integrity attack is observed as message modification 
and jamming attacks in wireless networks. In the message modification, the attack is 
based on the addition or deletions of the actual data by adversaries. On the other hand, 
a jamming attack disrupts the communication link by transmitting jamming signals. 
It limits the signal to interference noise ratio (SINR) of the communication link and 
can also result in partial disruptions. The data integrity attacks are also linked with 
authentication-based attacks. The authentication attacks can lead to the data integrity 
problems, such as altering the data. Therefore, integrity checks, i.e., key-based tech-
niques or pre-determined packets, are necessary to detect integrity attacks.

 5. Robustness attack
   The primary robustness attacks are DoS, and disruptive denial of service (DDoS) 

(Yuan et al. 2018). A DoS targets the network resources to disrupt communication 
among the authentic users. In addition, DDoS attacks endeavour to devastate resources, 
such as websites, game servers, and DNS servers, with traffic flooding as illustrate 
in Fig. 7. Typically, the goal of DDoS is to slow down or destroy the system. The 
countermeasures of DoS and DDoS attacks are not clear, as these attacks can be 
implemented in different ways. Moreover, the inconsistency detection systems are a 
countermeasure if an attack is being held for any network resources. To preclude a 
detected DoS/DDoS attack, the resource procedure of the adversaries is blocked, or a 
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backup resource is used. For example, a network controller node generally precludes 
the attackers by blocking their resource usages if the DoS/DDoS is detected in the 
network. Another technique is to differentiate the network resources by using backup 
resources to increase the vitality of the communication system.

 6. Malware attack
   A malware attack includes viruses, worms, spyware, trojans, and ransomware. Mal-

ware is a malicious software application to harm or hijack the network (Liu et al. 
2020b). It is an extensive and well-known attack that includes the following three 
common ways. 

(a) Phishing e-mails: The attackers can generate an e-mail to entice the authentic 
users into a false sense of reassurance. The attackers also trick the target users 
into downloading the attached files that would be malware.

(b) Malicious websites: The attackers can create websites that manipulate the kits 
designed to discover vulnerabilities in the system. It may motivate the victim to 
use those websites and automatically install malware onto their systems.

(c) Malvertising: Some cunning attackers reveal different techniques to use the 
advertising to distribute their wares. By clicking the advertisement, the mali-
cious adverts will redirect the users to malware-hosting websites.

 7. Data loss/leakage
   Data leakage is an illegal data communication from network to peripheral recipi-

ent (Lu et al. 2018a). Alternatively, data loss is any activity that corrupts the data, 
erases the data or makes it unreadable to users, software or application (Huang et al. 
2018). The threat usually occurs via the web and e-mail. However, it also happens via 
mobile data storage devices such as optical medium, USB, and PCs. Data exploitation, 
deliberation, and stealing are why data loss/leakage may occur. Therefore, defensive 
mechanisms are necessarily required to guarantee the prevention of common data leak-
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Fig. 7  Denial-of-Service attack
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age threats. In this regard, a data loss prevention (DLP) strategy is adopted to make it 
inevitable that authentic users do not convey their sensitive data outside the network.

 8. Brute force attack
   In a brute force attack, the cryptanalyst will attempt to decrypt any encrypted data 

as shown in Fig. 8 (Ricci et al. 2019). The attacker attempts all conceivable passwords 
and pass-phrases until the attacker gets corrected one. Thus, the attacker can struggle to 
estimate the key predictably generated from the password utilizing the key derivation 
function, known as exhaustive key search. The attacker tries to discover the system 
or service’s password via trial and error rather than trick a user into downloading the 
malware.

 9. Smurf attack
   In a smurf attack, the network is deluged by fake messages. The Smurf attacks take 

specific distinguishing facts into consideration about the ICMP. In ICMP, the network 
administrators are responsible for exchanging the network state information and ping 
other nodes to control their operating status. A smurf attack transmits the spoofed net-
work packets Anjomshoa et al. (2017) that include an ICMP ping as depicted in Fig. 9. 
As a result, the number of pings and subsequent echoes make the network unstable 
and not usable for real traffic. To avert a Smurf attack, the hosts and routers must be 
designed to not respond to external ping requests in the networks. The routers should 
configure to assure that the data are not forwarded to those external ping requests.

 10. Spoofing attack
   Spoofing is an attack that involves malicious users by impersonating the authentic 

device/users. The spoofer can introduce an impersonation attack in the network while 
stealing information and spread malware or bypass the access controls, as depicted 
in Fig. 10. Spoofing attacks can be distinguished into several common attacks, such 
as IP spoofing, address resolution protocol, e-mail and DNS server spoofing attacks. 
Spoofing attacks are also an extensive dilemma in wireless networks because they do 
not draw the same level of attention as other attacks. In many cases, this is worsened as 
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the user is not safe from spoofing attacks without the proper training and equipment. A 
relatively skilled attacker can avoid the defense and access the correct data. Therefore, 
the awareness of the spoofing attacks and implementing measures to protect against 
diverse types of spoofing attacks are the only ways to protect the network. 

 11. Hijacking Hijacking uses IP addresses to transmit the data over the Internet. It is a less 
known cyberattack that may have devastating consequences on the networks, such as 
financial institutions, commercial and government services. IP hacking manipulates 
some weaknesses in general IP networking and the border gateway protocol, which 
defines paths for transmitted data packets. IP hijacking can be used for several kinds of 
targeted activities, such as spamming, DoS, DDoS, malware and record-breaking data 
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breaches attacks. These attacks are considered the most significant attack in history 
due to IP hijacking. Figure 11 shows two types of hijacking attacks, i.e., (a) shows the 
data hijacking while (b) illustrates the session hijacking.
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