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Abstract
This paper provides a review of the consensus problem as one of the most challenging 
issues in the distributed control of the multi-agent systems (MASs). In this survey, firstly, 
the consensus algorithms for the agents with the single-integrator, double-integrator and 
high-order dynamic models were collected from various research works, and the conver-
gence condition for each of these algorithms was explained. Secondly, all the consen-
sus-related problems such as those in the sampled-data consensus, quantized consensus, 
random-network consensus, leader–follower consensus, finite-time consensus, bipartite 
consensus, group consensus/cluster consensus, and the scaled consensus were analyzed 
and compared with each other. Thirdly, we focused on the common control techniques used 
for the consensus problems in the presence of disturbance and divided all these control 
methods into two categories: robust control and adaptive control. Finally, we reviewed the 
most prevalent consensus applications in the MASs, including the subjects of rendezvous, 
formation control, axial alignment and the wireless sensor networks.

Keywords Consensus · Multi-agent systems · Distributed control

1 Introduction

Multi-agent system (MAS) or distributed artificial intelligence is an approach in which 
groups of agents work together to accomplish a mission or perform a task. Usually, the 
kinds of duties assigned to MASs are those that cannot be accomplished by a single agent, 
or they are such that the cost and the difficulty of employing a single complex agent for 
performing them are greater than using groups of simpler agents (Zhu et al. 2012). In order 
to perform the assigned missions accurately and successfully, the agents have to commu-
nicate, cooperate and coordinate with one another, and engage in bilateral negotiations; 
exactly like the daily interactions of human beings in a society. The main idea of MASs 
was originally inspired by the biological behaviors of animals in nature; such as the move-
ment and migration patterns of fish, birds, etc. (Partridge 1984).
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By using a MAS instead of a single-agent one, the following advantages are gained: (1) 
complicated and dangerous missions can be undertaken, (2) cost of performing a task can 
be reduced, (3) parallel processing can be implemented, (4) stability can be achieved and 
error reduced, (5) a MAS is scalable, and most importantly, (6) since no single element is 
responsible for thinking and decision-making in a MAS (in other words, decision-making 
is distributed), the system can continue functioning even if a part of it is disabled. Selecting 
a control architecture for a MAS depends on the abilities of each agent for group work and 
also on the performance of the whole system. The control architectures for MASs can be 
divided into three groups: reactive, deliberative, and hybrid (Ismail and Sariff 2018; Olfati-
Saber 2006).

Reactive control, which is also known as decentralized control, is founded on the notion 
of perception-reaction, in which each agent surveys its surrounding environment via its 
sensors and, based on the gathered information, cooperates with other agents. For interact-
ing with other agents, high-level communication is not necessary. Glorennec (Glorennec 
1996) has described the collaboration between agents with fuzzy logic techniques, for the 
purpose of obstacle avoidance.

Consensus means the interaction between groups of agents in a team, via sensors or a 
communication network, to reach an agreement on a common value or state (Olfati-Saber 
and Shamma 2005; Schenato and Gamba 2007; Olfati-Saber et al. 2006). In the last dec-
ade, the subject of consensus in MASs has been investigated and explored by numerous 
researchers. The theoretical studies on the subject of consensus can be divided into three 
categories. In the first category, mainly, the biological mechanisms of wildlife have been 
simulated and the collective behaviors of animals in nature have been modeled. In 1987, 
inspired by the flocking behaviors of birds, fishes and other types of fauna in nature, Reyn-
olds (Reynolds 1987) presented his computer model, known as Boid. Based on the Boid 
model, Vicsek et al. (1995) proposed a minimal model that described the phase transition 
of self-driven particles by a novel type of dynamics. The second group of studies is focused 
on the preliminary stages of theoretical research. Jadbabaie et  al. (2003) applied graph 
and matrix theories to present a theoretical description of consensus in the Vicsek model. 
The properties of the Laplacian matrix were used to analyze the problem of consensus in 
first-order MASs in 2004 (Olfati-Saber and Murray 2004). Also, the relationship between 
algebraic graph connection, convergence rate, and maximum threshold of time-delay toler-
ance in consensus problems was investigated. Ren and Beard (2005) explored the subject 
of consensus in second-order MASs and highlighted the importance of the topology of 
interaction between agents, including the directed spanning tree, for attaining asymptotic 
agreement. By introducing the Laplacian matrix, consensus problems have entered the 
theoretical analysis phase (Li and Tan 2019) and since then, the graph theory has become 
an important tool for the theoretical analysis of consensus problems. The third category of 
studies is concerned with the analysis of consensus models, designing consensus protocols, 
and the subjects of convergence, equilibrium and various applications of consensus.

In this paper, we have conducted a survey of consensus topics and reviewed the research 
activities on the following types of consensus: sampled-data consensus, quantized con-
sensus, consensus in random networks, leader–follower consensus, finite-time consensus, 
bipartite consensus, group consensus/cluster consensus, and scaled consensus.

The preliminaries of consensus, such as the graph theory and the matrix theory, have 
been described in Sect. 2. The dynamic models and the protocols of consensus have been 
fully described in Sect. 3. The issues related to consensus and its control aspects have been 
explored in Sects. 4 and 5, respectively. The applications of consensus have been reviewed 
in Sect. 6, and the conclusion has been presented in Sect. 7.
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2  Preliminaries

A graph comprises a set of non-empty vertices (nodes) and a set of edges. A graph is rep-
resented by the notation G = (V ,E) , where V  indicates a set of vertices and E denotes a 
set of edges. Graphs are used to model the interrelationship between the agents in a MAS 
(West 1996; Bollobás 2013; Bondy and Murty 1976). In this regard, each vertex stands 
for an agent and each edge represents the relationship and the interaction between two 
agents. Therefore, for a MAS consisting of n agents, the corresponding graph (directed 
or undirected) will be in the form of G = (V ,E) , where V = {1, 2, 3, ..., n} and E ⊆ V × V  . 
An edge represented as (i, j) ∈ E means that agent j has a relationship with and access to 
agent i and can receive information from i and interact with it; it also means that agent i is a 
neighbor for agent j. The set of neighbors of apex i can be represented as follows:

For any arbitrary graph, the number of edges l is indicated by the set of 
l = {1, ..., n(n − 1)∕2} . Graph G is called a complete graph when each vertex in it is 
connected to every other vertex via an edge. Thus, the number of edges is equal to 
l = n(n − 1)∕2 and, by convention, it is represented as Kn . The neighborhood matrix of 
A = [aij] ∈ Rn×n for graph G = (V ,E) is defined as (Anderson and Morley 1985):

By using Eq. (2), we express the Laplacian matrix of L = [�ij] ∈ Rn×n , where

The Laplacian matrix is a symmetric matrix, and it satisfies the following condition:

3  Consensus dynamics

Information exchange is an integral part of MASs; especially, when consensus is involved. 
During an exchange of information, each agent updates the state of its current information 
based on the information it receives from its neighbors. Before introducing the consensus 
algorithms and protocols, it is necessary to model each agent of a MAS by means of dynamic 
structures and to present a specific consensus algorithm for that agent. For this purpose, based 
on the type of application and the required precision considered for a consensus problem, dif-
ferent models such as the single-integrator model, double-integrator model and the high-order 
model can be used (Hu 2012). In all the presented models, the considered MAS is assumed 
to include n agents. Each agent is assumed to be equivalent to a node, and the connection 
between any two nodes is considered as an edge. The relevant relations in each of these mod-
els have been stated and explained in the following subsections.

(1)Ni(E) = {j ∈ V|(i, j) ∈ E}

(2)aij =

{
1, if (i, j) ∈ E

0, otherwise
, aij = aji, i ≠ j

(3)�ii =

n∑
j=1

aij,�ij = −aij, i ≠ j

(4)
n∑
j=1

�ij = 0, i = 1, 2, ..., n
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3.1  The single‑integrator dynamic model

This model is the simplest model for describing the movement of agents and it is the simpli-
fied form of the kinematic model for omnidirectional mobile robots (with Swedish wheels 
(Campion et al. 1996). This model has been extensively employed in the cooperative control 
problems related to MASs (e.g., consensus and formation control). It only uses two variables 
of velocity and position, with the following relationship between them (Campion et al. 1996; 
Adibzadeh et al. 2020):

where qi denotes the position of mobile robot i and ui indicates its control input velocity. 
In practice, the position and the velocity of each agent are determined by means of com-
plementary filter (Euston et al. 2008). For example, in Dong et al. (2016), the position and 
the velocity of each quadrotor are obtained based on GPS sensors and accelerometers, and 
these data are exchanged with neighboring agents via the Zigbee network.

These systems are called single-integrator, because their transfer function expressed in the 
Laplace domain is in the following form, and its input and output are separated from each 
other by a single-integrator function (Ren et al. 2008).

For this dynamic model, we consider the following consensus algorithm (Queiroz et  al. 
2019):

where aij is the (i, j) entry in the weighted neighborhood matrix. By combining Eqs. (5) and 
(7), the following matrix form can be obtained:

where q = [qT
1
, ..., qT

2
]T , Ln(t) ∈ Rn×n is the asymmetric Laplacian matrix at time t , and ⊗ 

indicates the Kronecker product.
Consensus will be achieved and converged when, for all the initial information states (i.e., 

qi(0) ) and for all values of i, j = 1, 2, ..., n , the following condition holds:

3.2  The double‑integrator dynamic model

The motion equations of some vehicles are modeled with double-integrator dynamic mod-
els. Contrary to the consensus problems in the single-integrator dynamic model, in which 
all the information states converge to constant and identical values, sometimes we need to 
get some information states converge to one constant value and the remaining information 
states to another constant value; in this case, we have to use double-integrator dynamic 
models. It should be mentioned that the extension of consensus algorithm from the sin-
gle-integrator dynamic model to the double-integrator dynamic model will be nontrivial 

(5)q̇i = ui, i = 1, 2, ..., n

(6)Gi(s) =
1

s
Im

(7)ui = −

n∑
j=1

aij[(qi − qj)], i = 1, 2, ..., n

(8)q̇ = −[Ln(t)⊗ Im]q

(9)
‖‖‖qi(t) − qj(t)

‖‖‖ → 0 when t → 0
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(Ferrari-Trecate et al. 2009). The double-integrator model is one of the simplest dynamic 
models for omnidirectional mobile robots, and its equations of motion are as follows:

where, qi is the information state of agent i , vi is the first derivative of the information state 
of agent i , and ui is its control input acceleration. In a special case, if the information state 
of each agent is assumed as its spatial position, then the double-integrator dynamic model 
will consider that agent as a point mass and assign an acceleration to it. Also, qi , vi and ui 
will be the position, velocity and acceleration control inputs of agent i , respectively.

The transfer function of the above system in the Laplace domain is Gi(s) =
1

s2
Im , and 

it has an additional integrator relative to the former model; which justifies its designation 
(Ren and Atkins 2007; Zhu et al. 2009; Ren et al. 2007a). Ever since the advent of control 
theory, the double-integrator control system has attracted a great deal of attention and is 
now a symbol of the controllers that achieve minimum execution time and minimum fuel 
consumption (Xie and Wang 2007).

The consensus algorithm for this dynamic model is expressed as (Ren and Beard 2008a)

where aij is the (i, j) entry in the weighted neighborhood matrix, and � is the value of posi-
tive gain.

Consensus will be achieved and converged when, for all the initial information states 
(i.e., qi(0) ) and their first derivative (i.e., vi(0) ) and for all values of i, j = 1, 2, ..., n , the fol-
lowing conditions hold:

3.3  The high‑order dynamic model

Contrary to the abovementioned dynamic models, all of which were simple linear mod-
els, in this section, the modeling of system agents by nonlinear kinematics and dynamics 
has been addressed. Actually, there are many systems (e.g., the dynamics of helicopters 
and car-like robots) that cannot be modeled via first-order kinematics and double-integrator 
dynamics. Compared to the previous models, the transfer function of these systems, in the 
Laplace domain, will be of higher orders (Ren et al. 2006, 2007b).

Consider the following information states with the l th-order dynamics as

(10)
{

q̇i = vi

v̇i = ui, i = 1, 2, ..., n

(11)ui = −

n∑
j=1

aij[(qi − qj) + �(vi − vj)], i = 1, 2, ..., n

(12)
‖‖‖qi − qj

‖‖‖ → 0 when t → 0

(13)
‖‖‖vi − vj

‖‖‖ → 0 when t → 0
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where x(k)
i

∈ R, k ∈ {0, 1, ..., l − 1} is the  kth-order state vector for agent i , ui is the control 
input, and x(k)

i
 is the  kth derivative of xi . For the above dynamic model, a consensus algo-

rithm is considered as (He and Cao 2011)

where kij > 0, 𝛾k, gii ≡ 0 , and gij indicates the direction of information transmission 
between agents. If information is transmitted from agent j to agent i, gij will have a value of 
1; otherwise it will be zero.

Consensus will be achieved among all n agents, and they will agree over a specific state 
value, when the following relation is established (Xiao and Wang 2007):

High-order dynamic model is an extension of the single-integrator and double-integra-
tor dynamic models. For example, by inserting the values of l = 1 and l = 2 into the equa-
tions of this section, the equations of the single-integrator and double-integrator dynamic 
models will be obtained, respectively.

By combining Eqs. (14) and (15), the following matrix form can be obtained (Zuo et al. 
2017):

where Γ =

⎡⎢⎢⎢⎢⎣

0n In 0n ⋯ 0n
0n 0n In ⋯ 0n
⋮ ⋮ ⋮ ⋮ ⋮

0n 0n 0n ⋯ In
−�0L −�1L −�2L ⋯ −�L−1L

⎤
⎥⎥⎥⎥⎦
 and also L = [lij] , in which lii =

∑
j≠i gijkij and 

lii = −gijkij,∀i ≠ j.
The consensus algorithms and models developed during 1987–2007 have been listed in 

Table 1.

4  Consensus topologies

In this section, we reviewe the consensus-related subjects and problems investigated 
in recent years. Figures  1 and 2 show the number of papers written between the years 
of 2000–2020 about various types of consensus, such as sampled-data consensus, quan-
tized consensus, consensus in random networks, leader–follower consensus, finite-time 

(14)

ẋ
(0)

i
= x

(1)

i

⋮

ẋ
(l−2)

i
= x

(l−1)

i

ẋ
(l−1)

i
= ui, i ∈ {1, 2, ..., n}

(15)ui = −

n∑
j=1

gijkij[

l−1∑
k=0

�k(x
(k)

i
− x

(k)

j
)], i ∈ {1, 2, ..., n}

(16)x
(k)

i
→ x

(k)

j
, k ∈ {0, 1, ..., l − 1},∀i ≠ j

(17)

⎡⎢⎢⎢⎣

ẋ(0)

ẋ(1)

⋮

ẋ(l−1)

⎤
⎥⎥⎥⎦
= (Γ⊗ Im)

⎡
⎢⎢⎢⎣

x(0)

x(1)

⋮

x(l−1)

⎤⎥⎥⎥⎦
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Fig. 1  Comparing the fractions of research works conducted on different types of consensus in MASs in 
the last two decades. Source: scientific papers with mentioned keywords on MASs field indexed by Google 
Scholar until August 2020
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Fig. 2  Comparing the fractions of research works conducted on different types of consensus in MASs in 
the last two decades. Source: scientific papers with mentioned keywords on MASs field indexed by Scopus
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consensus, bipartite consensus, group consensus/cluster consensus, and scaled consensus 
in Google Scholar and Scopus, respectively.

4.1  Sampled‑data consensus

In general, the goal of consensus is to design appropriate protocols in the presence of com-
munication restrictions and switching network topologies (Li et al. 2014). In the majority 
of early research works conducted on the subject of consensus, it has been assumed that 
agents are able to exchange their information via communication channels of unlimited 
capacity. However, the reality is something else; and the communication channels can only 
transmit a limited quantity of data bits (Li et al. 2014). To solve this problem, it is usually 
assumed that 1) the agents in a MAS only communicate with their neighbors, and 2) the 
information about the states of the agents is only conveyed at specific time instances. On 
this basis, if, at any instance, all the agents attempt to transmit their state-related informa-
tion simultaneously, the sampling will be called the “synchronous sampling”. Also, when, 
at any instance, each agent receives the state-related information from just a few of its 
neighbors, the sampling will be called the “asynchronous sampling”.

Qin et al. (2010) studied the sampled-data consensus problem for MASs with double-
integrator dynamics and under fixed and dynamic network topologies. Contrary to most 
former research works, which are based on the spectral analysis of system matrix, in this 
paper, they presented a novel graphical method for illustrating network topologies and the 
associated digraph of the transformed system matrix. Their scheme also provides a better 
intuition for understanding the second-order consensus algorithm.

The problem of sampled-data consensus in MASs with time-varying characteristics was 
recently explored and, later on, by employing the decoupling method, the considered con-
sensus problem was turned into a simultaneous stability problem in linear time-varying 
sampled-data systems (Zhang et al. 2020).

Sun et al. (2020) have recently investigated the sampled-data consensus of MASs with 
switching jointly connected topologies. Contrary to other works on this subject, which con-
sider no positive real part eigenvalues for system matrixes, their proposed method does 
not include such an assumption. Also, they have used the time-varying Lyapunov function 
approach to describe the state characteristics of agents.

In the cited cases and in most of the research works published so far, the control signals 
have been considered as piecewise constant signals. Recently, a novel algorithm has been 
employed in Barkai et al. (2021) to investigate the consensus problem for the time-varying 
topologies under the spatial and temporal communication constraints. This algorithm is 
based on the emulating technique, and the authors have demonstrated that by using the 
analog architecture, the complexity of the controllers can be reduced to a large extent. A 
summary of the research works conducted on the sampled-data consensus has been pre-
sented in Table 2.

4.2  Quantized consensus

Due to the bandwidth constraints in the communication between agents, data should not 
only be sampled, but also quantized before they are transmitted (Chen et al. 2013).

Ma et  al. (2018) studied the quantized consensus in continuous-time general linear 
MASs. By employing an input-to-state stability Lyapunov function, he developed a dis-
tributed protocol and solved the quantized consensus problem for the considered system. 
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It should be mentioned that the above distributed protocol includes a state estimator and 
a dynamic quantizer, and it has been designed by means of sampled and quantized data 
(according to Fig.  4). Also, a quantized distributed load balancing scheme, subjected to 
maximum load capacity constraint, has been presented in Gravelle and Martínez (2014) for 
the purpose of converging to the desired state.

In general, the efforts of different research works to develop quantized consensus algo-
rithms can be divided into two sections (Censi and Murray 2009):

• Communication section
  Load balancing is one of the subjects brought up in this section. The basic notion of 

load balancing is to achieve proper distribution of task over the agents (Kashyap et al. 
2007). In this respect, communication bottlenecks can occur at three different locations: 
(a) at a sender, (b) at a receiver, and (c) in the network. Fig. 3 shows the different cases 
of communication bottlenecks (Chowdhury et al. 2011).

  Based on the capabilities of agents, Kashyap et al. (Kashyap et al. 2007) divided the 
load balancing algorithms into two classes: dimension exchange, and diffusion; which 
respectively indicate the ability of exchanging data with one neighboring agent or all 
neighboring agents. Also, by considering a group of distributed averaging algorithms 
they termed “quantized gossip algorithms”, they presented load-balancing algorithms 

Table 2  Comparing the research works that have considered different network topologies

Sources Year Topology Contribution

Qin et al. (2010) 2010 Fix/Switching A novel graphic method for specifying the network topology
Zhang et al. (2020) 2020 Time-Varying Transforming the consensus problem into a simultaneous 

stability problem
Sun et al. (2020) 2020 Switching 

jointly con-
nected

Inserting positive real part eigenvalues into system matrixes

Barkai et al. (2021) 2021 Time-Varying A new protocols for improving asymptotic agreement in 
sampled-data consensus problem

Fig. 3  Communication bottlenecks can occur at three different locations: a at a sender, b at a receiver, and c 
in the network (Chowdhury et al. 2011)
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based on local information, and verified the convergence of these algorithms by using 
the concepts of the Markov-chain theory.

  The consensus problem for linear and Lipschitz nonlinear MASs with quantized 
communication between agents was investigated in Zhang et al. (2016). In this work, 
for reducing the communication load, an event-triggered control strategy was proposed 
for linear MASs.

• Updating section
  Reaching consensus in MASs with communication constraints by means of a con-

nected weighted graph has been explored in Lavaei and Murray (2011). In this work, 
the communication between agents has been considered as random, and also it has been 
assumed that in every round of updating, only one pair of agents update their states. In 
this updating process, each time, one edge of the weighted graph is chosen, in propor-
tion to its weight, and the values on its end apexes are updated based on the quantized 
data being exchanged. It has also been demonstrated that the above quantized consen-
sus can be achieved by means of a quantized stochastic gossip algorithm.

As is observed in Fig. 4 (Ma et al. 2018), in consensus problems with communication 
constraints, the acts of data sampling and data quantization are dependent on each other. 
For example, (Chen et al. 2013) has dealt with the quantized consensus of second-order 
continuous-time MASs with a directed topology via sampled data and has satisfied the nec-
essary and sufficient conditions for reaching consensus.

In another research, Li et al. ( 2018) have examined the effects of quantization, sampled 
data and general Markov interaction links on consensus networks and with agents having 
continuous-time general linear dynamics.

By using a first-order recursive channel filter and employing a directed network, a 
dynamic quantized consensus protocol has been designed in Rong et al. 2021a. Also in this 
research, by assuming limited memory capacity, an increment PI-based protocol has been 
presented; which is a special case of the mentioned first-order recursive filter. Then, by 
means of the deigned protocols, the authors have provided the necessary conditions for the 
asymptotic consensus. An overall review of the research works on the quantized consensus 
can be observed in Table 3.

4.3  Consensus in random networks

Although extensive research has been conducted on the subject of consensus in definite net-
works, few research works exist on consensus in random networks. Fortunately, in recent 

Fig. 4  Using data sampling and quantization in consensus problems with communication constraints; xj(t) 
indicates the state of agent j, xj(t

j

k
) denotes the state of agent j sampled with communication time sequence 

t
j

k
 , sj(k) is quantizer output, and x̂i

j
(t) represents the estimation of the state of agent j by agent i (Ma et al. 

2018)
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years, researcher have got interested in using random variables in the consensus problem; 
in which the network topology or the parameters of consensus algorithm randomly vary 
with time. These random hypotheses have provided the best conditions for delving into 
practical situations in the real world. Although the subject of consensus in random net-
works has not been thoroughly investigated, certain areas of this field have attracted the 
attention of researchers in recent years. The use of randomized gossip algorithms in a net-
work with fixed topology has been explored in Boyd et al. (2006). In this work, each agent 
randomly choses one of its neighboring agents, at a time, and exchanges its information 
with that agent only.

Consensus reaching using the random graph model of Erdos–Renyi was investigated in 
Erdős and Rényi (1960). In this work, two agents of a MAS could communicate with each 
other independently and with a fixed probability of p . The results of this research were later 
extended to directed and weighted networks in Huang and Manton (2009). The issue of the 
dependency of the MASs on a specific topology has been investigated by Shang (2010). He 
proved that the agents in a MAS can achieve convergence by performing random walks in 
a directed network and discrete environment. In other words, a consensus is accomplished 
when the random walk of each agent is an ergodic Markov chain.

In (Tahbaz-Salehi and Jadbabaie 2008), it was shown how a problem of consensus seek-
ing over a network can be reduced to a problem of the ergodicity of a sequence of matrixes. 
The achieved results provided the necessary and sufficient condition for reaching consen-
sus in the entire random network. Interval consensus in discrete-time MASs over random 
networks was explored in Fu et al. (2020). Yi et al. (2014) examined the effect of random 
communication delays among the agents in second-order MASs and also presented a novel 
consensus algorithm.

Abaid and Porfiri (2010) employed a counting argument to compute a statistical state 
matrix for describing the distributed average process. They used the spectral properties of 
this matrix to obtain a closed-form expression in the consensus convergence factor and also 
to create the necessary and sufficient condition for getting the mean square consentability 
and maximizing the convergence speed of the average protocol. Then, for showing the con-
sequences of randomly choosing the neighbors during the implementation of consensus 
protocol, they analyzed the factor of convergence for an  nth-order fixed directed network.

4.4  Leader–follower consensus

The three major control strategies are the behavioral structure, virtual structure, and the 
leader–follower structure. The leader–follower structure has recently been used in consen-
sus control. In this structure, some of the agents in a MAS are considered as leaders, and 
the rest of the agents act as followers. The leaders are responsible for guiding the followers, 
so that the whole system achieves consensus. The leaders could function autonomously, 
or be controlled by an external system. With just one leader agent in a system, if noise or 
internal disturbances arise, the leader may be disabled and, as a result, the mission of the 
system would be scrapped. The performance of consensus networks with just one leader 
agent is always improved by adding extra leaders (Consolini et al. 2008). Considering the 
different characteristics of leaders, the leader–follower consensus methods can be divided 
into real-leader and virtual-leader approaches.

The research works in the area of leader–follower consensus can be divided into 
two groups. The first group of studies deals with the controllability of leader–follower 
MASs. The second group explores the procedures and the criteria for choosing the 
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leaders from among the agents in MASs. Leaders should be selected in such a way that 
the controllability, optimal performance, and the formation control of a system are guar-
anteed. Consensus control for leader–follower MASs with the triggering mechanisms 
has been presented in Zhang et al. (2021).

For optimally controlling the leaders in the MASs and getting them to reach con-
sensus, different control strategies are used, including the prescribed performance con-
trol (PPC). For the first time in 2019, Chen and Dimarogonas (2019) presented a new 
approach based on the PPC for controlling the consensus in the leader–follower MASs. 
Contrary to the previous approaches in which the PPC law was applied to all the agents, 
in this research, the PPC law was applied to the leaders only. The other differentiat-
ing aspect of this research was related to the number of leaders in a MAS. Prior to this 
research, all the PPC-based leader–follower consensus approaches involved just one 
leader agent, which was considered as a reference for the other agents. By considering 
multiple leaders, Chen and Dimarogonas designed their control strategy such that it is 
able to get the whole system to consensus under the prescribed performance bounds. 
Another type of multi-leader strategy in a system can be found in Shang and Ye (2017). 
In this research, Shang studied the presence of multiple leaders in the problem of fixed-
time group consensus. For this purpose, he divided a MAS into several subgroups, and 
for each of them, he assigned multiple leaders that could communicate with the agents 
in the other subgroups.

Goldin et  al. (Goldin and Raisch 2010)( revealed that the controllability of an entire 
MAS via an external control input only depends on the controlling of follower agents by 
leader agents. They also obtained the necessary and sufficient conditions for controlling 
the follower agents. Wu et  al. (2018) studied the problem of consensus tracking control 
for leader–follower MASs subjected to actuator faults and disorders. The stable leader–fol-
lower H∞ consensus of heterogeneous MASs with denial of service (DoS) attacks was 
examined in Zhang and Feng (2021) by considering the severity of various attacks. Also, 
a new switched system model was presented for attack modeling. It was demonstrated that 
the problem of designing a consensus protocol can be converted into two static output feed-
back control (SOF) problems. It was also shown that by solving some linear matrix ine-
qualities, and without knowing the probability of an attack, the achievements of the SOF 
controller can be determined.

Patterson et  al. (Patterson et  al. 2016) investigated the optimal selection of leaders in 
consensus networks under two conditions. In the first case, they assumed that the data 
measured by the leader agents contain noise, and that these agents do not convey consist-
ent information; as a result, the agents are not able to keep their formation. They called this 
condition “noisy formation dynamics”. In the second case, they presumed that all the leader 
agents share the same information, and they named this condition “consensus dynamics”. 
In these conditions, network topology and the selection of a set of leaders determine the 
convergence rate of consensus. From among the leader agents in a MAS, Patterson selected 
a set of maximum k leaders for which the convergence rate is maximized.

Using a lower triangular model, a new method was presented in Zhang et  al. (2015) 
for solving the leader–follower consensus problem in time-varying MASs with homoge-
neous agents. The leader–follower coordination and consensus protocols over a random 
switching network were studied in He et al. (2016) by considering numerical constraints. 
In this work, the leader agents have dynamic states and reach consensus only by interacting 
among themselves, while the followers interact with the leaders and with the other agents. 
Table 4 has summarized the research works surveyed in this section along with the extra 
details.
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4.5  Finite‑time consensus

The convergence within a finite-time interval in the consensus problems can be gener-
ally divided into the following categories (Colunga et al. 2018):

• Finite-time convergence
• Fixed-time convergence
• Predefined-time convergence

In the finite-time convergence, the agents with any arbitrary initial values agree on a 
consistent state, only within a finite time interval. The convergence of the MASs under 
these conditions is technically called the “finite-time consensus”. In case the time inter-
vals are limited, and they have been assigned an upper bound which is independent of 
the initial conditions of the agents, we will have a fixed-time convergence. It is almost 
impossible to find a straightforward relationship between the convergence time and the 
protocol parameters in each of the two mentioned consensus categories (i.e., finite-time/
fixed-time consensus), especially when there are real-time constraints. One solution for 
this problem is to use the predefined-time convergence. In this approach, the exact time 
of reaching a consensus by the agents is a priori parameter in the consensus protocol; 
which, like the previously mentioned consensuses, is independent of the initial condi-
tions of the agents. Based on what was said, the fixed-time consensus and the prede-
fined-time consensus can be considered as a special case of the finite-time consensus. 
Therefore, we are going to focus on and review the works carried out on the finite-time 
consensus.

The advantages of finite-time control methods, such as faster transient response, 
higher precision, faster convergence and better disturbance rejection, have recently 
attracted the attention of more researchers to finite-time control. In analyzing the con-
sensus problems, the convergence rate is considered an important performance index 
for consensus protocols. In other words, consensus algorithms depend on the rate of 
convergence. In this respect, many researchers are after more suitable communication 
topologies in order to attain higher convergence speeds. Han et  al. (2017a) have pre-
sented finite-time consensus for second-order MASs. Also, finite-time consensus and a 
collision avoidance control algorithm for autonomous unmanned vehicles (AUVs) have 
been presented in Li and Wang (2013).

Presently, most of the developed consensus algorithms are asymptotic in nature. This 
means that they reach an optimal convergence rate in infinite time and, as a result, the 
states of the agents in a system cannot coincide with each other in finite time (Klotz 
et  al. 2014). This is while many of the practical control systems need exact conver-
gence time and fast response in order to dynamically move toward the system’s equi-
librium point or to reach a tracking error of zero at finite time. It has been revealed that 
if the eigenvalues of the Laplacian graph matrix, known as algebraic connectivity, are 
arranged from the smallest to the largest, then the second eigenvalue in that sequence 
will indicate the rate of consensus convergence under the protocol expressed in Olfati-
Saber and Murray (2004).

Using the properties of the minimal polynomial of the weighted matrix, Sunda-
ram and Hadjicostis (Sundaram and Hadjicostis 2007) presented a finite-time consen-
sus algorithm for discrete-time systems. Also, CortéS (2006) proposed two finite-time 
consensus protocols for continuous-time MASs. In (Wang and Hong 2008), finite-time 
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consensus algorithms were developed for multi-agent networks with second-order 
dynamics. For theoretical analysis of these systems, they have used the Lyapunov func-
tion, properties of homogeneity, and graph theory. Based on the homogeneous theory, 
finite-time leader–follower consensus controllers have been presented for second-order 
MASs with constrained control inputs (Lu et al. 2013; Zhiqiang et al. 2015). Fu et al. 
(2017) presented a new class of finite-time consensus controller with only one saturated 
function for second-order MASs subjected to input saturation. They evaluated both the 
leader-based strategy and the strategy without an agent leader.

The major methods used for studying finite-time consensus can be divided into two 
groups. One group has employed the homogeneous theory, and the other is based on the 
Lyapunov function and determining the consensus time boundaries (Li and Tan 2019). The 
homogeneous theory has three steps. The first step deals with proving the asymptotic sta-
bility of the consensus problem by using the Lyapunov function and combining it with the 
Barbalat’s Lemma. The second step involves the proving of the finite-time local stability 
of the consensus problem by means of the homogeneous theory. And the third step tries 
to combine the first two steps to achieve global stability. Table 5 shows a survey of the 
research works conducted on the finite-time consensus problem between the years of 2006 
and 2021.

4.6  Bipartite consensus

MASs are based on the cooperation of groups of agents with one another to achieve a cer-
tain state. Nevertheless, in some cases, the agents of a system have to compete with each 
other. Some examples of this behavior can be found in the rivalries that exists in markets or 
social networks, the repulsion among electrical charges, and the deterrence effect in a neu-
ral network or genetic regulatory network; in which the agents engage in non-cooperative 
or antagonistic interactions with some of the neighboring agents (Valcher and Misra 2014; 
Hu 2014). This is also true in consensus. In this case, the agents will reach an agreement 
on a specific value without cooperating with one another. According to what was stated in 
Sect. 1, the cooperation/competition between agents can be modeled by signed weighted 
(directed or undirected) graphs; with the difference that the weighted values of edges will 
be positive in cooperative interactions and negative in competitive ones.

With the increase in the scale of systems and their complexity, it would be difficult to 
reach a single equilibrium point with conventional control schemes. For this purpose, some 
researchers, in addition to the notion of complete consensus, have brought up new concepts 
such as scaled consensus, group consensus, and bipartite consensus.

• Complete consensus All the agents will converge to a common value.
• Scaled consensus The agents will reach assigned proportions, rather than a common 

value.
• Group consensus The agents will be divided into different groups/sub-networks, and 

each group will converge to a different value.
• Bipartite consensus All the agents will converge to a value of the same size (amplitude) 

but different sign (Hu 2014). It can be considered as a special case of scaled consensus 
(Sun et al. 2019).

Altafini (2012) developed bipartite consensus for networks with antagonistic interactions 
between agents and presented a new concept called “agreed upon dissensus”. He also 
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demonstrated that by applying distributed Laplacian-like control and assuming a structur-
ally balanced communication topology, the agents will achieve bipartite consensus; i.e., all 
the agents will reach final states of the same size but with opposite signs.

The main notion of structural balance theory, which is rooted in psychological studies, 
is that in a structurally balanced graph, either there is no negative link, or that its total num-
ber of apexes can be subdivided into two sections so that all the communications within 
each section are of positive type, and any communication between these two sections is of 
negative type. This condition obviously means that there is no loop in the graph with an 
odd number of negative edges (Cartwright and Harary 1956).

Later on, by generalizing the theory of structural balance and reducing the constraints, 
Davis (1967) introduced the weak structural balance and showed that a signed graph has 
a weak structural balance (i.e., it can be clustered) if it doesn’t contain a loop with exactly 
one negative edge. In this case, it is proven that the total number of graph apexes can be 
partitioned into two or several sections so that all the communications between the ele-
ments of each section are of positive type, and any communication between two elements 
from two different sections is of negative type.

It can be demonstrated that bipartite consensus is achieved when its graph has a span-
ning tree and it also enjoys structural balance (Tian et al. 2018). For attaining consensus, 
it is highly important to properly define the neighborhood consensus error (Zhang and 
Chen 2014). Also, the problem of bipartite consensus in high-order MASs with directed 
and undirected communication topologies has been presented in Valcher and Misra (2014). 
Recently, a new continuous-time dynamic model based on the patterns of amity and enmity 
has been developed in Shang 2020a, which presents a social balance solution for the finite-
time consensus with two and four factions. In another research (Qin et  al. 2016), based 
on the low-gain feedback approach, the authors have investigated the distributed feedback 
control for achieving semi-global bipartite consensus in a group of homogeneous generic 
linear agents with input saturation, and under directed topology.

In the cited papers and in many other research works on the bipartite consensus, the 
disturbance effects have been ignored. This is because the presence of any disturbance 
or uncertainty in the models adds certain peculiar complexities to the bipartite consen-
sus problem. Nevertheless, Ding et al. (2021) were able to solve the second-order bipar-
tite consensus problem for a networked robotic system in the presence of the time-varying 
delayed communication and external disturbances. Also, in Rong et al. 2021b, the bipar-
tite consensus problem and the antagonistic interactions and deterministic disturbances 
were investigated in the general linear networks. For checking more papers on this subject, 
please refer to Table 6.

4.7  Cluster consensus/Group consensus

Cluster analysis (clustering) is a process through which a set of objects can be partitioned 
into separate groups. Each group is called a cluster (Vermunt and Magidson 2002). The 
members of a cluster, based on their inherent characteristics, are very alike; but the clusters 
have the least similarity between them.

In practice, for various reasons, sometimes the agents need to be classified into separate 
groups, each of which is called a cluster. In this case, each cluster can be considered as a 
separate system. Each of these clusters may then converge to a different constant value, and 
the movements of clusters may not coincide with each other (Qin and Yu 2013). In other 
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words, each cluster forms a complete consensus, whose equilibrium point doesn’t have to 
adapt to that of the other clusters.

Qin and Yu (2013) studied the problem of cluster consensus (group consensus (Ma et al. 
2016)) for MASs by modeling each agent with generic linear agent dynamics, which is a 
generalization of the integral dynamics model, under fixed and switching interaction topol-
ogies. Then, by relying on the concepts of graph theory, matrix analysis theory, Lyapunov 
stability theory, and pinning control techniques, they showed that there is no correlation 
between the cluster consensus behavior and the magnitude of couplings among agents and 
acyclic partitioning.

A new type of cluster consensus for MASs with different subgroups was explored in 
Chen et al. (2011), and based on the Markov chain and non-negative matrix analysis, two 
cluster consensus criteria were presented for discrete-time systems with fixed and switch-
ing topologies. This paper can be considered as an answer to the two questions of how to 
determine the clusters and how to guarantee consensus in MASs.

Zhan and Li (2017) studied the problem of cluster consensus in MASs with weighted 
cooperative-competitive interactions. For this purpose, they divided the interactions among 
agents into three classes: interactive, balanced, and unbalanced. This research showed that, 
in contrast to the first two classes, reaching an agreement in cluster consensus with unbal-
anced interactions between agents requires the implementation of input control on specific 
pinned agents; a process which is called “pinning control”.

Due to the presence of intentional and unintentional errors in MASs, confronting the 
adversarial agents in such systems becomes highly important. This type of consensus 
has been named “flexible cluster consensus”. In this regard, a new concept of robust net-
work known as “r-robust” is introduced. In this proposed algorithm, Zhang and Sundaram 
(2012) have considered no initial knowledge of network topology and adversarial agents. 
By exploiting this concept, Shang (2020b) studied the problem of flexible cluster consen-
sus in continuous-time, discrete-time, and switched MASs and obtained the sufficient con-
ditions for consensus in all three scenarios.

The notion of cluster-delay consensus was first presented in Ma et  al. (2016). In this 
type of consensus, all the agents in similar clusters reach an identical consensus, and at 
the same time, two agents in different clusters achieve delayed consensus. This concept 
was then used in the first-order MASs with first-order nonlinear dynamics, under directed 
topology. Also, by applying the graph theory, matrix theory and the Lyapunov stability 
theory, a control protocol was presented for cluster-delay consensus. Table 7 shows a sum-
mary of the research work regarding the group consensus problem.

4.8  Scaled consensus

In scaled consensus, contrary to complete consensus, the agents will reach assigned pro-
portions, rather than a common value.

The scaled consensus of second-order nonlinear MASs with time-varying delays has 
been investigated in Zhang et  al. (2019), using the directed graph. The major difference 
of this paper with most other research works is that the time-varying delays have been 
incorporated into both the network communications and the dynamics of agents. In 2017, 
based on the work in Roy (2015), Wang (2017) studied the scaled consensus of agents with 
single-integrator dynamics, and by considering output saturation, under the topologies of 
undirected graph and strongly connected graph. He was also able to attain the necessary 
and sufficient conditions for consensus convergence by applying the Lyapunov function.
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Most of the research works in the area of scaled consensus have studied MASs with 
homogeneous agents, and very few papers have focused on the scaled consensus of het-
erogeneous agents; while the agents with varied dynamics are involved in more practical 
applications.

Convergence rate is an important parameter in the design of consensus protocols. Linear 
systems can only achieve asymptotic convergence, and usually there is no guarantee for 
reaching consensus in a finite time (Mesbahi and Egerstedt 2010); while in reality, and 
according to system theory, it is necessary to have controllers that can reach consensus in 
the least possible time. In addition to facilitating faster consensus, these controllers will 
also improve the rejection of disturbances and will make MASs more robust to uncertain-
ties (Bhat and Bernstein 2000; Wang and Xiao 2010).

Shang (2018) studied finite-time scaled consensus control based on linear iterations and 
graph theory for discrete-time MAS. In another research (Shang 2019), he has examined 
the problem of scaled consensus for MASs comprising continuous-time and discrete-time 
subgroups. The main objective was to create a systematic framework for dealing with con-
vergence in switched MASs. This work can be divided into three parts. In the first part, he 
has presented scaled consensus protocols with three different rates for asymptotic conver-
gence, fixed-time convergence, and finite-time convergence. In the second part, by using 
the Lyapunov function and the graph theory, he has obtained the settling time in scaled 
consensus protocols with fixed-time and finite-time convergence rates. In the third part, he 
has introduced the problem of scaled formation control and presented a solution for it.

By surveying most of the research papers published on the subject of consensus, it can 
be concluded that scaled consensus is a generalization for the problems of bipartite con-
sensus, signed consensus, complete (standard) consensus, and cluster consensus. In other 
words, if MASs are divided into distinct subsystems, and each subsystem converges to a 
different common value, then they can be grouped as complete consensus or cluster con-
sensus problems; and in case a specific scale is used, they can be classified as bipartite 
consensus or signed consensus problems (Shang 2019).

5  Anti‑disturbance consensus control strategies

The problem of disturbance rejection in control systems has been investigated for 40 years 
from different aspects. Disturbances, including external disturbances and system uncertain-
ties (Wang et al. 2016), are always present in all real systems and have destructive effects 
on their performance (Yu et al. 2017). Thus, it is essential to study and examine the prob-
lem of consensus in the presence of various disturbances. The control approaches to deal 
with disturbances in the consensus problem can be divided into two categories: robust con-
trol, and adaptive control.

Different methods and techniques such as the output regulation theory, neural networks, 
and fuzzy logic have been employed in robust and adaptive controllers; with each approach 
having its own particular advantages and drawbacks (Wang et al. 2016).

In another division, and from the perspective of single disturbed systems, the anti-dis-
turbance control techniques can be divided into two groups (Yu et al. 2017):

1) Feedback control these methods improve system performance by suppressing the distur-
bances. The infinity norm ( H∞ ) control, robust adaptive control, and variable structure 
control are the control methods in this group.
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2) Feedforward control These methods estimate the amount of disturbance through inspec-
tion, and compensate it at the right time. This group includes the disturbance-observer-
based control and the active disturbance rejection control.

Selecting a type of controller for dealing with disturbances depends on the type of dis-
turbance and the application of the system.

5.1  Robust consensus control

Robust control emphasizes the stability and robustness of a control system against fluctua-
tions and uncertainties. The aim of robust control design is to create a control system in 
which the variations of system conditions have the least effect on system output. In other 
words, the increased reliability of a control system and especially, its effective performance 
or stability in the presence of uncertain agents, un-modeled dynamics, or disruptive factors 
such as disturbance and unwanted inputs are the most important objectives pursued in the 
designing of a robust controller. There are different methods for designing robust control-
lers, including the  H∞,  H2, combination of  H∞ +  H2, and the μ-synthesis approaches. Ao 
and Jia (2018) claimed that the performance of  H∞ +  H2 together has not been evaluated 
in MASs. It should be mentioned that the notion of robustness is not an absolute concept, 
and that every controller structure is robust to some extent. Hence, many of the known con-
trol methods such as proportional-integral-derivative (PID) control, sliding mode control 
(SMC) and backstepping control enjoy a certain degree of robustness.

The proportions of using PID, sliding-mode,  H2/  H∞ and backstepping robust control-
lers have been compared in Figs. 5 and 6. As is observed, in the consensus problem, the 
backstepping control has been employed more frequently than the PID and the SMCs. The 
reason is the simple and the step-by-step design process of this technique. Also, the back-
stepping method does not suffer from the chattering phenomenon as does the sliding mode 
approach. This control method is extensively used in various nonlinear systems.

Sliding Mode Backstepping H2/Hinfinity PID

2000-2010 2010-2020

Fig. 5  Comparing the proportions of using PID, sliding-mode, backstepping, and  H2/  H∞ robust controllers 
in the consensus problem of MASs in the last two decades. Source scientific papers with mentioned key-
words on MASs field indexed by Google Scholar until August 2020
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5.1.1  H
2
∕H∞consensus control

Numerous research works were conducted on the subject of  H2/  H∞ control, especially in 
the 1990s (Ao and Jia 2018). For example, Runolfsson (1990) presented a novel method 
for analyzing the problem of infinite-time risk-sensitive linear quadratic Gaussian (LQG) 
control and described its relation to the  H∞ control approach. In another research (Bern-
stein and Haddad 1989), the design of LQG controller was explored along with the 
 H∞-disturbance attenuation and a new approach based on three coupled Riccati equations 
was presented.

Lin et al. (2008) studied the robust  H∞ consensus for single-integrator MASs of agents 
with fixed and switching topologies subjected to external disturbances and model uncer-
tainties, in the presence/absence of time delays. Subsequently, they were able to establish 
the conditions that guaranteed the convergence of all agents to consensus, while achieving 
satisfactory  H∞ performance over fixed and switching topologies.

The problem of  H∞ consensus in continuous-time MASs with linear dynamics and 
relative output measurements was examined in Zhao et al. (2012). Also, a new observer-
type consensus protocol was presented for dealing with  H∞ consensus performance, and 
it was demonstrated that the problem of  H∞ consensus in continuous-time MASs with lin-
ear dynamics will be solved if, and only if, the coupling strength of the present protocol 
belongs to the performance region of the closed-loop system’s  H∞ consensus.

By exploiting tools such as Lyapunov stability analysis and the algebraic graph theory, 
Wang et al. (2013) investigated the  H∞ consensus in a group of closed-loop linear MASs 
by using a strongly-connected directed graph. They revealed that the distributed  H∞ con-
sensus is achieved by properly designing the considered protocol.

5.1.2  Sliding mode consensus control

As a robust controller, the SMC has demonstrated a good performance against structural 
and non-structural uncertainties. The main advantages of SMC are its insensitivity to 

Sliding Mode Backstepping H2/Hinfinity PID

2000-2010 2010-2020

Fig. 6  Comparing the proportions of using PID, sliding-mode, backstepping, and  H2/  H∞ robust controllers 
in the consensus problem of MASs in the last two decades. Source scientific papers with mentioned key-
words on MASs field indexed by Scopus
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external disturbances, robustness against system uncertainties, system stability guarantees, 
quick dynamic response, and easy implementation (Edwards and Spurgeon 2002).

In a system managed by the SMC, the transferring of system states is basically accom-
plished in two steps: designing a switching control law, and designing an equivalent control 
law. In the first step, switching control is used for transferring the states of a system to a 
specific sliding surface. And in the second step, the staying of system states on the sliding 
surface is guaranteed by means of equivalent control (Edwards and Spurgeon 2002).

SMC has two advantages. The first is that by choosing an appropriate sliding function, 
the desired dynamic behavior of a system can be assured. The second is that a system’s 
closed-loop response is not at all sensitive to uncertainties (model parameters, distur-
bances, and nonlinearity). Thus, from a practical viewpoint, nonlinear processes can be 
managed by SMC, in the presence of disturbance and model uncertainties.

In the last decade, many researchers got interested in applying the fuzzy logic in the 
control of nonlinear and uncertain systems. Guo et al. (2013) presented a robust controller 
based on adaptive fuzzy SMC; and the aim of using the fuzzy logic was to attenuate the 
chattering produced by the SMC approach. By combining the fuzzy SMC with the con-
sensus control based on graph theory, Chang et al. (2011) were able to present a new for-
mation control strategy. They applied this control scheme on MASs with single-integrator 
dynamics, in the presence of uncertainties; and system stability was confirmed by means of 
Lyapunov theory.

Recently, new results have been reported by Zhang et al. (2018) on the SMC for Tak-
agi–Sugeno fuzzy MASs. Their research can be divided into three main sections. In the 
first section, a new method was presented for T-S fuzzy MASs. In the second section, a 
fuzzy-based dynamical SMC was designed with the goal of attenuating the external distur-
bances. And in the third section, the proposed approach was compared with nonlinearity-
feedback controllers.

An indirect adaptive fuzzy SMC method was presented by Wang et  al. (2001). They 
designed this controller for a class of nonlinear systems by using the notion of SMC and 
the Lyapunov approach. Their findings showed that in the presence of unknown distur-
bances, controller performance will improve by using adaptive fuzzy logic alongside the 
SMC. For the first time, an arbitrary-order single input–single output (SISO) sliding con-
troller with finite-time convergence was introduced in Yi et al. (2005). Although the pre-
sented technique did not exhibit satisfactory performance for large-scale underactuated 
systems. The problem of robust scaled consensus control for MASs with networked linear 
coupling dynamics, and exposed to external disturbances, was investigated in Zhao et al. 
(2017) by applying the new distributed  H∞ sliding mode-based control approach. The pro-
posed technique is an extension of the traditional  H∞ SMC which has been used to solve 
the problem of robust scaled consensus under directed switching topologies.

5.1.3  Backstepping consensus control

Similar to the SMC, the backstepping control is also one of the robust control methods 
used to manage multi-agent or nonlinear systems subjected to external disturbances. This 
technique was developed by Ioannou and Kokotovic during the 1990s for designing stable 
controllers for a group of nonlinear systems (Ioannou and Kokotovic 1985). By modifying 
the previous research works in Morse et al.1991 and (Diego et al. 1995), Ezal et al. (2000) 
presented a locally optimal and robust backstepping controller in 2000; which had strong 
global stability properties. In designing the proposed controller, they considered three 
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major objectives: local optimization, global inverse optimality, and global-disturbance 
attenuation.

A consensus tracking control approach has been presented in Shang et  al. (2018) for 
high-order nonlinear MASs. The proposed method has two major differences with con-
sensus tracking problems studied in other research works. The first difference is related to 
the modeling of agents. Each follower agent has been modeled by means of a non-strict 
feedback system. As to the second difference, the consensus tracking controller has been 
designed by combining an adaptive neural network with backstepping techniques. Lu et al. 
(2019) explored the adaptive consensus tracking control of uncertain nonlinear MASs with 
predefined accuracy. In this paper, asymptotic consensus has been reached by consider-
ing new notions of Lyapunov function. Also, it has been shown that synchronization error 
asymptotically converges to a predefined distance.

The consensus problem for a group of leader–follower high-order nonlinear MASs sub-
jected to mismatched disturbances has been studied in Wang et al. (2017). Also, it has been 
assumed that the agents are exposed to fast time-varying types of disturbances; because 
they are more common than the slow time-varying types. Then, a combination of backstep-
ping and generalized proportional integral observer techniques has been used to solve the 
consensus problem.

The problem of finite-time leader–follower consensus of agents in the presence of exter-
nal disturbances was investigated in He et  al. (2017), in which the follower agents were 
modeled by means of Euler–Lagrange systems. A virtual error was considered for each 
follower agent; and the considered distributed control was designed in the context of back-
stepping techniques and by considering the relationship between the errors of leader/fol-
lower agents and the virtual errors.

5.1.4  PID consensus control

Due to its simple and easy-to-understand structure, compared to more advanced control-
lers, the PID controller is extensively used in various industries. PID controllers perform 
satisfactorily in controlling many of the processes that have first- or second-order dynamics 
and whose operating ranges are not too large (Deshpande 1989); and presently, more than 
95% of all industrial controllers are still PID types (Åström and Hägglund 1995). Although 
this controller has three parameters, many techniques have been proposed in the last several 
decades, and since the presentation of the Ziggler-Nicholes method, for finding the optimal 
values of these parameters. In this regard, the use of phase margin, gain, and frequency 
response is not suitable for severely nonlinear and time-variant processes; and also the 
modified forms of these parameters don’t yield good results for processes with vast operat-
ing ranges (Chu and Teng 1999). Different techniques have been proposed for designing 
PID controllers adaptively and obtaining their parameters online via process identification, 
neural network and fuzzy logic methods.

A containment control method of PIn-type in continuous- and discrete-time domains 
has been presented in Cheng et al. (2015) for MASs with dynamic leaders. It should be 
mentioned that the value of n in In indicates the integral order in the proposed algorithm; 
which, in the general case, can be expanded as PIn−mDm. The presented approach is only 
applicable to systems with integrator dynamics or first-order integrator dynamics and can-
not be used in high-order MASs.

Contrary to most former research works in which a PID controller has been employed 
to deal with the consensus of agents with first- and second-order dynamics, a robust 
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distributed PID controller has been presented in Shi and Yang (2018) for high-order linear 
MASs. This controller has been designed based on the notion of “edge agreement proto-
col”, and its performance in the presence of external disturbances has been verified. The 
edge agreement protocol is a new concept in consensus studies; in which node dynamics 
are transformed to edge dynamics.

Nguyen has also used the “edge dynamics” approach in his paper to develop a distrib-
uted consensus controller for linear MASs with multi-input multi-output agents under 
undirected communication topologies. Also, by exploiting two optimal design methods 
at local and global levels, he designed a distributed stable controller. Then, by expanding 
his technique, he was able to present a reduced-order distributed consensus controller for 
MASs with linear dynamics (Nguyen 2016).

5.2  Adaptive consensus

The years of 1960s constituted the most important period for the development of control 
theory, and especially, the adaptive control. The state space methods and the Lyapunov sta-
bility theory were introduced in this period. In 1966, Parks employed the Lyapunov design 
strategy to redesign the adaptation rules based on the MIT law, which had been used in 
model-reference adaptive control. Although his approach could only be applied to a special 
class of LTI systems, it opened a new door to precise proof of stability in more general 
adaptive control systems (Parks 1966). In 1970s, model-reference adaptive control schemes 
based on the Lyapunov design were presented and analyzed. In the early part of 1979, 
researchers concluded that the designs presented in 1970s will lead to system instability in 
the presence of low disturbances. This prompted the researchers to examine the causes of 
instabilities and to find ways to overcome them. In the middle of 1980s, new designs were 
proposed and analyzed. These designs formed the basis of what is now known as “robust 
adaptive control”. The difference between adaptive control and robust control is that in the 
adaptive control, we don’t need to know the working range of a system or the parameter 
errors. In other words, in a robust control scheme, a system is only stable within a specific 
operating range. Adaptive control is divided into direct and indirect methods; and most 
research works today are focused on direct adaptive control.

A traditional adaptive control method for reaching consensus in the presence of uncer-
tainties has been used in Cheng et al. (2008). Lengthy and involved computations, regres-
sion matrix analysis, and the assumption of linearity-in-parameters are some of the inher-
ent drawbacks of traditional adaptive approaches. In order to deal with such problems, 
more researchers started to use neural networks in system control; because of their uni-
versal approximation capabilities. For example, the use of adaptive controllers along with 
neural networks to achieve consensus in MASs by assuming linearity-in-parameters was 
evaluated in Polycarpou and Ioannou (1991) for the first time.

The projection technique is another common approach used in the adaptive consensus. 
The projection-based consensus has been explored in Shang 2020c for the MASs that are 
under the directed networks with state constraints. It was also demonstrated that the resil-
ient constrained consensus in the robust networks can only be achieved when the constraint 
sets are convex and share a non-empty overlap.

The problem of consensus in the presence of disturbances and with agents of 
uncertain nonlinear dynamics has been investigated in Hou et  al. (2009) by employ-
ing stable control techniques and neural networks. Chen et al. (2014) applied the radial 
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basis function neural network and the Lyapunov–Krasovskii function for the consen-
sus control of nonlinear MASs with uncertain dynamics and time-delayed dynamics, 
respectively.

The use of adaptive control in the distributed consensus of nonlinear fractional-order 
MASs with directed topologies was first presented in 2016 (Gong 2016). In this work, 
by employing the Mittag–Leffler stability concept and the direct fractional Lyapunov 
method, the consensus problem was solved for MASs with a totally-connected topology.

6  Applications of consensus

In recent years, the notion of consensus has been explored in different applications, 
including UAVs, underwater vehicles, traffic control, wireless sensor networks (WSNs), 
and economic decisions. For example, a consensus-based algorithm with leader–fol-
lower control structure has been designed in Hu et al. (2017) for the collision avoidance 
of multiple UAVs flying in 3D space. In the rest of this section, the consensus schemes 
most frequently used in MASs have been briefly reviewed.

6.1  Rendezvous

Rendezvous refers to the meeting between two or several agents at a specific time and 
location; which is planned through negotiation between these agents. Rendezvous is 
also very common in the world of animals. For example, migrating animals need to 
meet one another in order to share information about food sources; they should also be 
able to find one another during the mating season; and many more examples. So, ren-
dezvous is an inherent need in MASs. Consensus algorithms are used in the negotiations 
between agents in order to guarantee system stability in the presence of environmental 
disturbances such as noise and wind (Ren and Beard 2008b).

Usually, in research works, the navigation problems and difficulties of agents in 
their natural environment are ignored, and it is assumed that an agent always finds and 
reaches its target destination. Thus, an agent can be considered as a model point that 
can move arbitrarily in free space. Lin et al. ( 2003) have considered distributed strate-
gies in which sequences of stop-and-go maneuvers (Ando et al. 1999) are performed to 
guide each agent toward a specified rendezvous location. A stop-and-go maneuver is 
carried out within a time interval in two steps. The first step, which is called the sensing 
period, includes fixed lengths during which an agent remains stationary and motion-
less. The second step, which is known as the maneuvering period, consists of variable 
lengths during which an agent moves from its current position toward the next point and 
becomes stationary again.

Figure  7 illustrates a simple coordination framework for the rendezvous problem in 
MASs. This framework includes a control section, and by relying on distributed consensus 
algorithms, it guarantees the access of all agents to a specified target such as the time or 
location of a rendezvous. Based on the output of the control section, each agent uses a local 
control law to obtain the time or location of rendezvous. The application of Fig. 7 has been 
described in Kingston et al. (2005), in which several UAVs are simultaneously controlled 
up to a radar detection boundary.
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6.2  Formation control

Formation control is an important problem in the coordination and management of a group of 
agents. The agents in a MAS, while sustaining their positions and relative orientations, should 
follow a predefined path in order to reach a specific point (i.e., destination). In formation con-
trol problems, we need to focus on many issues, such as formation stability, the ability to con-
trol different patterns during formation, and formation safety and uncertainty. There are other 
issues that relate to the design of controllers for agents formation. These subjects include the 
geometric shape of formation, formation reconfiguration, formation follow up, and also deter-
mining the duties of each agent within the formation (Oh et al. 2015).

For controlling the formation of a group of agents, depending on the considered scenarios, 
different control topologies can be adopted. One or more leaders may exist in this group; and 
the other agents may follow this/these leader(s) in a special way. Each agent has a certain abil-
ity in exploring and detecting the environment with its sensors and in computing and process-
ing of collected data. In some cases, and depending on the type of application considered, the 
agents could also have limited relationship with each other. However, in general, it is impossi-
ble for each agent to acquire comprehensive information about its surroundings and the exist-
ing conditions. Therefore, a controller design for each robot should be based on local informa-
tion (Han et al. 2017b). If the system has no assigned leader, then the agents should interact 
with their neighboring agents and share their information in order to reach the target goal.

In formation control, each agent knows about the final geometrical shape of the formation; 
but its position should be determined through negotiation between agents. The turning point 
in solving the problem is to determine the central point of formation. For this purpose, each 
agent proposes a certain point, and then a consensus algorithm is used to get to the final focal 
point. In (Li et al. 2019), the formation control of a group of mobile robots has been investi-
gated, and the formation center has been determined by applying a consensus algorithm.

Figure 8 shows a formation control problem for a MAS under a special topology (for the 
initial conditions of agents and the consensus-based control algorithm, please refer to Huang 
(2017)).

6.3  Axial alignment

In axial alignment implementation, several mobile robots collectively align their final posi-
tions along a set line. Anggraeni et  al. (2019) investigated the fixed-time axial alignment 
problem for a group of mobile robots by adopting a second-order dynamic model and the 
leader–follower strategy. For this purpose, they considered six virtual follower agents and one 
leader agent. Axial alignment for four mobile robots (with a control algorithm based on pre-
scribed consensus law) was explored in Huang (2017).

In axial alignment, the basic consensus algorithm can be expressed as

Fig. 7  A simple coordination 
framework for rendezvous in 
MASs
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where �i is a fixed preset vector and Δij = �i − �j is the desired separation distance. By 
applying the stated control algorithm, and under the prescribed communication topology, 

(18)ui = −

N∑
j=1

aij[(xi − xj) − (�i − �j)]

Fig. 8  a Rendezvous, b axial alignment, and c formation control in MASs for a specific topology d (Huang 
2017)
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and by considering �1 =
[
0

0

]
 , �2 =

[
0

0.4

]
 , �3 =

[
0

0.8

]
 and �4 =

[
0

1.2

]
 , the axial alignment 

of Fig. 8 will be obtained.

6.4  Wireless sensor networks

A sensor network comprises a large number of sensor nodes, from a few sensors to several 
hundred sensors. These sensors are dispersed in a vast region to collect the desired infor-
mation from that environment. The locations for placing the sensor nodes are not necessar-
ily determined and specified in advance. This enables us to leave these sensors in danger-
ous and inaccessible sites.

Prasanna and Rao (Han et al. 2017b) have divided the applications of WSNs into eight 
different categories, the most important of which are military or border surveillance, envi-
ronmental applications, and medical applications. The subject of coverage in sensor net-
works has recently attracted a lot of attention. Coverage is generally defined as the manner 
and extent of scanning an environment by sensors. Coverage control is used in different 
applications such as search and rescue missions during natural disasters, harvesting of 
agricultural products, cleanup of contaminated sites, etc. (Yick et al. 2008; Puccinelli and 
Haenggi 2005).

The most importconclant challenges regarding the WSNs are: coverage and deployment, 
scalability, service quality, network size, computing power, productivity, and security (Hill 
et al. 2000). Among these, security is the main concern in WSNs.

In (Prasanna and Rao 2231), the different types of attacks on WSNs have been classified 
as follows:

• Common attacks includes eavesdropping, message modification, and message replay.
• DoS (Wood and Stankovic 2002) includes node collaboration, jamming attack, and 

exhaustion of power.
• Node compromise an external attacker gains access to the information of a sensor node.
• Impersonation a node impersonates the identity of another node(s) and uses it to attack 

the system.
• Protocol-specific includes various types of attacks against routing protocols.

The aim of the average consensus protocol is to converge the values of all the nodes in 
a network to the mean value of data measured by the initial nodes. Average consensus 
has various applications. The calculation of distributed mean consensus in WSNs has been 
explored in Cardei and Wu (2004); and for this purpose, a completely distributed algorithm 
has been presented, which is able to average the data measured in the network itself.

7  Conclusion and future works

During the last several years, the subject of consensus in multi-agent systems has attracted 
a lot of attention. Consensus means agreeing on a specific state or value; and since in stud-
ying the subject of consensus, graph theory is usually used to model the multi-agent sys-
tems, the graph theory and various types of dynamic models for agents, including the sin-
gle-integrator, double-integrator, and high-order models, have been described in this paper. 
We have conducted a survey of consensus topics and reviewed the research activities, 
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especially those carried out in the last decade, on the following types of consensus: sam-
pled-data consensus, quantized consensus, consensus in random networks, leader–follower 
consensus, finite-time consensus, bipartite consensus, group consensus/cluster consensus, 
and scaled consensus.

At the start of each section, we have tried to present a brief history of the subject, before 
classifying and reviewing the related works and research endeavors, especially those under-
taken in the last decade. At the end, we have discussed the major applications of consen-
sus, including the problems of rendezvous, formation control, axial alignment, and wireless 
sensor networks, and presented the simulations performed in different papers.

In spite of the extensive research works on consensus, still there are many unresolved 
challenges and issues. On the one hand, most of the research efforts in this field are focused 
on the theoretical studies and the results of the developments and innovations in this area 
are mainly verified through simulation and less attention is paid to hardware implementa-
tion. While in the actual implementation of a multi-agent system, different factors such 
as the sensor noises and time-delays, communication interferences, and the external dis-
turbances will adversely affect the system and disrupt its operation. On the other hand, 
because of the high complexity of some subjects, either they have been totally ignored by 
the researchers or seldom explored even in the theoretical studies. Some of these more 
complex topics include the secure consensus, robust consensus, predefined-time consen-
sus, finite-time pinning consensus, and the subjects related to the deception attacks. There 
seems to be a deep void in the studies related to the mentioned research themes and espe-
cially the high-order nonlinear heterogeneous networks with the switching topology and 
in the presence of delay and noise. Hopefully, more researchers will attempt to study the 
stated subjects in their future works, and we will witness the actual implementation of con-
sensus in the real-world applications.
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