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Abstract
In recent trends, artificial intelligence (AI) is used for the creation of complex automated 
control systems. Still, researchers are trying to make a completely autonomous system that 
resembles human beings. Researchers working in AI think that there is a strong connection 
present between the learning pattern of human and AI. They have analyzed that machine 
learning (ML) algorithms can effectively make self-learning systems. ML algorithms are 
a sub-field of AI in which reinforcement learning (RL) is the only available methodology 
that resembles the learning mechanism of the human brain. Therefore, RL must take a key 
role in the creation of autonomous robotic systems. In recent years, RL has been applied on 
many platforms of the robotic systems like an air-based, under-water, land-based, etc., and 
got a lot of success in solving complex tasks. In this paper, a brief overview of the applica-
tion of reinforcement algorithms in robotic science is presented. This survey offered a com-
prehensive review based on segments as (1) development of RL (2) types of RL algorithm 
like; Actor-Critic, DeepRL, multi-agent RL and Human-centered algorithm (3) various 
applications of RL in robotics based on their usage platforms such as land-based, water-
based and air-based, (4) RL algorithms/mechanism used in robotic applications. Finally, an 
open discussion is provided that potentially raises a range of future research directions in 
robotics. The objective of this survey is to present a guidance point for future research in a 
more meaningful direction.
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1 Introduction

In recent times, robotics has seen a rising trend in various areas such as disaster manage-
ment, healthcare, logistics warehouse, space, etc. However, robots used for current applica-
tions have a limit in both intelligence and self-learning abilities. Thus, they have failed to 
achieve the same level of accuracy as humans possess. Therefore, to address this limitation, 
researchers in robotics have integrated artificial intelligence (AI) with robots. An AI-ena-
bled robot can learn and gain new knowledge from interaction with the environment. This 
helps in the development of a self-learning automated robot. It improves the overall perfor-
mance of the robot in the completion of tasks.

Reinforcement learning (RL) is a framework that helps in the development of self-learn-
ing capability in robots. Basically, RL is a sub-field of machine learning (ML) which is a 
part of AI. Broadly, machine learning is classified into three parts, namely, (1) supervised 
learning: it is a learning mechanism that maps the input to output based on training data-
set and data is labeled (2) unsupervised learning: it is a learning mechanism where agent 
finds the hidden patterns in data-set and data is not labeled (3) reinforcement learning: it 
is a learning mechanism where an agent learns through interaction with the environment. 
Figure 1a, b shows the framework of machine learning mechanism and agent-environment 
interaction in standard RL framework respectively (Sutton 1992; Böhmer et  al. 2015; 
Rylatt et al. 1998; Sutton and Barto 2018; Ribeiro 2002). Comparative analysis of machine 
learning is presented by Wang et al. (2012).

RL framework helps in learning of agents through the interaction with the environment. 
At the beginning of the learning process, the initial policy opted by an agent will direct 
the agent to take action in the present state. The agent-environment interaction provides 
a reward signal and the agent transit into the next state. Here, the reward signal is pre-
designed by the domain expert. Basically, the reward signal quantifies how good is the 
action in that state. The policy is updated based on the obtained reward signal. This agent-
environment interaction generates a trajectory of the current state, execution of action in 
that state, receiving of reward signal, a transition of an agent into the next state, and pol-
icy update. This whole process is repeated in a cyclic manner until the learning process is 
completed as shown in Fig. 1b.

In a more general way, the goal of any RL algorithm is to maximize the cumulative 
reward for finding the optimal policy. In the beginning, an agent follows a random policy 

Fig. 1  a Framework of machine learning, b agent-environment interaction in standard RL framework
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or any pre-defined policy. Then, two tasks are performed for finding the optimal policy, 
namely, policy evaluation and policy improvement. First, policy evaluation means that 
an agent needs to evaluate the value function for the currently adopted policy. Second, 
based on the evaluation of value function the agent modifies its policy known as policy 
improvement. These two tasks are performed in a cyclic manner until the optimal policy 
is obtained. Thus, the obtained policy is used by agents/robots for the accomplishment of 
tasks. In the literature (Zhang et al. 2016; Zhou et al. 2016; Bu et al. 2008; Arulkumaran 
et al. 2017; Sallab et al. 2017; Luo et al. 2018; Nguyen et al. 2017; Li et al. 2019; He et al. 
2017; Luo et al. 2017; Littman 2015; Yang and Gu 2004; Luo et al. 2019; Le et al. 2019; 
Lin et al. 2011), obtained policy by RL shows its effectiveness and capability for multi-
agent system, deep learning, human–robot interaction, target-based search, tracking con-
trol, output regulation, adaptive learning etc. A survey on policy search methods specifi-
cally in robotics is found in Deisenroth et al. (2013b).

A multi-agent system is a group of autonomous agents. They have a common interactive 
environment. Multi-agent RL (MARL) algorithms are developed for speeding the learning 
process of multiple agents in a common environment. These algorithms improve the coor-
dination between agents. This makes the overall system robust because if some agents fail 
to reach the desired goal, then the remaining agents take over the same task and try to solve 
it. Effectiveness of MARL algorithm has been tested on applications like resource manage-
ment, automated marketing, robotics, distributed control, robot soccer game, telecommuni-
cations, etc (Zhang et al. 2016; Zhou et al. 2016; Bu et al. 2008; Yang and Gu 2004; Duan 
et  al. 2012; Madden and Howley 2004). In literature (Modares et  al. 2017), the authors 
have applied the learning of optimal policy in synchronization with other agents without 
knowing the dynamics of each other. In some cases when the environment is stochastic, 
the transition of an agent to the next state is not known. So, the bayesian non-parametric 
statistic approaches with partially observable RL is used for the determination of transition 
probability for an agent (Doshi-Velez et al. 2013).

In practice, robotic systems have higher degrees of freedom (DoFs). Thus, the number 
of states and actions required by RL algorithms see exponential growth. Therefore, RL 
faces a critical problem of higher dimensionality. This degrades the overall performance of 
the agent. In literature (Schaul et al. 2015), various function approximators are proposed to 
tackle the dimensionality problem. Here, we discuss the integration of deep learning with 
RL. It provides an approximated solution. Literature shows that an approximated solution 
also provides the same accuracy as other methods (Nguyen et al. 2017). Briefly, the inte-
gration of deep learning with RL yields deep reinforcement learning (DeepRL). DeepRL 
shows its ability in solving the application of robotics such as navigation and path track-
ing of the robot, object picking task, under-water target-based search, etc., (Arulkumaran 
et al. 2017; Sallab et al. 2017). Since most DeepRL techniques are not much effective for 
robotics because they required more interaction time to learn control policies. This prob-
lem arises because the state-space representation is needed to learn as a part of the con-
trol policy, which is based on observed rewards. However, the reward function quantifies 
how good the state is, which means it does not tell how to find a good state representation 
from the sensory observations. So, state-space representation learning can be useful. There 
are different topologies are provided for integrating the state-space representation into RL 
algorithms (de Bruin et al. 2018). It reduces the overall dimension which yields the least 
time-consuming.

In most cases, the neural network architecture in deep learning is trained using back-
propagation. Thus, the training of deep learning architecture is tedious. As an alternative 
approach, which is based on the evolution of the human brain known as “neuro-evolution” 
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is presented in Stanley et al. (2019). Integration of neuro-evolution with DeepRL leads to 
further advancement in DeepRL. Its application in robotics can lead to a more advanced 
intelligent system like humans.

As the usage of robots in the real-world is rising. Robots are interacting morewith the 
environment and humans. Some authors in literature have exploited this interaction. So, 
Human-centered learning algorithms are developed. In human-centered algorithms, human 
feedback is used to improve the learning process. Basically, algorithms evaluate the human 
feedback that improves the learning efficiency of agents significantly. It leads to increasing 
its applicability in solving real-time applications. Some survey papers have reported on the 
human-centered learning process (Li et al. 2019; He et al. 2017; Littman 2015).

Due to an increase in computational power and the growing popularity of RL in various 
fields, it deserves a focused survey. Although, some survey papers on the RL is reported 
in literature (Kaelbling et al. 1996; Dayan and Niv 2008; Neftci and Averbeck 2002; Kiu-
marsi et al. 2017; Bertsekas 2018; Gosavi 2009). However, most of them only focus on the 
development of RL algorithms. A key survey on “reinforcement learning in robotics” is 
presented in literature (Kober et al. 2013). This survey establishes a link between robotics 
and RL. Particularly, it mainly focused on value-function based and policy search methods. 
A case study on “ball-in cup” with various RL approaches is accomplished. The survey 
provides an insight that the implementation of RL methods in robotics is not straightfor-
ward. Instead, it requires some set of skills like reward function shaping, parameter sen-
sitivity, dealing with high dimensional continuous actions. In the current survey, firstly 
author provides a basic overview of RL methods such as Actor-Critic, DeepRL, Multi-
agent, and Human-centered that are implemented in robotics. Secondly, provide a com-
prehensive survey on the application of RL in robotics. Thirdly, a discussion on various 
RL algorithms/mechanisms presented in the literature on various robotic applications is 
provided. The main focus of this paper is on the wide range of RL applications in robotics 
that is based on air, land, and water-based usage. It makes this survey unique in nature. The 
main contributions of this paper are: 

1. A basic overview of RL approaches based on Actor-Critic methods, DeepRL, Multi-
agent, and Human-centered that applied in robotic science is presented.

2. Detailed survey of robotic applications in air, land, and water-based on the RL is dis-
cussed.

3. Various learning mechanisms developed by authors in the literature are presented.
4. Key challenges faced by RL and some open problems are provided.

Paper is organized as: Sect. 2 presents the overview of reinforcement learning, which is 
the cornerstone of robotic application. Section 3 describes an application of various RL 
approaches in robotics. Section 4 discussed the survey on some exciting RL mechanisms 
adopted by authors to find the optimal policy in different applications as found in the lit-
erature. The general outlook is provided in Sect. 5. Finally, Sect. 6 provides a conclusion.
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2  Overview of RL

2.1  Development of RL

The concept of RL is derived from the early work of Bush & Moseller and Rescorla & Wag-
ner in rhesus monkey striatum. In order to perform a voluntary movement, the striatum pre-
sent in the mid-brain of the monkey takes an action. The selection of action is based on signals 
received from the cortex. The signal generated by the cortex is based on the choice selected 
from a different set of choices. After the accomplishment of the movement, an output signal 
is received. Dopamine neurons present in brain evaluate a reward prediction error i.e., RPE = 
(r(t) − wi(t)) . RPE is the difference between experience output and the value obtained from 
the striatum. This complete process is captured by the Rescorla-Wagner equation (Rescorla 
et al. 1972; Averbeck and Costa 2017), and it is given by (1),

Equation (1) summarizes the learning process, where the update is controlled by the learn-
ing parameter � . Extension of Rescorla-Wagner equation leads to temporal-difference (TD) 
rule, where agent decides an action based on the state it encounters. Thus, TD rule at action 
i is represented by (2),

where variable st is state at t, and � is the discount rate for future estimates of values. This 
generalization is very successful in finding the optimal policy in robotics. Comparative 
analysis/parallelism of RL in the biological and artificial system is presented in a survey 
paper (Neftci and Averbeck 2019).

2.2  Background of RL

RL is a sequential methodology, where learning process of agent takes place in stochas-
tic environments. Basically, the agent learns about the optimal policy. The optimal pol-
icy defines which action is needed in current state. In order to generate an optimal policy, 
agents interact with the environment. Agent-environment interaction generates a trajectory 
of state-action-reward-next state. The complete process is working in discretization man-
ner and it is modeled by Markov decision process (MDP), denoted by < S,A,P,R, 𝜆 > . At 
time t, the agent chooses an action from action-space A and execution of the action results 
agent to reach in next-state St+1 � {S} . The transition of agent for current state St to next 
state St+1 is governed by transition probabilities. Then, the agent receives a scalar reward, 
i.e., rt+1 , from an environment. The reward is defined by R ∶ S × A × S → ℝ . The goal of 
the agent is to maximize the total accumulated reward received at time t, represented as 
∑∞

j=0
�jrt+j+1 , where � � [0, 1] is the discount rate. Therefore, Overall return over policy is 

given by 
∑∞

j=0
�jR(st+j,�(st+j), st+j+1) . Thus, expected return over policy is given by Eq. (3),

(1)wi(t + 1) = wi(t) + �(r(t) − wi(t))

(2)wi(st) ↢ wi(st) + �(r(t) − wi(st) + �wi(st+1))

(3)Q�(s, a) = E

{ ∞∑

j=0

�jrt+j+1|st = s, at = a

}
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Like most RL algorithms (Bertsekas 1995; Puterman 2014; Watkins and Dayan 1992; Sut-
ton 1988), in temporal difference (such as Q-learning, SARSA etc.), agent learns the 
action-value function defined as Q∗(s, a) = max

�
Q�(s, a) . TD error �t is given by (4),

where Q(s�, a�) & Q(s, a) is expected value of state s′ at time step t + 1 and expected value 
of state s at time step t respectively. Here, TD error is used to update the iterative relation 
as given by (5),

As per literature, Q-learning uses max(Q(s�, a�)) instead of Q(s�, a�) as compared to SARSA 
algorithm. It makes Q-learning and SARSA working as offline and online algorithms 
respectively. The major disadvantage of these algorithms is that the expected future return 
is not exact because these returns are truncated to zero after some time steps. So, these 
algorithms may not yield good outcomes, especially for highly sensitive robotic applica-
tions. Thus, Deep learning techniques are integrated with RL for better estimation.

2.3  Basic RL algorithms

In real-life applications like robotics, it is impossible to store the exact value function for 
every state-action pairs separately. Because the learning process is in a continuous state 
and action space. So, most RL algorithms practically use function approximation to cover 
all states and actions. In literature, we found some parametrized RL algorithms (Grondman 
et al. 2012). Here these algorithms are classified into three groups: Actor, critic & Actor-
critic methods. The meaning of actor and critic are policy and value functions respectively.

2.3.1  Critic‑methods

Variance is present in expected returns because of estimation. So, in order to reduce the 
variance in the estimation of expected returns, the critic method uses TD learning (Boyan 
2002). They select an action that provides the highest reward known as greedy actions. 
Then it is used for deriving the policy (Sutton and Barto 2018). However, in order to find 
the best action, there is a need for optimization in every state that the agent encounters. 
This is a significant drawback because it requires an intensive computation, especially 
when the action space is continuous. Thus, the critic method uses the discretization of the 
action space. However, it undermines the ability of continuous action for finding the true 
optimum. Basically, critic-methods like Q-learning (Watkins 1989; Bradtke et  al. 1994) 
and SARSA algorithm (Rummery and Niranjan 1994), uses a state-action value function 
only and no explicit function for policy. Thus, the optimal value function is obtained by 
approximating the solution of bellman equation (Sutton and Barto 2018). A deterministic 
policy based on the greedy search is obtained using optimization over state-action value 
function given by (6),

(4)�t = rt + �Q(s�, a�) − Q(s, a)

(5)Q(s, a) ← Q(s, a) + � ∗ �t

(6)�(s, a) = argmax
a

Q(s, a)
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The resulted policy will not provide a guaranteed near-optimal for the approximated value 
function. As per literature, Q learning and SARSA doesn’t converge to an optimal solu-
tion even for simple MDPs with approximator (Baird 1995; Gordon 1995; Tsitsiklis and 
Van Roy 1996). However, in some articles(Melo et al. 2008), authors provide the guaran-
tee of convergence if trajectories are sampled according to on-policy distribution for some 
parameters function approximators. Conditions for convergence and bound on error is pre-
sented in (Tsitsiklis and Van Roy 1997).

2.3.2  Actor‑methods

Actor-methods are primarily applied with parameterized policy (the advantage of these 
policies is that it can generate continuous actions). Thus, the optimization techniques 
can be directly applied over parameter space. However, optimization methods such as 
policy gradient suffer from slow learning (because it has a high variance in estimates 
of a gradient). Policy gradient techniques are generally known as actor-methods that 
don’t use any stored value function (Gullapalli 1990; Williams 1992). Here, the goal 
of RL is to maximize the total return. Reward obtained can be presented by discounted 
reward and average reward (Bertsekas 1995).

In the Discounted reward setting, Cost function C is defined as the expected total 
rewards that start from initial state s0 over some policy �(s, a) as given by Eq. (7),

Average reward per time step over some policy �(s, a) is given by Eq. (8),

In policy gradient method, policy �(s, a) is parameterized by parameter l � Rk . Consider, 
cost function given by (7) and (8) are function of l. Thus, gradient of the cost function 
(assume the cost function is continuous) w.r.t. l is given by (9),

Thus, the local optimal solution obtained by updating the rule iteratively as (10),

The advantage of the actor method is that it allows the policy evaluation in continuous 
action space. And also provides a strong convergence property (Sutton and Barto 2018; 
Peters and Schaal 2008). The learning rate � must satisfy the equation (11) for making the 
gradient free from bias.

(7)C(�(s, a)) = E

{ ∞∑

j=0

�jrj+1|s0,�(s, a)
}

(8)C(�(s, a)) = lim
m→∞

1

m
E

{ m−1∑

j=0

rj+1|�(s, a)
}

(9)∇lC =
�C

��l

��l

�l

(10)Cj+1 = Cj + �∇lCj

(11)
∞∑

j=0

𝛾 = ∞ &

∞∑

j=0

𝛾2 < ∞
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However, the estimated gradient has larger variance and calculated gradient have no knowl-
edge of past estimates, a major disadvantage of actor-methods (Riedmiller et  al. 2007; 
Peters et al. 2010; Sutton et al. 2000).

2.3.3  Actor‑critic‑methods

The actor-critic method combines the advantages of both actor and critic methods. It 
brings parametrized policy for the advantage of computation in continuous action space 
from actor method and low variance in the estimation of return from the critic-method. 
Thus, the critic’s estimate allows the actor to update gradients with lower variance. It 
also improves the learning process. In comparison to the other two methods, actor-critic 
provides a good convergence property (Konda and Tsitsiklis 2000). Here, the policy is 
updated in the gradient direction with a small learning rate. Thus, the small change in 
value function leads to less oscillatory behavior of policy (Baird III and Moore 1999). 
The schematic framework of actor-critic is shown in Fig.  2. Learning framework has 
two parts: (a) actor (policy) (b) critic (value function). At a given state s, actor-part gen-
erates a control input u. Whereas, critic-part process the obtained reward. The actor is 

Fig. 2  Framework of the Actor-
critic Method. Here, the dashed 
line represents Critic is respon-
sible for updating of actor and 
itself (Grondman et al. 2012)

Table 1  Salient features of critic, actor, actor-critic method

Methodology → features ↓ Critic-method Actor-method Actor-critic method

Algorithm Q and SARSA Gradient Q, SARSA and Gradient
State-action value function Stored Function use No stored Function use Stored Function use
Explicit policy function No Policy Parametrized Policy Parametrized Policy
Action space Discrete Continuous Continuous
Convergence Weak Strong Strong
Variance in Estimated grad. -Na- Large Low
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updated after some steps of policy evaluation, using the information gained from critic. 
In-depth knowledge of actor-critic methods can be obtained from (Konda and Tsitsiklis 
2000; Witten 1977; Barto et  al. 1983). Comparative analysis of actor-method, critic-
method, and actor-critic method are given in Table  1.

2.4  DeepRL algorithms

In the past, RL is limited to the lower-dimensional problem because of complexity in 
memory and computation. In recent years, the power of deep neural network enables 
us to use new tools, such as function approximation and representation learning, to 
overcome the limitation of RL. Therefore RL is integrated with deep learning. Resulted 
DeepRL helps in scaling-up the RL computation into higher-dimensional problems. 
In literature, Deep Q-Network (DQN) is developed by google’s deep-mind Mnih et al. 
(2015a). The salient contribution of DQN is: (1) experience replay and target network 
stabilize the training of value function approximation (2) only minimum knowledge is 
required to design end-to-end RL. The major drawback of DQN is that it over-estimate 
the value function because it uses max-operator for both selection and evaluation of 
an action. So, in order to overcome the problem of over-estimation, Van Hasselt et al. 
(2016) proposes a Double-DQN algorithm. It uses a max operator for the selection of 
actions only. Several survey papers on DeepRL applied in various applications have 
reported in (Nguyen et al. 2017; Liu et al. 2019; Nguyen et al. 2018). The evolution of 
DeepRL is shown in Fig. 3.

Fig. 3  Evolution of DeepRL
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2.5  Multi‑agent based RL algorithms

Agents in multi-agent systems are pre-programmed by using the knowledge of domain 
experts. Pre-programming of agents behaviour before encountering the different situation 
in complex environments is a very tedious task. Thus, multi-agent RL algorithms are devel-
oped. It is found in literature that multi-agent RL have been applied in robotics, economics, 
data mining, etc (Vlassis 2007; Parunak 1999; Stone and Veloso 2000; Yang and Gu 2004). 
Basically, multi-agent RL algorithms are derived from model-free algorithms like tempo-
ral-difference (specifically Q-learning). In multi-agent RL, MDPs is represented by tuple 
< S,A1,…Am,P,R1,… ,Rm, 𝜆 > . where, m is the number of agents; S: sets of the discrete 
environment states; Ai , i = 1,… ,m are discrete sets of actions defined by joint action set 
A = A1 × A2 ⋯ × Am ; State transition probability is defined as P ∶ S × A × S → [0, 1] and 
Ri ∶ S × A × S → ℝ , i = 1, 2,…m are reward functions of all agents.

In Multi-agent RL, transition of states is a result of joint actions, i.e., 
Ak = [AT

1,k
,…AT

m,k
]T , Ak�A , Ai,k�Ai . Policies �i ∶ S × Ai → [0, 1] forms the joint policy � . 

Q-function depends on joint action and policy defined as Q�
i
∶ S × A → ℝ . In multi-agent 

RL framework, the behavior of agents is given by the values of individual reward as: (1) 
If R1 = ⋯ = Rm then the stochastic behavior of the agent is said to be fully-cooperative, 
it means the goal of all agents is to maximize the total reward (2) If m = 2 and R1 = −R2 , 
then the stochastic behavior of the agent is said to be fully-competitive, it means the goal 
of agents is opposite to each other (3) In some cases, the stochastic behavior of the agent 
is neither fully-cooperative nor fully-competitive, said to be mixed behavior. Depending on 
agent awareness and type of task assigned, multi-agent RL algorithms are categorized as 
given in Table 2 (Bu et al. 2008). The goal of multi-agent RL is to make a balance in adap-
tiveness and stability of learning between agents. Here, stability and adaptiveness ensure 
the stationary policy and improvement in performance when agents change their policies 
respectively (Bowling and Veloso 2002; Greenwald et  al. 2003; Hu and Wellman 2003; 
Bowling and Veloso 2001).

2.6  Human‑centered RL algorithms

The major drawback of traditional RL is that the learning process is very slow. At the 
beginning of the learning process, RL needs a lot of trials and errors for finding an optimal 
policy. However, for real-time applications like real robotics, failure at the beginning may 
cause large costs. So, reward shaping techniques are developed for the learning of agent in 
complex robotics task (Ng et al. 1999; Thomaz and Breazeal 2008; Tenorio-Gonzalez et al. 
2010). In real-world applications, robots need to learn how to perform a specific task and 
learn according to human likings. Thus, the human-centered algorithm has been developed 

Table 2  Multi-agent RL algorithm based on awareness degree of agent and task type (Bu et al. 2008)

Awareness degree of Agent 
→ Task type ↓

Independent Tracking Aware

Cooperative Co-ordination free Co-ordination based Indirect co-ordination
Competitive Opponent free – Opponent aware
Mixed Agent-independent Agent-tracking Agent-aware
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(Ho et al. 2015; Li et al. 2019). Human-centered RL algorithms use reward shaping tech-
niques. The agent learns the optimal policy using evaluative feedback from a human oper-
ator. This framework helps agents to speed up the learning process, especially feedback 
from ordinary people. In these algorithms, agents get evaluated feedback from the human 
observers which quantifies the quality of the selected action. Agent updates the policy 
online based on feedback. The complete framework of Human-centered RL is shown in 
Fig. 4. Depending on human-feedback, comparison and classification of human-centered 
RL are shown in Table 3 and Fig. 5 respectively.

Fig. 4  Framework in human-
centered RL algorithm (Li et al. 
2019)

Table 3  Comparison of various human-centered RL algorithm

Methods → features ↓ Categorical feedback Interactive shaping Policy feedback

Model of feedback distribution Required Not required Required
Tested Human feedback Human feedback Run with traditional RL
Effectiveness with Human 

Feedback
Good Good Further exploration needed

Fig. 5  Human-centered RL algorithm



956 B. Singh et al.

1 3

2.7  Deep neuroevolution RL

Generally, DeepRL networks are trained using policy gradient learning algorithms. It has 
two drawbacks: (1) computation cost is high due to deep learning networks, and (2) tun-
ing of network parameters is done by gradient methods. However, due to the structure of 
the deep network, the objective function is non-convex in most cases. Thus, the solution 
converges to a local optimum point. Evolutionary algorithm substitutes gradient methods 
for tuning of DeepRL networks. However, an evolutionary algorithm can be considered 
as policy gradient methods because it is similar to finite-difference-approximation of the 
gradient. Thus, neuroevolution comes into the picture. Neuroevolution is a technique that is 
used to design the architecture of the neural networks and learning rules which is based on 
evolutionary principles in the biological brain. It ultimately includes the learning of hyper-
parameters, activation function, forming of new architecture with time. Different algo-
rithms are developed with time such as, neuroevolution of augmenting topologies (NEAT) 
that evolves both weights and architecture of ANN. However, it has encoding challenges in 
large ANN’s. So, HyperNEAT is developed to address encoding issues (Such et al. 2017; 
Stanley et al. 2019). Basically, these methods tune a large number of parameters simulta-
neously rather than one parameter at a time. Thus, when neuroevolution integrated with 
DeepRL, it leads to generalized artificial intelligence, which is advantageous to produce 
more advanced intelligent robots.

3  Applications

In this section, the authors have discussed the application of RL in robotics. Here, the 
applications are categorized based on air, under-water, and land-based usage. Figure  6 
shows the application of various RL based learning in robotic science based on usage as 
per literature. 

Fig. 6  Application of RL in Robotic Science
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1. Under-water based robots This section focused on the application of RL in under-
water robotics. The autonomous underwater robot is very advantageous in the study 
of deep-sea, i.e., minerals under the crust of the earth, aquatic life, etc. However, it is 
very difficult to control the autonomous underwater robot because the environment is 
dynamic. Thus, the authors have developed various architectures for underwater robots 
as reported in literature (Palomeras et al. 2012; El-Fakdi and Carreras 2013; Yu et al. 
2015b; Hu et al. 2019; Cao et al. 2019; Carlucho et al. 2018; Cheng and Zhang 2018; 
Frost et al. 2015). 

(a) Tracking & Navigation Cables are laid widespread in the deep sea for communica-
tions or the internet. There is a necessity to track the cables for fault detection or 
required maintenance. Thus, in an article (Palomeras et al. 2012), authors have 
developed a hybrid approach using a natural actor-critic (NAC) algorithm with 
LSTD-Q(� ) for cable tracking mission. Likewise, the two-step learning approach 
based on an actor-critic algorithm for visual-based cable tracking is developed 
in El-Fakdi and Carreras (2013). Here the hydrodynamic model of the vehicle 
is used. Firstly, a policy is learned in simulation. Then, a learned policy is trans-
ferred to Ictineu AUVs in a real environment. In deep-sea, there is a requirement 
for effective control mechanisms for an autonomous system for navigation and 
obstacle avoidance. Episodic natural actor-critic (ENAC) algorithm is imple-
mented for path planning and navigation in the deep sea for marine archaeology 
(Frost et al. 2015). In article (Cheng and Zhang 2018), a concise DeepRL obstacle 
avoidance (CDRLOA) based on avoidance reward algorithm is presented for 
navigation in an unknown environment.

(b) Control The effective control mechanism consists of adaptiveness with param-
eter variation/noise is required for AUVs. A combined framework of DeepRL 
and Actor-critic algorithm is applied on Nessie VII AUVs for adaptive control 
(Carlucho et al. 2018).

(c) Target-search Sometimes it is necessary to make target based search in deep-sea. 
Thus, the authors have developed an integrated approach of DeepRL and DQL 
algorithm based on dual Q-network for target-based search and implemented on 
Neptune-I AUVs (Cao et al. 2019). In article Hu et al. (2019), authors have devel-
oped an integrated methodology of temporal-difference with deterministic policy 
gradient (DPG) algorithm for plume-tracing task. Here, a model of the chemical 
plume is based on probabilistic descriptions of spatial and temporal evolution is 
used.

(d) Multi-coordination In complex environments like deep-sea, it is necessary to 
make proper coordination between various AUVs. Thus, authors in Yu et al. 
(2015b) have developed a behavioral-based hierarchical architecture composed 
of fuzzy logic and Q-learning. The developed approach is tested on a 2vs2 water 
polo game.

Table  4 comprises the application of RL in underwater robotic. 

2. Air-based robots Air-based robots have found numerous applications like surveillance, 
disaster management, real-time communication, multi-coordination operations, etc. 
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Future aerial robots need to operate more intelligently with uncertainty present in an 
environment like turbulence present in the air, loss of GPS connection, etc. Therefore, 
the vehicle needs to operate efficiently and autonomously based on its own-board sen-
sors. As reported in literature (dos Santos et al. 2015; Xiao et al. 2017; Zhu et al. 2018; 
Hu et al. 2018; Wang et al. 2019; Zeng et al. 2016; Yin et al. 2019; Wu et al. 2019; La 
et al. 2014; Faust et al. 2014; Hung and Givigi 2016; Hwangbo et al. 2017; Lambert 
et al. 2019; Shi et al. 2016), authors have developed various topologies to address the 
difficulty faced by aerial vehicles. In this section, we have discussed the application of 
RL in Air-based robots as given below:

(a) Transportation Delivery of time-sensitive goods like body organs, etc. in time, is a very 
challenging task. In article (Faust et al. 2014), the authors have proposed a model-free 
based RL with continuous inputs for rendezvous cargo delivery task by quadcopter. In 
which, quadcopter need to carry a suspended cargo and handover to a land-based robot 
in a swing-free fashion.

(b) Construction UAVs can be advantageous on the construction site. It improves com-
munication, safety, or does survey by taking real-time imaging of the field. Thus, an 
adaptive scheme for the planning of construction using quad-rotor, an aerial vehicle 
based on the RL and heuristic is presented in (dos Santos et al. 2015).

(c) Flock Control In a flock, flocking-followers need to follow the leader of the flock. In 
article (Hung and Givigi 2016), authors have purposed a flock control mechanism based 
on Q-learning, where the learning rate of followers is variable based on Peng’s Q(�).

(d) Navigation Navigation of UAVs in a dynamic environment is a very big challenging 
task. In article Zhu et al. (2018), the authors have proposed DeepRL based DQN 
algorithms for shepherd game. Where the aerial robot needs to establish contact with 
ground vehicles and sequentially drive them to safe regions with obstacle avoidance in 
the path. Likewise, in article Wang et al. (2019), the authors have proposed a DeepRL 
algorithm based on policy gradient within an actor-critic framework for navigation of 
UAVs in complex environments. In article (Shi et al. 2016), the author proposed an 
integrated approach of image-based visual servoing (IBVS) with fuzzy logic based RL 
for quad-copter.

(e) Protection from threats Cyber-attack on UAVs have posed a great threat to its operation. 
To mitigate this challenge, authors have proposed a mechanism in Xiao et al. (2017), 
Deep Q-learning is used for speeding the learning process of agents in UAVs to counter 
when it is under-attack, without knowing the dynamics of the attacker model.

(f) Cellular network aided In the article, Hu et al. (2018) and Yin et al. (2019), authors 
have proposed real-time sensing with UVAs to serve as aerial bases for the ground 
station for effective communication.

(g) Control task Control of quadcopter in a stochastic environment is very challenging. In 
the article, Hwangbo et al. (2017) and Lambert et al. (2019), authors have presented a 
policy optimization and model-based DeepRL with Model predictive control, respec-
tively for the control of quadcopter.

(h) Multi-coordination In article (Zeng et al. 2016), authors have presented an energy-
efficient and continuous movement control ( E2CMC ) algorithm for control of multiple 
drones. Its salient feature is that the multiple drones can coordinate each other in an 
efficient manner. Likewise, in article (Viseras and Garcia 2019), the authors have 
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developed a DeepIG algorithm for a quadcopter. It helps in learning the quadcopters to 
learn the mechanism of gathering new knowledge in a coordinated manner. Here, the 
multiple robots use the principle of information-gain mechanism for either mapping 
or gathering information about unknown terrain.

(i) Disaster Management In a complex disaster environment, UAVs can be employed to 
target based search. In article (Wu et al. 2019), the author proposed a DeeRL based 
snake algorithm for searching the targets like injured humans.

Table 5 comprises the application of RL in air-based Robotic. 

3. Land-based robots The autonomous land-based vehicle is a robot that operates without 
a human operator. The vehicle uses high-end technology based on AI. Though, land-
based robots find a wide range of applications in the real-world such as picking objects, 
navigate through a crowded area without collision, manufacturing sites, etc. However, 
it faces some challenges like uncertainty present in the real environment, disturbances 
presented in feedback signals obtained from vision-based sensors, etc. In literature, 
authors have presented many approaches for control of land-based autonomous vehicles 
as described below: 

(a) Navigation and obstacle avoidance Navigation of the robot through a crowded 
area and finding the optimal path to reach the end goal of avoiding the collisions 
are very difficult tasks. Many learning mechanisms are proposed in the literature 
(Xu et al. 2011; Whitbrook et al. 2007). Fuzzy controllers are most prominent for 
solving this task (Beom and Cho 1995; Yung and Ye 1999; Gu and Hu 2007; Li 
et al. 2010; Er and Deng 2005). Hereby fuzzy rules and parameters of the con-
troller are tuned by RL. Specifically, the hybrid approach for obstacle avoidance 
is presented for the adaption of robots to the new environment without human 
intervention. The developed approach is based on the actor-critic structure (Er and 
Deng 2005; Hwang et al. 2009). As per literature, some authors have proposed a 
fuzzy-based neural network, and its parameters are tuned using model-based RL, 
DeepRL, etc., for obstacle avoidance and navigation (Zalama et al. 2002; Ye et al. 
2003; Meeden 1996; Antonelo and Schrauwen 2014; Wang et al. 2018b; Ohnishi 
et al. 2019; Markova and Shopov 2019). In article (Bejar and Moran 2019), the 
authors have presented a fuzzy-based neuro controller using DeepRL for reverse 
parking of truck in parking plot. It is important to navigate the mobile robot in 
complex environments. Thus, in an article (Juang and Hsu 2009) authors pre-
sented a Q-learning enabled based on ant-optimization. A policy network based 
on a deep Q-network is presented for path planning in the dynamic place (Lv et al. 
2019). In order to increase the robustness for initial states and learning ability of 
mobile robots, a quantum-inspired RL is proposed in literature (Dong et al. 2010). 
A multi-objective neuro-evolutionary approach is proposed for autonomous driv-
ing, where perception-based planning deep neural network is used for estimation 
of desired state trajectories over a finite prediction horizon (Grigorescu et al. 
2019). Response time to obstacle avoidance/navigation task should be less, thus 
in article (Plaza et al. 2009) authors have presented an integration of cell mapping 
technology and Q-learning for WMV car-robot. When the obstacles are moving 
like in crowded places, navigation becomes a very tough task. In (Lin et al. 2013), 
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weighted based Q-learning is presented for multi-robots. Autonomous RL based 
learning for multiple interrelated tasks for the iCub robot for obstacle avoidance 
is presented (Santucci et al. 2019), where learning is automated.

(b) Manufacturing In hazardous places like manufacturing sites (high tempera-
ture), etc., robots can be used effectively in place of human operators. Thus, 
in literature, some authors have proposed a mechanism for smoothing of metal 
surfaces(Tzafestas and Rigatos 2002). It is based on sliding mode control and a 
fuzzy controller. Controller parameters are tuned by RL. Controlling mechanism 
that involves multiple learning levels for the execution of partially changeable 
tasks like industrial tasks, etc., is also presented in literature (Roveda et al. 2017). 
Here, controller parameters are learned by iterative learning and RL.

(c) Object picking tasks In the industry or household work, robots need to pick things 
from one place and put that in another place. As per literature, An integrated 
approach of genetic programming and RL is developed (Kamio and Iba 2005). 
The proposed approach is applied to the four-legged robots and humanoid robots 
for box-moving applications. Likewise, a hybridized algorithm based on bio-
inspired (Farahmand et al. 2009) i.e., RL, cooperative evolution, and culturally 
based memetic algorithm, is developed. It helps in the automatic development of 
behavior-agent. The effectiveness of the algorithm is evaluated on object-picking 
tasks. Likewise, the interactive RL approach is proposed for a simulated robot for 
cleaning of table (Cruz et al. 2016). Some authors in literature developed a learn-
ing mechanism for picking objects correctly without slipping. In the proposed 
mechanism, the author uses RL, plus visual perception based on reactive control 
(Falco et al. 2018). Hereby, the objective of RL is to fulfill the in-hand manipula-
tion goals and minimization the intervention of reactive control. In (Rombokas 
et al. 2012), RL enabled synergistic control of ACT hand is presented. Here, 
learning of hand is based on path integral policy-improvement for basic tasks 
such as sliding the knob/switch. In order to distinguish between things and pick 
the right one in moving objects. A DeepRL based learning for the 3AT robot is 
presented in (Yang et al. 2018). Here, the control is in continuous action space. 
Likewise, a 7-DoF arm of ABB Yumi is presented to learn the policies for grasp-
ing, reaching, and lifting tasks based on DeepRL (Breyer et al. 2019).

(d) Control tasks Controlling the higher degrees of freedom (DOF) system is a very 
complex task. In literature, the authors have accomplished the control of different 
DOF robots (Foglino et al. 2019; Wang et al. 2013; Hazara and Kyrki 2019; Xi 
et al. 2019; Caarls and Schuitema 2015; Carlucho et al. 2017; Heidrich-Meisner 
and Igel 2008; Da Silva et al. 2012; Muelling et al. 2010). Likewise, 7-DOF simu-
lated robot has been controlled using model-free RL (Stulp et al. 2012) and learn-
ing of controller for a 32-DOF humanoid robotic system based on policy gradient 
RL for the stair climbing task is developed (Fu and Chen 2008). Motion control 
of two-link brachiation and 2-DOF SCARA robot is presented in Hasegawa et al. 
(1999); Sharma and Gopal (2008). Here, fuzzy-based self-scaling RL is used for 
faster convergence and robustness against disturbance. Likewise, balancing of the 
robot on a rotating frame is a very challenging task. Thus, integration of model-
based RL with model-free RL is proposed for balance control of a biped robot on 
a rotating frame where the velocity of the rotating frame is not known in advance 
(Xi et al. 2019).

(e) Vision based A Controller for wheeled mobile robots based on robust vision-based 
with Q-learning developed (Wang et al. 2010). Here, the vision sensor is used to 
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provide a feedback signal back to the controller. Likewise, a robotic soccer goal-
keeper for catching the ball is learned based on experience replay (Adam et al. 
2011). In article (Gottipati et al. 2019), authors developed a deep active localiza-
tion based on DeepRL and end-to-end differential method. Here the perception 
and planning for complex environments like a maze is developed. The end-to-end 
differentiable method is presented for the training of agents in simulations and 
then the trained model is transferred to the real robot without any refinement. The 
proposed system is composed of two modules: (1) Convolutional Neural Network 
(CNN) for perception and (2) DeepRL for planning.

(f) Jump in the intelligence of robot Tabular model-free online algorithm,i.e., SARSA 
( � ) learning is applied to games like First Person Shooting (FPS), in which a lot 
of different learning methodology is combined with a RL controller to obtain new 
bot artificial intelligence (McPartland and Gallagher 2010).

(g) Protection from threats In the real world, it is necessary to make an AI system safe 
from threats. In literature (La et al. 2014), a multi-robot system which integrates 
the reinforcement learning and flocking control that ensures the agent to learn 
about the avoidance of enemy/predator in between the path while maintaining the 
communication and network connectivity with each other.

(h) Disaster management In a natural disaster, many lives are lost due to inadequate 
amount of human resources. Therefore, integrated AI-enabled robots can aid the 
disaster management team for rescue beings. Thus, as per literature authors have 
developed a robust architecture based on RL, which provides a semi-autonomous 
control for rescuing robots in unknown environment (Doroodgar et al. 2014), aim 
of the controller is to enable the robot to self-learning in unknown environments 
by its own experiences with the cooperation of human operators.

(i) Human–robot interaction (HRI) HRI has found numerous application in the litera-
ture (Modares et al. 2015; Li et al. 2017a; Ansari et al. 2017; Huang et al. 2019; 
Khamassi et al. 2018; Koç and Peters 2019; Deng et al. 2017). As per literature 
(Modares et al. 2015), a human–robot interaction framework is proposed to assist 
human operators for specific-task with better efficiency and minimum workload. 
Basically, the framework has two controllers. The first one is an inner loop con-
troller, which makes unknown dynamics of robot behaving like a robot imped-
ance model, then this model is converted into a linear quadratic regulator (LQR) 
problem. The obtained LQR problem is iteratively solved by RL. The second 
one is an outer loop controller, which consists of human and robot to perform a 
specific task. Likewise. in Li et al. (2017a), an adaptive impedance controller is 
developed based on the Lyapunov function, and then the complete framework is 
reformulated as an LQR problem when the human arm model is unknown. After-
ward, the LQR problem is optimized using integral RL. It helps in minimizing 
tracking error. To address the issue of adaption of the robotic assistant rollator to 
patients in different situations. A model-based RL is proposed for adapting the 
control policy of robotic assistant (Chalvatzaki et al. 2019).

(j) Learn from demonstration In article (Hwang et al. 2015), biped robot learns from 
walking patterns. Two different Q-learning mechanisms are proposed, the first 
mechanism learns a policy to adjust its walking by the gait-to-gait analysis to 
make the robot stable, and the second mechanism for refinement of walking. This 
allows walking faster subject to constraints. It also reduces the dimensionality of 
action space for faster learning.
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(k) Safe passage from crowded area When the dynamics of system and environment 
is unknown, then learning approaches are most suitable in designing a control 
policy for robots. However, learning from scratch required a lot of trial runs. 
These trails can damage the robot. Therefore, in literature (Koryakovskiy et al. 
2018), an approach is proposed to mitigate this problem by integrating the RL 
with the model-predictive controller. Likewise, an algorithm is proposed for the 
safe passage of robot in crowded dynamic environments (Truong and Ngo 2017).

(l) Optimal control Parametrized batch RL algorithm based on the actor-critic 
architecture is designed for optimal control of autonomous land vehicles (ALVs) 
wherein, least-square batch updating rule is implemented for better efficiency 
(Huang et al. 2017). Likewise, event-triggering optimal controller is proposed to 
non-linear robotic arm based on identifier-critic architecture (Yang et al. 2017), 
where identifier network is composed of the feed-forward network (FFN) which 
aim to retrieve knowledge about unknown dynamics and complete framework of 
architecture is developed using RL.

(m) Cognitive In order to provide cognitive capability like human-level decision-
making ability. A multi-task learning policy is proposed for the learning of the 
non-linear feedback policy that makes robot self-reliant (Wang et al. 2018a).

(n) Miscellaneous In recent times, the usage of robots in medical science is increased 
significantly. In article (Turan et al. 2019) author presented a magnetically actu-
ated soft capsule endoscope with minimizing the trajectory tracking error based 
on DeepRL.

Table   6 comprises the different approaches integrated with RL in land-based robotic 
applications. 

4  Reinforcement learning algorithms/mechanism

In this section, a brief discussion of RL algorithms applied in various applications in the 
previous section is presented. 

1. Sarsa (� ) Algorithm Integration of sarsa algorithm with eligibility traces results in 
sarsa ( � ) (McPartland and Gallagher 2010). Eligibility traces are used to speed up the 
learning process by allowing the past actions for taking the advantage from the current 
reward, and it also learn the sequence of actions. Algorithm 1 shows the steps of the 
Sarsa algorithm. e(s,a) ← � � e(s,a) reduces the eligibility trace of past visited state-
action pair. Thus, this reduction impacts the state-action pairs that have been visited in 
past and allows them to get more of the current reward.
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2. Natural Actor-Critic (NAC) Algorithm Basic policy gradient methods have shown their 
applicability in various applications. However, their implementation in real tasks sug-
gests that its result are not much satisfactory. Hence, the NAC algorithm is developed. It 
integrates the advantage of both policy gradient and value function methods. It contains 
two parts, (a) First one is critic structure, which is represented as a value function and 
it is approximated as a linear combination of parameter l and basis function �(s) i.e., 
V�(s) = �(s)l , and (b) Second one is actor structure, where policy is represented over 
probability distribution defined as, �(a|s) . The goal of the RL algorithm is to maximize 
the expected return represented by (12), 

 where d�(s) is discounted state distribution. Actor-critic and various other policy 
iteration contain two parts, the first one is policy evaluation and the second is pol-
icy improvement. Thus, policy evaluation exploits the experienced data, and policy 
improvement utilizes the evaluation step to improve the current policy until the conver-
gence is obtained.

  Actor improvements: Actor’s policy derivative is defined as ∇llog�(a|s) . Gradient of 
the equation (12) is given by (13), 

 Where b�(s) is defined as a baseline. The difference between (Q�(s, a) − b�(s)) is 
replaced by compatable function approximation parametrized by vector w defined by 
(14), 

 Combining equation (13) & (14) yields (15), 

(12)Cl = E[(1 − �)

∞∑

t=0

�trt|l] = ∫S

d�(s)∫A

�(a|s)r(s|a)dsda

(13)∇lCl = ∫S

d�(s)∫A

∇l�(a|s)(Q�(s, a) − b�(s))dads

(14)f �
w
(s, a) = (∇llog�(a|s))Tw = Q�(s, a) − b�(s)

(15)∇lCl = ∫S

d�(s)∫A

�(a|s)∇llog�(a|s)(∇llog�(a|s))Tdadsw = Flw
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 However, computation of Fl is expensive because discount state distribution is 
unknown. By using fisher metric, ∇lCl is approximately equal to w. Therefore, the 
estimation of parameter w is necessary. Hence, policy parameters are updated as: 
li+1 = li + �w.

  Critic estimation: Critic evaluates whether policy � is good or bad. Accordingly, it 
provides the basis of improvement, i.e., change in parameter l as Δl = �w . Here, com-
patable function approximation is used and that is represented by advantage function 
as: A�(s, a) = Q�(s, a) − V�(s) . The major disadvantage of this function is that it cannot 
be learned from TD-methods. Therefore, compatable function is approximated using 
rollouts or least square minimization methods. It gives the estimated state-action value 
function. However, these methods required training data sets and also have high vari-
ance. Bellman equation is utilized as an alternative and it is defined by (16), 

 Substituting, A�(s, a) = f �
w
(s, a) and V�(s) = (�(s))T l in equation (16). State-action 

value function at time t is defined by (17), 

 Equation (17), leads to two algorithms: 

(a) NAC with LSTD-Q(� ) The solution of equation (17) is obtained using LSTD-Q(� ) 
policy evaluation algorithm. Thus, define a new basis for the value function and 
it is given by (18), 

 A new basis helps in the reduction of bias and variance in the learning process. 
It estimates the state action function. In critic-part, it helps in an approximation 
of equation (17), yields two results: the first one is parameter l and the second 
one is w. Thus, the policy parameters are updated as Δlt = lwt.

(b) Episodic NAC Guarantee of unbiased estimate for natural gradient is necessary. 
So, the equation (17) is summed along a sample path as represented in (19), 

 As N ↣ ∞ or episodic task, the last term is eliminated. Therefore, each roll-
out provides one equation. It becomes a regression problem. For non-stochastic 
tasks the gradient is obtained after dim(l) + 1 rollouts.

   For more information, refer to article (Peters et al. 2005), where authors derive the 
natural actor-critic algorithm based on LSTD-Q(� ) and episodic.

3. Off-policy integral RL Algebraic Riccati Equation (ARE) is given by, 

(16)Q�(s, a) = A�(s, a) + V�(s)

(17)
Q�(st, at) = (∇llog�(at|st))Tw + (�(st))

T l

= r(st, at) + �(�(st+1))
T l + �(st, at, st+1)

(18)
�̂�t = [𝜙(st)

T ,∇llog𝜋(at|st)T ]T

�̃�t = [𝜙(st+1)
T , 0]T .

(19)
N−1∑

t=0

�tA�(st, at) = V�(s0) +

N−1∑

t=0

�tr(st, at) − �NV�(sN)

0 = ATP + PA + PBR−1BTP + Q
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 Basically, it is an iterative policy method, that involves two steps: (a) policy evalua-
tion evaluates the value function related to fixed policy using IRL Bellman equation 
and system dynamics is not involved (b) policy is improved using the value obtained 
in policy evaluation step. A small exploratory probing noise is added to control input 
for sufficient exploration of the state space, which is important for proper convergence 
of optimal value function and this satisfies the persistently exciting (PE) qualitatively 
(Modares et al. 2015).

4. Deterministic Policy Gradient (DPG) Algorithm DPG algorithm comes under the frame-
work of actor-critic methods. In article (Silver et al. 2014; Yin et al. 2019), authors have 
discussed DPG algorithms. When the action space in MDP is continuous then there 
is a required deterministic policy, i.e., a = �l(s) instead of stochastic policy. In other 
words, the learning model should map the continuous state to continuous action. DPG 
algorithms have two components: (a) Experience replay and (b) Model learning. The 
DPG algorithm framework is shown in Fig. 7. In the first component, training data are 
generated by taking actions based on a policy network whose parameters are randomly 
initialized. Collected data in every time-step is placed in the buffer and have formed 
of tuples: < St,At,Rt, St+1 > . For diversity in experience, additional noise is mixed in a 
policy network. Thus, actions generated by the policy network are much more diverse. 
In the second portion, the model is trained using the collected data. Therefore, the main 
policy and value network is learned alternatively using stored data in replay buffer. 
Parameters of the main value network are updated using the gradient method, i.e., 
minimization of the loss function. The loss function is defined as (20), 

 Whereas, the main policy network is updated using a policy gradient given by (21), 

(20)L =
1

2M

M∑

i=1

[Ti − Q(F(Si),Ai)]
2

(21)∇l�
J =

1

M

M∑

i=1

∇l�
�(F(Si))∇Ai

Q(F(Si),Ai)

Fig. 7  Framework of DPG algorithm (Yin et al. 2019)
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 where Ti = Q�(F(Si+1),�
�(F(Si+1))) , F is feature network, Q and Q′ are main and tar-

get value network respectively, � and �′ represents main and target policy network 
respectively and l denotes network parameters. Here, parameters of the feature network 
are updated once either with the main or target network. Simultaneously, the target net-
work is updated as a copy of the main network for some iterations.

5. Parametrized Batch Actor-Critic (PBAC) Algorithm PBAC algorithm in which the para-
metrized feature vectors are trained from sample data for approximating value function 
and policies. This algorithm has a same linear feature for both actor and critic struc-
tures compared to previous actor-critic methods. It is theoretically proved that the same 
feature can provide efficient learning and fast convergence (Huang et al. 2017). Least-
square batch methods are used for better learning efficiency. Pseudo code for PBAC 
learning is given in algorithm 2.

 

 6. Probabilistic Inference for Learning Control (PILCO) Commonly, model-based learn-
ing methods are more promising compared to model-free methods like Q-learning and 
TD-learning. Because model-based methods can efficiently extract more information 
from available data. However, model-based methods suffer from model bias, i.e., here 
it is assumed that the learned model more appropriately resembles the real world. 
Especially, more problem occurs when few data are available and have no prior knowl-
edge of tasks to be learned. In article (Deisenroth and Rasmussen 2011), the authors 
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proposed a probabilistic inference for learning control (PILCO) algorithm, which is 
a model-based policy search method. The framework has three parts: (a) dynamic 
learning model: in order to address the model uncertainty, probabilistic dynamic model 
(non-parametric Gaussian process) is used, (b) analytic approximate policy evaluation: 
deterministic approximate inference is used and (c) gradient-based policy improve-
ment. The salient feature of this algorithm is that it achieves data efficiency even in 
the continuous domain and hence, it can directly be applied to robots.

 7. Policy Improvement with Path Integrals (PI2 ) PI2 is a probabilistic learning method 
and inherited the principles of stochastic optimal control from the path integral. Ham-
ilton-Jacobi-Bellman equation is used to transform the policy improvements into the 
approximated path integral. This algorithm doesn’t have an open tuning parameter, 
except exploration noise. In article (Theodorou et al. 2010), authors derives the gen-
eralized path integral optimal control problem as:

   Optimal control

Probability

Local control

 where superscript c is used to represent the actuated/controllable state. G(c)
ti

 is con-
trol transition matrix, � is regularization parameter. The path integral problem is con-
nected with reinforcement learning as parametrized policies. Here, dynamic move-
ment primitives (DMP) representation is used as generalized policies. It is beneficial 
to use this representation because by varying only one parameter the trajectory 
changes its shape. Initial and final (goal) states are fixed. The authors derived some 
important expressions are (For more detailing refer to this article (Theodorou et al. 
2010)):

   Probability

Cost

 where Ntj
=

R−1gtj
gtj

T

gtj
TR−1gtj

   Parameter update for every time step based on probability average

(22)ati = ∫ p(�i)aL(�i)d�
(c)

i

(23)P(𝜏i) =
e
−

1

𝜆
Ŝ(𝜏i)d𝜏

(c)

i

∫ e
−

1

𝜆
Ŝ(𝜏i)d𝜏

(c)

i

(24)aL(�i) = R−1G
(c)
ti

T
(G

(c)
ti
R−1G

(c)
ti

T
)(G

(c)
ti
�ti − bti )

(25)P(�i) =
e
−

1

�
S(�i)d�

(c)

i

∫ e
−

1

�
S(�i)d�

(c)

i

(26)S(�i) = �tK
+

K−1∑

j=1

qtjdt +
1

2

K−1∑

j=1

(l + Ntj
�tj )

TR(l + Ntj
�tj )
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Final updation of parameter

New value of parameter

 Given: immediate cost: rt = qt + lt
TRlt , terminal cost: �tK

 , stochastic policy: 
at = (gt)

T (l + �t) , basis function: gti , initial parameter l and variance in mean-zero 
noise: 

∑
� . Initially after rollout, equation (25) is used to compute the probability at 

time ti for each trajectory and cost is computed by (26). Then in every step, parameter 
update is calculated based on (27). Equation (28) is used as a final average of param-
eter updating. Then, change in parameter is added to the old value of the parameter 
given by (29).

   Salient features of this algorithm are: (a) updated equation have no numerical insta-
bilities (b) scalable to a higher dimension.

 8. Deep-Q network (DQN) As the state and action become very large in number or 
continuous, memory required by Q-learning becomes inevitable. Thus, mnih et. al. in 
2013 presented an integrated framework of deep learning and Q-learning that solves 
the sample correlation and memory limitation. In 2015 (Mnih et al. 2015b), authors 
proposed a framework of the double-network structure. Its salient features are: (a) 
deep convolutional neural network (CNN), state-action value Q(s,a) is represented 
by Q(s,a;l) and parametrized by l. It solves the memory limitation up-to some extent 
(b) experience replay is used to solve the correlation of samples (c) a separate target 
network is used to handle the TD targets. It estimates the TD target and state-action 
values. Thus, the weights l are updated by (30), 

 9. Weighted Behaviour Q-Learning (WBQL) Algorithm  In multi-robot formations, each 
robot must interact with each other and the environment based on information gain. 
In article (Lin et al. 2013), these capabilities are regarded as self-awareness behavior. 
Thus, the authors proposed an algorithm that is based on a self-awareness mechanism. 
Here, weights are used to mark individual behavior as relative importance. Q-learning 
is used to update the weights, i.e., 

 10. Policy learning by weighting exploration with the returns (PoWER) Algorithm A deter-
ministic mean policy is defined as: â = lT𝜙s,t . Parameter l and basis function � for 
policy is derived from the motor primitive formulation. A stochastic policy is obtained 
by adding exploration �(s, t) to deterministic policy. Thus, the obtained policy �(at|st, t) 
is transformed as (32), 

(27)�ltj = ∫ P(�i)Nti
�ti d�i

(28)[�l]j =

∑K−1

i=0
(K − i)xj,ti [�lti ]j

∑K−1

i=0
(K − i)xj,ti

(29)l(new) = l(old) + �l

(30)
lt+1 = lt + �[rt + � ∗ maxat+1�AQ(st+1, at+1;l

TD)

− Q(st, at;lt)] ∗ ∇Q(st, at;lt)

(31)Q(s, a) ↢ Q(s, a) + � ∗ [w(s, a) ∗ r + � ∗

n∑

k=1

(w(s�, k) ∗ Q(s�, k)) − Q(s, a)]
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 Here, gaussian exploration is used, i.e., �(�(s, t)) ≈ N(��0,
∑
) . Without structure 

exploration, actions become random. Thus, it can create a strain or pressure on the 
joints of a robot, which can be dangerous to the robot. Thus, in article (Kober and 
Peters 2011), authors used structured form state-dependent exploration as (33), 

 Thus, the resulted policy is defined by (34), 

 Hence, update rule for a parameter is derived using resulted policy and it is given by 
(35), 

 where Z(s, t) = 𝜙(s, t)𝜙(s, t)T (𝜙(s, t)T
∑̂
𝜙(s, t))−1 . Here, importance sampling is used 

to reduce the overall-number of roll-outs.
 11. Covariance Matrix Adaptation Evolution Strategy (CMA-ES) Algorithm In article 

(Hansen and Ostermeier 2001), the authors presented a self-adaption of mutation 
distribution based on cumulation and de-randomization. Here, the mutation strategy is 
adopted such that it favors the previous mutation in future selections. If this approach 
performed more rigorously, resulted in a de-randomized self-adaption scheme. This 
scheme is known as covariance matrix adaption (CMA). Its performance is improved 
by using cumulation. Complete framework results in the CMA-ES algorithm. It is 
applied for solving problems which are described as MDPs (Heidrich-Meisner and 
Igel 2008). It is showing its applicability on balancing tasks such as double cart-pole 
and it outperforms the policy gradient and stochastic search methods.

 12. Quantum Inspired RL (QiRL) Algorithm Forming a policy for the selection of action 
is a complex task in robotic systems. In literature (Dong et al. 2010), �-greedy, Boltz-
mann exploration, etc., is presented for action selection, but these methods have inher-
ent exploration and exploitation dilemma. In article (Dong et al. 2010), quantum-
inspired RL is proposed to address this issue. For a selection of probabilistic action 
and probability of “good” and “bad” action based on reward are adopted by quantum 
measurement and amplitude amplification (a phenomenon in quantum computing) 
respectively.

   Here, policy is defined as a mapping of states to actions as, f (s) = � ∶ S ↣ A . The 
corresponding action is probabilistic in nature (based on the quantum phenomenon) 
and it is given by (36), 

 Equation (38) means, state s have the action set as { |a1 >,… |an >} , the agent will 
select the eigen-action |an > with probability |�n|2.

 13. Energy-Efficiency and Continuous-Movement Control (E2CMC ) Algorithm In arti-
cle Zeng et al. (2016), the authors proposed an E2CMC algorithm for continuous 

(32)a = lT�(s, t) + �(�(s, t))

(33)�(�(s, t)) = �T
t
�(s,t)

(34)a ≈ 𝜋(at|st, t) = N(a|lT𝜙(s, t),𝜙(s, t)T
∑̂

𝜙(s, t))

(35)l� = l + E[

T∑

t=1

Z(s, t)Q�(s, a, t)]−1E[

T∑

t=1

Z(s, t)�tQ
�(s, a, t)]

(36)f (s) =
|a1 >
|𝛼1|2

+
|a2 >
|𝛼122

+⋯ =
∑

n

|an >
|𝛼n|2
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movement control of drones with energy efficiency. Here, information like drone-cell 
location, energy consumption, and coverage is transmitted to the cloud for central 
computing. The problem is set up as MDP. Thus, the observations by the agent are 
set of coverage fairness and energy consumption. Actions are set off moving distance, 
yaw angle, and a pitch angle of drone-cells. Likewise, the reward is designed based 
on the consumption of energy. The penalty for boundary limitation is also included. 
If the connection of the drone is lost, then the corresponding movement is canceled. 
Procedure for E2CMC algorithm is:

• Initialize Parameters of critic evaluation network Q(s, a|lQ) and actor evaluation net-
work �(s, a|l�) , Parameters of critic target networks Q(s, a|lQ�

) and actor target net-
work �(s, a|l��

) , buffer replay F and drone-cell graph R.
• Perform roll-outs select probabilistic action as at = �(st|l�) + Nt and get next state 

and reward.
• Store the transition of states ( st, at, rt, st+1 ) in replay buffer F.
• Update the parameters lQ by minimizing the loss function and parameters l� using a 

gradient.

 14. Fuzzy Controller Design A Control architecture is proposed by Hasegawa et al. (1999), 
mechanism maps a table that interrelates robot state variable to control inputs. This 
helps in the transfer of knowledge to form fuzzy rules. Block diagram of fuzzy-based 
RL is shown in Fig. 8. Salient Features of given topology are: 

(a) A RL algorithm generates a wide range of continuous real-value actions.
(b) Reinforcement signal is self-scaled so it prevents parameters from overshooting 

when the system receives a large reinforcement value.

As per literature, some authors have proposed different topologies for tuning of fuzzy 
controller parameters (Dai et al. 2005). Given architecture has comprised of a Q estimator 
network (QEN) and Takagi–Sugeno-type fuzzy inference system (TSK-FIS). TD methods 
and gradient-descent algorithm are used for tuning of controller parameters. 

Fig. 8  Fuzzy controller (Hasegawa et al. 1999)
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 15. Coordination Mechanism between Multi-agents In article (Abul et al. 2000), inde-
pendent coordination-mechanism based on RL is proposed for coordinating between 
multiple agents. Two coordinate mechanism is presented: 

(a) Perceptual Co-ordinate Mechanism Co-ordination information learned from envi-
ronment.

(b) Observing Co-ordinate Mechanism Rewards obtained by nearby agents are noted. 
Thus, noted reward from the environment and its own reward are used for restruc-
turing of optimal policy.

    The salient feature of the mechanism is that the other agents present in the envi-
ronment are also included in the state description. It helps in the increment of joint 
rewards in a multiagent system. An adversarial food-collecting world (AFCW) envi-
ronment is used for showing the effectiveness of the coordination mechanism between 
agents for survival in hostile environments. AFCW environment is shown in Fig. 9, 
where, agents, enemy, food and obstacles are represented by letter A, E, F and black 
blocks respectively. Legal movement of agents and enemies are pre-defined in (Abul 
et al. 2000). Agents are said to be learned coordination if every agent tried to maximize 
total accumulated reward.

 16. Designing of Reward Function The interaction of the agent with the environment gen-
erates a trajectory and data. A subset of data ( IC ) is chosen and applied to the input of 
the controller, it generates the next action which is applied to the actuators. Likewise, 
another subset of data ( IR ) is taken (this can be overlap with previous input IC ), and 
that is used for evaluation of the performance of the learning agent. RL algorithm is 
used for the updating of controller parameters. It leads to an overall improvement in 
the effectiveness of agent performance, herein RL is used to compute a reinforcement 
function. The primary target of function is to provide correct knowledge of learning 
tasks and behavior of agent to the learning algorithm. The basic aim of the learning 
system is to improve the performance of an overall system by maximizing the reward 
function. As per literature, the function is designed through a trial and error approach. 
However, some authors (Bonarini et al. 2001) provides a complete engineering per-

Fig. 9  Multi-agent coordination
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spective for designing the reward function. Which is used to generate the control input 
for complex tasks, such as robotic, autonomous systems, etc. A complete framework 
of learning with reward function is shown in Fig. 10.

 17. Integration of Meta-heuristic with RL Integration of genetic programming with RL is 
proposed for learning of effective actions for adaption of a robot to real environment 
(Kamio and Iba 2005). The complete frame-chart is shown in Fig. 11. The frame-
chart shows that RL and genetic programming are feedback from outside and inner 
loop respectively. It speedup the convergence speed and adaption of a real robot to a 
stochastic environment simultaneously. In literature, some authors also proposed an 
ant optimizer based fuzzy controller, and rules are learned from RL.

 18. Gait Synthesis of walking patterns & Sensory ControlStair-climbing gait and sensor 
control strategy are considered for feed-forward control and feedback control (param-
eter of the controller is adjusted by RL) respectively for control of humanoid robots 
(Fu and Chen 2008).

 19. Impedance Learning by Actor-Critic Algorithm Modified learning strategy based on 
control theory and reinforcement learning for skill the motor is presented in (Kim et al. 
2009). In proposing an impedance controller, parameters are modified using actor-
critic based RL. Basically, in a proposed mechanism, two structures are developed, 

Fig. 10  Learning from reward 
function

Fig. 11  Framechart of integra-
tion of GP with RL (Kamio and 
Iba 2005)
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first one is the actor structure that determines the policy for the selection of action and 
the second one is the critic structure that evaluates whether the selected action is good 
or bad. A framework of the proposed mechanism is presented in Fig. 12.

 20. Deep neural-network trained using RL Zero-bias and zero-variance in samples can 
lead to learning high-performance policy. In (Hwangbo et al. 2017), a framework is 
proposed for control of quad-rotor based on a deep neural network which is trained 
using RL. The Deep neural network has two hidden layers. Each layer has 64 nodes 
with tanh function. Parameters of the neural network are tuned using the natural gradi-
ent descent algorithm. Monte-Carlo samples are used for the estimation of the value 
function.

 21. Information-gain mechanism based on DeepRL DeepRL is used to coordinate between 
aerial robots to either mapping or gathering information about unknown terrain. The 
key challenge is that robots need to perceive their current states through sensors that 
are imperfect in nature. In order to address this issue, the authors have proposed a 
framework as shown in Fig. 13 (Viseras and Garcia 2019).

5  Outlook

In this paper, a lot of different mechanisms proposed by different authors and their applica-
tion in robotic applications are surveyed. Sometimes, it is very difficult to find the appropri-
ate method that results in a better control policy for problem-solving. However, we can use 
intuition for the selection of methods in advance from an actor, critic, and actor-critic tech-
niques. If a type of control policy is learned for continuous space, then the critic method is 
not appropriate. Whereas, if policy learned for finite and countable space, choose the critic 
method. Although the choice between actor-critic and actor methods is simple. If the prob-
lem is presented as stationary MDPs then actor-critic methods should be used. Because 
it provides a lower-variance. However, actor methods are more robust in a non-stationary 
environment. In these techniques, the choice of better parameterization for a policy is an 
important question because it highly influences the performance of learning. Dimensional-
ity is also a significant concern. As the number of the state increases, learning of the agent 
becomes computationally difficult. Thus, in literature, many authors have tried to reduce 
the complexity of dimension (O’Flaherty and Egerstedt 2014; Polat et al. 2002; Colomé 

Fig. 12  Framework of Imped-
ance Learning (Kim et al. 2009)



981Reinforcement learning in robotic applications: a comprehensive…

1 3

and Torras 2018; Lasheng et al. 2012). In some cases, the authors have presented an algo-
rithm that uses a hybridization of a continuous and discrete form of the complex physical 
robotic system. These are based on an abstraction of learning boundary-action pairs that 
mitigate the curse of dimensionality.

In traditional RL, the estimate of the Q-value function is used for designing policy and 
action taken in a particular state by the agent. Due to the uncertainty present in the esti-
mated Q-value, the agent can trap inside a local optimum. It may occur due to insufficient 
exploration. Hence, the dilemma between exploration and exploitation is present. There-
fore, in article (Iwata et al. 2004), authors have proposed a new criterion based on a ratio of 
return loss to information gain. This forms a strategy of action taken in a particular state. 
Purely exploitation and exploration leads to an optimal local solution quickly and degrades 
the overall performance of learning respectively. Therefore, the goal of the algorithm is to 
find an optimal policy without trapping in local optima. It can be achieved by transforming 
the goal into a search problem. In article (Guo et al. 2004), metropolis criterion is used in 
simulated annealing (SA) algorithm. It is applied to a search procedure in order to find a 
balance between exploration and exploitation. Hence, integration of SA with Q-learning 
resulted in a balance between exploration and exploitation. Exploration will decay gradu-
ally when the solution is approaching optimum value. It can be applied in robotics for bal-
ancing exploration and exploitation as a future scope.

Automatic learning for robots is done by the data-driven controller using RL, but the 
significant drawback is that agent requires many interactions with the environment for 
learning of the controller parameters. In order to reduce the required number of interactions 
before reaching an optimal solution, a domain expert is needed to reshape the policies, it 
may yield a reduction in the computational cost requirement. However, it may be difficult 

Fig. 13  Shematic View of DeepRL in multi-aerial Robot (Viseras and Garcia 2019)
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to find the appropriate domain expert. And it may also be possible that the dynamics of 
the model are not known completely. Therefore, the control of the robot becomes very dif-
ficult. So, it is advisable to learn the model through probabilistic modeling, non-parametric 
Gaussian process transition method and go for multi-fidelity simulators (Deisenroth et al. 
2013a; Cutler et al. 2015). In most cases, the robot uses a visual feedback signal but the 
presence of disturbances (like signal interference or dust) makes it difficult for controlling 
the robot. Thus, in literature authors have proposed a mechanism for effective control of the 
robot (Li et al. 2017b; Sharma et al. 2018; Zhang et al. 2019).

Another interesting area is to develop new approaches based on DeepRL for unstruc-
tured data. It can help in the control of humanoid robots. DeepRL for feedback control 
requires new approaches such that the stability can be assured in the sense of Lyapunov. 
As Bayesian optimization is a global search method, though till now it does not well scale 
up to large parameter policy space and applicable only to low dimensional. Thus, there is 
further need for an investigation that how to use Bayesian optimization to apply for high 
dimensional parameter space like deep neural networks.

The robot can autonomously learn from demonstrations, instruction, and advice. Here, 
human feedback can reduce the number of trials because it can help in the reduction of 
total incorrect actions. However, as a future scope, a methodology that includes the dem-
onstrations and human feedback, or an integrated approach of advice and feedbacks needs 
to investigate. And also it is needed for further investigation of agent learning from facial 
expression as well. The agent can learn either implicitly or explicitly from human feedback. 
In the future, humans and robots will interact with each other frequently. However, learn-
ing from human feedback is a very complex task as compared to traditional RL because 
it is based on environmental feedback. Therefore, there is a need of understanding human 
behavior before developing a new topology so that agents can effectively learn from feed-
back. Thus, a proper multi-coordination and human–robot ecosystem need to develop.

RL could be effective in real-robot like human-level abilities. If the robot’s cognitive 
structure is suitably pre-programmed with a decomposition of a task into easy learned 
behaviors or skills. There can be a possibility of a new learning policy. Further, the learn-
ing process can be speedup by the reuse of data and experience replay.

Mostly, RL is applicable to sequential decision-making problems. Likewise for multi-
task problems integrated Q-learning and knowledge transfer yields a better control policy. 
But, it has significant drawbacks of long-time exploration. Therefore, integration of Deep 
learning with RL for the multi-task problem can provide better control policy in less time. 
And also there is a need for a new policy framework to develop more advanced autono-
mous robots. Like in recent times, Neuro-evolution is emerging as a powerful tool since 
computation power increased. It improves the capabilities of a neural network that includes 
learning of hyper-parameters, architecture, rules of learning and activation functions, etc. 
Therefore, researchers found that neuro-evolution is more competitive than gradient-based 
methods to train a neural network for RL problems. When the neuro-evolution technique 
combined with DeepRL could help in progress towards the development of artificial gen-
eral intelligence (AGI) framework. This framework when applied to the robotic applica-
tion, it leads to more advanced intelligence and that can be the future research direction.

Biological and artificial systems need to achieve goals for their survival. Neuromorphic 
is an engineering field that makes a bridge between device physics and behavior inspired 
by the brain’s building blocks, such as spiking neural networks. A recent development in 
neuromorphic hardware yields a platform for brain-inspired learning algorithms. Like-
wise, biological retinas-based neuromorphic vision sensors already changing the landscape 
of the computer vision field. It has a greater impact on robotics as well. Thus, the focus 
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should be more on the deeper insights of the brain. In the near future, it can lead to the 
development of RL based artificial agents that can solve complex real-world problems.

6  Conclusion

We have discussed the motivation of reinforcement learning, where most of the learning 
problems are complex due to the stochastic environment. In this paper, we have provided 
a comprehensive survey on the application of RL algorithms in robotics, which includes 
land, water, and air-based applications. Firstly, we have introduced a detailed explanation 
of various RL mechanisms such as Actor-critic, Human-centered, DeepRL, multi-agent, 
etc. Then briefly explain the various application of RL. Then, discussed various methodol-
ogy/algorithms developed by authors in literature. In the latter part, we have expressed our 
view on the challenges faced by RL algorithms with different applications and also discuss 
future scope. Differential topology like neuro-evolution, spiking neural networks, modifi-
cation in cognitive architecture, etc., can be used to improve the learning of robots. Neuro-
evolution is a methodology in which the architecture of the artificial neural networks has 
evolved with time. Thus, as future scope, integration of neuro-evolution with RL algorithm 
can provide a better optimal policy for robots. Moving forward from robotic application 
based on RL, surveyed learning mechanisms in this paper is also well suited for application 
in larger prospective fields such as power system, communication, aerospace, etc., where 
RL can make system autonomous.
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