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Abstract
The Web is a source of information for Location-Based Service (LBS) applications. These 
applications lack postal addresses for the user’s Point of Interests (POIs) such as schools, 
hospitals, restaurants, etc., as these locations are annotated manually by using the yellow 
pages or by the location owners (users/companies). Our study in this paper confirms that 
Google Maps, a common LBS application, only contains about 32.5% of the public schools 
that are registered officially in the documents provided by the Directorate of Education 
in Egypt. However, the remaining missed school addresses could be fished from the Web 
(e.g., social media). To the best of our knowledge, no prior survey has been published to 
compare the previous Web postal address extraction approaches. Additionally, all proposed 
approaches for address extraction are local (could be working in specific countries/loca-
tions with particular languages) and could not be used or even adapted to work in other 
countries/locations with other languages. Furthermore, the problem of Web postal address 
extraction is not addressed in many countries such as Arab countries (e.g. Egypt). This 
paper discusses the issue of address extraction, highlights and compares the recently used 
techniques in extracting addresses from Web pages. In addition, it investigates the discrep-
ancy of knowledge among existing systems. Moreover, it provides a comprehensive review 
of the geographical Gazetteers used in the Web postal address approaches and compares 
their data quality dimensions.
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1  Introduction

Location-Based Service (LBS) applications have become indispensable as a result of the 
prolific spread of mobile communication. Further, the necessity of finding the geographi-
cal location of a mobile device and expanding services based on this location informa-
tion becomes important. Updating and restoring location-based data on a large scale is 
considered a significant problem in these LBS applications. For example, people use map 
services to find Points of Interests (POIs) such as schools, hospitals, restaurants, gas sta-
tions, pharmacies, etc. Unfortunately, many of these POIs datasets are manually annotated 
by users/companies which is costly, error-prone and inefficient. There is no guarantee that 
all POIs are defined on the maps since none of the LBS applications provides any statis-
tics about their coverage percentage or completeness. Several reasons cause the absence 
of information related to POIs such as lack of visitors knowledge, newly opened places, 
unattractive places that haven’t had many visitors, and many other situations that shall be 
discussed later. Furthermore, map services mainly work to provide users with directions 
rather than addresses. Postal address extraction from the Web (surface or deep Web) has 
been suggested to augment such LBS applications with these lacked postal addresses data.

Search engines face many challenges in extracting addresses and location names from 
the Web. Traditional information extraction and natural language processing are not effec-
tive in the context of the Web because of the uncontrolled heterogeneous nature of the Web 
resources as well as the effects of HTML and other markup tags. Addresses on the Web 
could exist with different structures, formats or languages. Not all addresses were written 
with the same structure which makes many possibilities of the expected address structures. 
Cai et al. (2005a) have defined a postal address as “a knowledge structure which includes 
suite information, municipal location and regional position”. So, a postal address has many 
entities that are combined to form the full address Borges et  al. (2007). Some entities 
are compulsory to be shown in the address, while others are optional entities. Even, two 
addresses with the same entities could be provided in different orders. Generally, the task 
of postal address extraction includes three main steps: looking for geographical indicators, 
identifying the postal address boundaries and finally extracting the entities of the address. 
These three steps could be summarized as follows. 

1.	 Step 1 (Geographical Indicators): Specific evidences/indicators can be used to indicate 
that a Web page contains one or more addresses Borges et al. (2007). Literatures usually 
use the place name as the key geospatial proof inside a page (i.e., a restaurant name like 
Pizza Hut). Postal code is also a strong proof of locations, as their identification enables 
the page to be specifically associated with a particular part of the world (i.e. 90209 is 
a postal code in Beverly Hills city in the state of California). In addition, ground line 
telephone numbers indirectly carry location information, since the numbering is struc-
tured according to geographical principles to ensure efficient cabling and distribution 
of equipment (i.e., +20-86-xxx-xxxx is the pattern for a phone number in Egypt while 
+20 is the country calling code and 86 is the code for Minia city).

2.	 Step 2 (Address Boundaries Detection): Web pages must be parsed carefully to locate 
the beginning and the ending of a postal address pattern using the address boundaries. 
Although each country has its standard address pattern, addresses on the Web pages may 
exist in different structures. In US, addresses start with a street number followed by street 
name, city, state name, optional ZIP code and country name Yu (2007). This means, a 
street number is the start boundary, while a county name is the end boundary. However, 
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in other countries, those borders aren’t the same. For example, Brazilian addresses 
start with the street type Borges et al. (2007), while in Egypt it has been observed that 
addresses might begin with a street name or some keywords such as “road”, “street”, or 
“avenue”.

3.	 Step 3 (Address Entities Extraction): By studying the address patterns in most coun-
tries, an address may include a combination of the following entities Borges et al. 
(2007): 

(a)	 Basic entities: Entities such as a street name and a building number are required 
to identify the address.

(b)	 Optional entities: These entities provide a complement to the basic entities in the 
address such as a neighborhood name.

(c)	 Location entities: To recognize an address location, at least one out of four loca-
tion identifiers must be presented. These identifiers are: postal address, phone 
number, building number and city/state.

Three main reasons motivate us to write this research paper. First, to the best of our 
knowledge, no prior work has surveyed, addressed or compared the previous approaches 
of address extraction from the Web. Second, all proposed approaches for address extrac-
tion are local and include several constraints of the address structure/format. Further, some 
of them use gazetteers that are available only at particular places. Consequently, there are 
no general Web address extraction systems, that can be used internationally for multi-lan-
guages or adapted to be used in various countries that have been proposed yet. For exam-
ple, to the best of our knowledge, no prior approach has been proposed to solve the address 
extraction problem in Arab countries such as Egypt. Third, as mentioned above, address 
extraction from the Web is a hot research topic as it could be used to provide LBS applica-
tions with the postal addresses data that are annotated manually by users/companies. To 
confirm that LBS applications are lacked of annotated addresses and so address extraction 
is of great necessity, we practically conduct a searching experiment about school names at 
Minia city, Egypt. Table 1 summarizes the results of this searching. As shown in the table, 
174 out of 560 (≃ 32.5% ) school names (registered officially in the documents provided 

Table 1   Results of a simple search about “public school names” in a particular city

Location Minia City, Egypt

Dataset Size 560 records (School names/addresses provided by the formal office of 
Directorate of Education)

LBS Google Maps
# of addresses found in the LBS 174
Missed address reasons: – For some school names, Google Maps retrieves only one address to 

the school, while other branches of the school with different addresses 
are missed.

– For other school names, the system has revealed no data.
– Moreover, it has been found that even the formal organizations did not 

follow a strict address formula. The address pattern is a descriptive 
text rather than a formal structure. This problem leads to a variety of 
existing address patterns to be linked to the same location and subse-
quently affects the extraction of the addresses from the Web.
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by the Directorate of Education at this city) are identified on Google Maps services. Many 
school names are missed on Google Maps for the reasons that are addressed and summa-
rized in the table. Moreover, Table  2 shows that most of these missed postal addresses 
could be seen and so extracted from the Web (Facebook, Twitter or other advertising 
pages). Therefore, this simple experiment confirms that postal address extraction from the 
Web is a hot topic and is still demanded many LBS applications.

This paper discusses the problem of address extraction, and highlights the recently 
used techniques in extracting addresses from Web pages as an alternative to the existing 
LBS data annotations. It also suggests criteria to evaluate and compare these discussed 
approaches. Moreover, this paper provides a comprehensive review of the geographi-
cal Gazetteers used in the Web postal address approaches and compares their data qual-
ity dimensions. In other words, this paper tries to answer the following questions: What 
are the existing approaches for address extraction? Which part of the address needs to be 
extracted? What are the datasets/Gazetteers available and used in these approaches? What 
are the most suitable criteria to evaluate these approaches?

The rest of the paper is organized as follows. Section  2 gives a background and dis-
cusses the related works. Section  3 presents the techniques used for address extraction, 
while Sect.  4 provides a comparative analysis of the gazetteers and the techniques dis-
cussed in the research literatures. Finally, Sect.  5 concludes our work and presents our 
future directions.

2 � Background

This paper concerns the following topics: Named Entity Recognition and Classifica-
tion (NERC), Geo-Parsing Tools, Gazetteers, and Segmentation in the problem of postal 
address extraction. In this section, we briefly discuss the details of these topics.

2.1 � Named entity recognition and classification

Named Entity Recognition and Classification (NERC) is the process of identifying and 
classifying atomic elements in a sentence based on pre-defined named entities such as 
organizations, persons, locations, etc. Nadeau and Sekine (2007). The entity can be 
one of two categories: ENAMEX (which contains person, location, organization); or 
NUMEx (which contains time, currency and percentage expressions entities) Chinchor 
and Robinson (1997). The Named Entity Recognition (NER) systems expose persons’ 
names, organizations, locations, dates and times, while the address extraction systems 

Table 2   Examples of social media and other pages that containing the missed schools on Google Maps

School Name Corresponding URL

Al-Gemhoria Primary School https​://bit.ly/2RM3s​zY
Tarek-Bin-Ziad Primary School https​://bit.ly/2Kig8​dY
Omar Ibn Abd Elaziz Primary school https​://bit.ly/3aERq​1Y
El Menia Preparatory Sport School for Boys https​://bit.ly/2VC9H​aR
Kafr EL-Mansoura preparatory school for Girls https​://bit.ly/2XLFy​bO

https://bit.ly/2RM3szY
https://bit.ly/2Kig8dY
https://bit.ly/3aERq1Y
https://bit.ly/2VC9HaR
https://bit.ly/2XLFybO
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consider classifying the detected location entities into names of cities, provinces/states 
and countries aiming to map them into physical locations. The postal address can be 
manipulated as a location entity with consolidated features. Further, it combines many 
entities to form the whole location pattern. Two of the most influential research groups 
that have given significant attention to the information extraction approach over the 
last decade are the Message Understanding Conference (MUC) and the Text Retrieval 
Conference (TREC). These two groups introduced several pieces of researches focus-
ing on extracting street addresses information for the purpose of the vehicle launch 
event Chinchor and Robinson (1997). However, these researches were not proven to 
be successful in location-based data identification. In addition, it had difficulty in con-
tending the diversity of address forms. On the other hand, a standard address database 
was exploited to perform geo-parsing of Web pages Morimoto et al. (2003) Sagara and 
Kitsuregawa (2001).

The NER was originally labeled as an essential subtask of the domain of Informa-
tion Extraction (IE). NER is considered as one of the substantial Natural Language 
Processing (NLP) tools. It provides the Information Retrieval (IR) domain with recog-
nized Named Entities (NEs) within the query and searched documents Benajiba et al. 
(2009), Freihat et  al. (2018). Geographical Information Retrieval (GIR) Larson and 
Frontiera (1996) handles indexing, searching, retrieving and browsing georeferenced 
information sources. Compared to IR, GIR assumes that certain semantic data related 
to geography are presented either in the form of geographical metadata or by incorpo-
rating semantic ideas about spatial relationships and locations. It was found that ( 71% ) 
of the queries in search engines contain NEs Guo et al. (2009).

NER has exploited both rule-based methods and statistical-based methods. How-
ever, the rule-based method is more reliable than others. In addition to that, it is more 
comprehensive since it is more relative to human reasoning. On the other side, this 
method has a lack of portability owing to the fact that it is dependent on the nature of 
the extracted language, area and text format. Furthermore, the coverage of the used 
rules cannot reach 100% for all named entities. In contrast, the statistical-based method 
has superior robustness and flexibility. It is objective and does not need too much man-
ual intervention and domain knowledge. These models have been used in named entity 
recognition. Examples of these models are: Maximum Entropy Model ( Borthwick 
et al. (1998), Chieu and Ng (2002) Hui et al. (2009)), Hidden Markov Model (HMM) 
( Bikel et al. (1997), Freitag and McCallum (1999), Borkar et al. (2001), Zhou and Su 
(2001), Zhao (2004)), Support Vector Machine (SVM) ( Takeuchi and Collier (2002), 
Ekbal and Bandyopadhyay (2010)), C4.5 Decision Tree ( Sekine et al. 1998) and Con-
ditional Random Fields (CRFs) ( Han et al. (2013), McCallum 2002).

Currently, several neural network architectures have been successfully implemented 
to NER instead of the traditional linear statistical models Tjong et al. (2003). Huang 
and Yu Huang et al. (2015) considered NER as a sequential token tagging task. Conse-
quently, this limited the dependency on hand-crafted features extracted by NLP tools 
and external knowledge resources Zheng et al. (2017). For the purpose of eliminating 
the features engineering, Long Short-Term Memory (LSTM) based model on sequence 
tagging is proposed. LSTM is used with CRF model as well as Convolutional Neural 
Network (CNN) Chiu and Nichols (2016), Lample et al. (2016), Ma and Hovy (2016).

Many applications utilize the named entity task in their implementations. In this 
section, we will characterize these NER-based applications.
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2.1.1 � Auto query and answering (AQA)

These applications aim to produce answers to questions that were initially created in 
natural languages. An AQA system employs NERC to find the answers that respond 
to multiple fact-based questions. The detected entities by NERC system represent the 
answers to these questions. Therefore, by combining the NERC and AQA systems, the 
task of finding answers to some of the questions becomes more achievable and conveni-
ent Cavedon et al. (2006), Rodrigo et al. (2013).

2.1.2 � Machine translation

These applications take text or speech as an input from a source language and then con-
vert it into another (target) language automatically without any human interference Rod-
rigo et  al. (2013). This process is not a trivial task. Many approaches and procedures 
are required to translate proper names rather than other word types Babych and Hartley 
(2003). Furthermore, the mistranslation of NEs such as generic nouns predominately 
leads to an incomprehensibility and the demand for a comprehensive editing.

2.1.3 � Automatic text summarization and IR

Automatic text summarization is the process of exporting salient succinct points in a 
source document. In these applications, NEs are considered as important indications of 
the document topic. They are considered as useful key expressions for text summariza-
tion Nobata et al. (2002), Baralis et al. (2013). Another important domain that exploit-
ing NEs is IR. The main function of an IR application is to respond to user queries 
by fetching the related information from a collection of resources Faloutsos and Oard 
(1998). The queries are represented by a collection of strings which include keywords 
or named entities. These keywords or entities are matched with the information content 
stored in large databases to facilitate the accessibility of the information system Betina 
and Mahalakshmi (2015). However, the existence and the number of named entities sig-
nificantly influence the performance of IR systems Mandl and Womser-Hacker (2005).

2.1.4 � Text clustering

Text clustering gathers text documents into groups (clusters) where texts in the same 
group have the same properties. This process is often exploited in knowledge discovery 
where words are clustered in groups such as persons, locations and organizations. The 
quality of the text clustering approaches revealed a prominent refinement through using 
NERs, especially in Suffix Tree Clustering (STC) Zhang et al. (2013).

2.1.5 � Ontology

An ontology can be defined as a term of “a specification of a conceptualization”. It 
comprises three components: concepts, axioms and relationships. An ontology or a the-
saurus can be utilized to merge synonyms and other related syntax. Designing an ontol-
ogy includes the extraction of entities and concepts from data as well as learning the 
semantic and the conceptual relationship among them. NEs are considered as one of the 
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most effective methods in the ontology population. Designing the ontology in a manual 
manner ordinarily defines the concepts for the domain. However, individual occurrences 
of the concepts are frequently missing despite their importance in using ontology as a 
knowledge base. Moreover, it is costly to construct instances manually. To handle this 
issue, some endeavors were undertaken to construct an automatic system for ontology 
population. Such endeavors were proposed by Resnik (1995), Song et al. (2009) (’know-
itall’ is a type of these systems Etzioni et al. 2005). Moreover, the ontology of places 
defines concepts from a particular domain of urban geographical space. The hierarchy 
of territories, in which regions are subdivided into other regions, is explored by the 
ontology, as well as the concepts related to urban addresses and commonly used land-
marks. An ontology also considers telephone numbers and postal codes, which can be 
used as indirect location identifiers. The ontology’s spatial knowledge elements can be 
used to infer geographical relationships among objects, such as proximity, adjacency 
and containment. Besides, Geospatial ontologies can be employed in enabling semantic 
information extraction Kokla et  al. (2018) specially in the geospatial semantics Kuhn 
(2005). Furthermore, the traditional vector cannot present the relationship among con-
cepts. Literatures that have used this technique for address extraction will be discussed 
in Sect. 3.2.

2.1.6 � Opinion mining

Opinion mining, or sentiment analysis, is the computational thinking about people’s sup-
positions, states of mind and feelings towards substances such as products, administrations, 
organizations, people, occasions and their distinctive perspectives. Moreover, it has been 
a dynamic investigation zone in natural language processing and Web mining a long time. 
Researchers have considered opinion mining at the document, sentence or aspect levels. 
Aspect-level, known as aspect-based, opinion mining is frequently desired in practical 
applications. It provides the key conclusions or assumptions about different aspects of enti-
ties and entities themselves, which are ordinarily required for many activities Chu (2013). 
Moreover, people express their opinions openly on social Web pages on a variety of topics 
or products Popescu et al. (2005). These opinions influence decision-makers as it became 
a satisfaction measurement tool regarding their products or actions. Therefore, NERC rep-
resents an imperative role in opinion mining. The system OPINES Popescu et al. (2005) 
has been developed for the extraction of attributes of products and the analysis of related 
opinions.

2.2 � Geo‑parsing tools

Geo-tagging and Geo-parsing are two distinct processes that were defined in the context of 
address extraction from the Web Machado et al. (2010). Geo-tagging is the process of iden-
tifying geographical entities mentioned directly or indirectly in the text and creating tags 
that allow the document to be linked to a location or set of locations Teitler et al. (2008). 
On the other hand, geo-parsing encompasses location extraction and location disambigua-
tion Jones and Purves (2008). The two processes require recognition of geographical refer-
ences found in the text. If this task is fulfilled adequately, the geographical context of the 
document can be established. Many tools have been used in extracting the geographical 
information. Some of them were focused mainly on locations such as Metacarta and Digi-
tal Reasoning Geolocator 2.0, while others (e.g., NetOwl tool) encompassed other types 
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of entities such as people names, organizations, places (e.g., countries, cities), addresses, 
artifacts, phone numbers, titles, etc. In this section, we briefly introduce three Geo-parsing 
tools. For each one, the techniques used and the tool features are mentioned.

2.2.1 � Metacarta

Metacarta1 employs a text search algorithm which utilizing the geographical keywords to 
retrieve all the related contents. This framework can identify and detect geographical ref-
erences, parse a document/a text query/a URL and return either an image location map 
or a JavaScript response for the locations. Moreover, this framework returns all possible 
location matches for a specific geographical query. This offers users a simple way to refine 
an initial area of focus. Moreover, it supports many languages such as Spanish, Russian, 
French, and Arabic.

2.2.2 � Digital reasoning geolocator 2.0

The Digital Reasoning Geolocator 2.02 tool works on unstructured texts (i.e emails, instant 
messages and other documents) to extract the place’s names and return the locations with 
their relevant geo-coordinates. It encompasses the following features: obtaining the current 
location of the device; the last known location; the continuous location updates; checking 
if location services are enabled on the device; translating an address to geo-coordinates and 
vice versa; and calculating the distance (in meters) between two geo-coordinates.

2.2.3 � NetOwl

NetOwl3 considers various entities that support many types of organizations (e.g., compa-
nies and governments), places (e.g., countries and cities), addresses, artifacts, phone num-
bers, titles, etc. Moreover, the entity extraction process can be extended to include relation-
ship extraction and event extraction. NetOwl is a multilingual platform involving English, 
Arabic, Chinese (traditional and simplified), French, German, Korean, Persian (Farsi and 
Dari), Russian and Spanish. Furthermore, one of the features of NetOwl is Geotagging 
which enables disambiguation and normalization of place names. Name normalization 
is also used in cross-document name resolution for applications such as faceted search, 
geospatial analysis and link analysis. NetOwl can be integrated easily with many popular 
searches, geospatial and business intelligent tools such as Elasticsearch, Solr, MarkLogic, 
Esri ArcGIS, Tableau, Kibana, etc. Finally, it allows applying an English translation of 
named entities extracted from foreign language text. This translation uses different alpha-
bets/scripts such as Arabic, Chinese (traditional and simplified), Korean, Persian (Farsi and 
Dari) and Russian.

1  http://qbase​.com/produ​cts/metac​arta/
2  https​://digit​alrea​sonin​g.com/blog/digit​al-reaso​ning-relea​ses-geolo​cator​-2-0/
3  https​://www.netow​l.com/

http://qbase.com/products/metacarta/
https://digitalreasoning.com/blog/digital-reasoning-releases-geolocator-2-0/
https://www.netowl.com/
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2.3 � Gazetteers

A Gazetteer can be defined as a geographical dictionary, also known as a toponymical 
dictionary, which is an important reference for information regarding locations and place 
names. Most digital gazetteers can be defined as geospatial dictionaries of geographical 
names which conventionally contain three core elements: a name (could also have variant 
names), a corresponding location (coordinates representing a point, a line or a real loca-
tion) and a type (selected from a type scheme of categories for places/features) Hill (2000). 
Many studies are concerned with maintaining gazetteers or Point of Interest (POI) data-
bases. The aim of constructing such a gazetteer or a database is to automatically provide 
an updated geographical source that simultaneously affects the user map searches. Here 
are some of the existing gazetteers that have been proposed by either researchers or com-
mercial companies.

GeoNames4 is an open-access geographical database which encompasses over 25 mil-
lion geographical names such as place names, elevation and population. It consists of over 
11 million unique features of 4.8 million populated places and 13 million alternate names. 
Despite this, it has been found that the existing data demonstrate a few random systematic 
errors which in a few cases do not differ significantly from the correct data. Moreover, 
there is a coordinate shortage as, in many cases, certain areas have an extent at the sub-
minute scale that is not captured. Furthermore, there is an overlapping among places that 
results from the inaccurate topology Ahlers (2013).

OpenStreetMap (OSM)5 depends on the Volunteered Geographical Information (VGI) 
Goodchild (2007), Gao et al. (2014) that are provided by the users which give it the capa-
bility to be editable and freely accessed. The database is authorized under copyright 
schemes. The uploaded data into OSM by volunteers are modeled and stored in 3 types of 
tagged geometric primitives: points, paths (polylines) and relationships (linking points and 
paths with tags). Recently, OSM applications have aimed to foster the mapping creativity 
of potential contributors to geographical data. Thus, there are various Web sites providing 
OSM data in a shape file format such as CloudMade or GeoFabrik.

Uryupina (2002): was one of the first approaches that combined a pattern based tech-
nique and Machine Learning (ML) techniques to extract gazetteers from Web pages. The 
aim of this work was to learn new gazetteers using a small set of reclassified examples. The 
author used a dataset collected randomly from the world atlases which resulted in a dataset 
of 1260 location names that are manually classified. Later on, Uryupina (2003) utilized the 
bootstrapping approach to efficiently combine a small portion of labeled (seed) examples 
with a much larger amount of unlabeled data. These approaches limited the need to encode 
knowledge manually and had the benefit to obtain new place names automatically. As men-
tioned by the authors, the use of classifiers and gazetteers would increase the efficiency of 
the extraction process.

Locus Souza et al. (2005): is a spatial locator system that has been utilized to extract 
spatial information on Web pages to build a gazetteer using ontology. Through ontology 
of places, Locus holds place names for entities such as cities and rivers. In addition, 
it handles intra-urban place names such as street names, urban landmarks and postal 
addresses, along with their spatial relationships. This work emphasizes the importance 

4  https​://www.geona​mes.org/
5  https​://www.opens​treet​map.org

https://www.geonames.org/
https://www.openstreetmap.org
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of using ontology to raise gazetteers performance which in turn affects various fields 
such as the geocoding process. Additionally, it overrides the availability of spatial data-
bases by proposing a semi-automatic technique to populate the Locus gazetteer with 
geographical content extracted directly from the Web.

Ontology-based Gazetteer: To provide a clear view of place’s semantic, relations 
among the geographical names must be considered. An ontology-based gazetteer that 
has been proposed by Machado et al. (2010) achieved this by utilizing the connections 
among the places, and considered the terms and the expressions that characterize it. The 
introduced gazetteer added the benefits of recording concepts and terms belonging to 
a place in addition to identifying the name of this place. This initiative is anticipated 
to assist in solving challenging issues such as place name disambiguation, geographi-
cal text classification and geographical context recognition. The used dataset was com-
prised of news text. A collector was developed to extract and store its title and body 
text, using XPath. The sole focus was on “Minas Gerais”, a state in the north of South-
eastern Brazil. Regular expressions were designed to extract candidate names. The rec-
ognition of place names from the news documents was supported by the ontological 
gazetteer. From the 267 news documents containing place names, 2,244 relationships 
among places and documents were evaluated: 72% were considered as valid, while most 
of those relationships were considered as strong.

POI Gazetteer: Chuang et al. (2016) extended the work introduced in Chuang et al. 
(2014) by building a POI database using Apache Lucent’s Solr4 in order to save the 
returned results from the map searches. This has been achieved by crawling the online 
Yellow Pages to train a linear-chained CRF model. For the purpose of collecting address 
pages, the system enabled two Web crawlers. The first one relied on the Yellow pages 
and the second utilized the store names as the query.

Although gazetteers have been used to improve the performance of postal address 
extraction approaches, they have some drawbacks that can be summarized as follows. 

1.	 The coverage shortage: A gazetteer does not often include significant geographical data 
such as intra-urban place names, i.e. street names, neighborhoods, landmarks and tourist 
attractions.

2.	 The difficulty of determining reasons for the absence of the places: Many atlases do not 
list small islands, rivers and mountains. Such gazetteers contain only positive informa-
tion: if X is not classified as an ISLAND, we cannot say whether there is really no island 
with the name X or the gazetteer is not complete.

3.	 The immutable classification of the gazetteer: In many cases, subdividing CITY might 
be changed into CAPITAL and NON-CAPITAL. In this case, it might be necessary to 
reclassify all (or a substantial part of) the items. Manual editing consumes time and 
effort.

4.	 The absence of spatial relationships that representing region hierarchies.
5.	 Most gazetteers don’t implement generic relationships among object types, which limits 

the potential use of the gazetteer as a geographical ontology.
6.	 Gazetteers keep the names of well-defined footprints, thus imprecise locations might be 

lost.
7.	 Finally, the gazetteer languages can cause variance in geographical names. It might take 

a long time to adjust a French gazetteer to German. Moreover, such a resource is hardly 
effective for languages with non-Latin alphabets (e.g., Armenian or Japanese). Even 
collecting different proper names in one language is a non-trivial task.
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Machado et al. (2010) have handled these difficulties by using geocoding services such as 
the ones available in Google Maps API, which do not make the gazetteer entries explicit, 
but are able to supply a pair of coordinates corresponding to a textual description.

2.4 � Segmentation in postal address extraction

Web pages segmentation is a vital task in the field of postal address extraction and other 
related fields such as mobile Web Song et al. (2004), archiving Saad and Gançarski (2010), 
Web page phishing Cao et al. (2010), duplicate detection Chakrabarti et al. (2008), Infor-
mation Retrieval (IR) Cai et al. (2004a), Information Extraction (IE) Chang et al. (2006), 
user interest detection Liu et al. (2004), and Web page clustering Kovacevic et al. (2002). 
The granularity of the term "segmentation" depends on the object to be segmented. Gen-
erally, the process of dividing an object into meaningful units is called "object segmen-
tation". In the domain of postal address extraction, segmenting Web pages into smaller 
blocks (called address blocks) is called "Web pages segmentation", while segmenting an 
address block into smaller entities (attributes) is called "address block segmentation" (sim-
ply, we call it "block segmentation"). The aim of the Web pages segmentation is to identify 
the parts of the Web pages that have postal addresses (i.e., recognizing the beginning, the 
middle and the ending of the addresses in the Web pages). In the block segmentation prob-
lem, an address block is divided into entities such as street name, city, state name, ZIP code 
and country.

Addresses to be extracted are existed in a text format that are embedded as leaf nodes 
in a Web page DOM tree. Each node in the DOM tree is presented by the browser as an 
image which could be visually described. Therefore, segmentation approaches could be 
classified into three main categories: DOM Tree Based Segmentation, Vision-Based Seg-
mentation and Text-Based Segmentation. In this subsection, we shall briefly discuss the 
aforementioned types of segmentation, respectively, while Section 3 will discuss the com-
mon segmentation algorithms that have been applied in different postal address extraction 
approaches.

2.4.1 � DOM tree‑based segmentation

A Web page DOM tree is used frequently in the domain of IE for page segmentation as 
it carries important structural information. The DOM tree based segmentation in the IE 
domain requires the input pages to be either generated from a database using a template 
Kayed and Chang (2010) or using ontology driven extraction techniques Gupta et  al. 
(2003). Different from the page segmentation in IE, DOM tree based page segmentation 
in postal address extraction must consider that addresses in the Web pages don’t have a 
common template; similar to the semantic un-supervised partitioner algorithm in Vadrevu 
et al. (2005). This partitioner algorithm can identify different segments in a Web page and 
their instances even in the presence of certain presentation irregularities. It aimed to find 
homogeneous segments, where the content is presented in a uniform way within each seg-
ment. It iteratively traversed the page DOM tree from the root in a top-down fashion Hat-
tori et al. (2007). All uniform sets of nodes are treated as homogeneous segments, while 
non-uniform nodes are split into smaller segments until each segment is homogeneous. The 
principle of Entropy is used to evaluate if a section is homogenous.

Chang et  al. (2016) proposed a DOM tree based segmentation algorithm based on 
the farthest distinguishable ancestor (FDA). They identified the subtrees that encompass 
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address landmarks (such as key suffixes for city/county/road/street names) for address 
block segmentation. Address blocks are identified based on three main assumptions: (1) all 
associated address information form a continuous block in the DOM tree, (2) address infor-
mation blocks are mutually exclusive, and (3) an address information block is contained in 
a single subtree in the DOM tree, such that information blocks expand the region, provided 
that they are mutually exclusive. Therefore, address landmarks are used to identify can-
didate address blocks and the FDA algorithm is used to filter the non-mutually exclusive 
blocks.

2.4.2 � Vision‑based segmentation

As mentioned before, each node in the DOM tree is displayed as an image by the browser. 
Node images on the browser are nested, where the whole displayed image corresponding 
to the tag <body>, and the image corresponding to each child node in the DOM tree is 
presented totally inside the parent of this node. The dimension and position of a displayed 
image are provided by the browser via “offsetWidth and offsetHeight” and “offsetLeft and 
offsetTop”, respectively.

The purpose of vision-based segmentation is to retrieve the visual block that occurred 
after detecting the separators such as white spaces, lines, photos, images and content. In 
addition, it uses these information to construct a content structure Cai et al. (2003, 2004b). 
Cai et al. (2005b) proposed a vision based text segmentation method for detecting postal 
addresses from webpages. Primarily, all the text snippets were obtained based on visible 
elements that contained both text content and layout information (i.e. font, border, color, 
position, size, etc.). Further, all blocks were merged into more integrated and meaning 
blocks based on their visual similarity and adjacency relationship. Each text block was cat-
egorized into cue blocks and body blocks. The first block is used for explanation purposes, 
while the second block contains the main text body content such as a postal address, tele-
phone number, etc. The address is assumed to be located in the body block. This algorithm 
employs a top down approach, which is highly efficient.

Vision-based segmentation is computationally costly as it utilized external resources 
such as CSS files and images. Further, this method obviously has a higher complexity than 
other approaches because the layout must be rendered prior to the analysis, which may be 
too sluggish to be integrated into the Web crawling and indexing processes.

2.4.3 � Text‑based segmentation

In this context, we need to distinguish between two concepts: page segmentation based 
on text and text block segmentation. The first one refers to the process of extracting block 
segments from a web page based on low-level text properties rather than DOM-structural 
properties Kohlschütter and Nejdl (2008). The second concept refers to the process of 
dividing the text block into topically coherent segments Misra et al. (2011).

Topic modeling Du et al. (2015) has been used with Linear Dirichlet Allocation (LDA) 
algorithm Choi et al. (2001) to segment text and produce boundaries along with the topic 
distribution associated with each segment. This could resolve several IR applications such 
as segment retrieval, discourse analysis and dividing news broadcast transcription into sto-
ries. This segmentation technique is considered as a domain-independent and can effec-
tively function if the framework is tested on documents using specific words as references 
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Misra et al. (2011). Further, the topics in the topic model are predefined, and each docu-
ment’s possible topics are given in the training dataset.

Page segmentation based on text declines the HTML’s tree structure. Instead, it takes 
into account the web page’s textual content and analyzes it for features such as link density 
or text density of sections of the web page. This technique is straightforward because there 
is no need to build DOM tree. Kohlschütter and Nejdl (2008) proposed Block Fusion algo-
rithm that recognizes segments as an essential heuristic by using the text density metric to 
segment text documents. First, an HTML document is pre-processed into a list of atomic 
text blocks by removing the HTML tags. Afterwards the token density can be measured for 
each atomic block. If the gap between two neighboring blocks’ token densities is below a 
certain threshold value, a merge strategy is used to combine blocks into increasingly larger 
blocks. The problem with this algorithm is during recursive application on sub-blocks, 
arbitrary adjustments to the text-density threshold are needed. Further, structural and visual 
cues are not regarded. On the other hand, block segmentation based on text usually uses 
alignment or sequence labeling algorithms such as CRFs to break down the block into enti-
ties. Word/token statistical information such as PunDensity (density of punctuation in the 
token), LetterDensity (density of letters in the token), DigitDensity (density of digits in the 
token) and CapitalStartTokenDensity (density of words that begins with an upper letter) 
could be used in segmentation. Also, gazateers and landmarks such as city/county/road/
street names are used in segmentation as well.

3 � The techniques used for postal address extraction

Nesi et al. (2014) have classified postal address extraction approaches into two categories: 
internal and external. The extraction process in the first (internal) category is maintained 
without using any external resources, which occurs in cases like extracting addresses based 
on patterns or statistical rules. The second category refers to the cases when an external 
source is used which may be a gazetteer or a trained dataset. The existing studies can be 
classified into four main groups according to how they extract postal addresses from the 
Web. The first group of studies applies the rule-based address extraction method, in which 
regular expressions and patterns are utilized for address extraction. In these approaches, 
patterns are identified and matched with an extracted token to determine whether it is an 
address or not. The second group uses ontology-based techniques that rely on describing 
the documents using a defined ontology to extract location-based information. The third 
category applies machine learning techniques. The fourth group includes hybrid techniques 
that combine aspects of the previous techniques. In this section, we shall briefly discuss the 
most recent approaches from the four categories.

3.1 � Pattern‑based address extraction approaches

Most pattern-based approaches employ two consecutive steps to extract addresses: Seg-
mentation and Recognition. In the first step, unnecessary tags are removed from the Web 
pages and text segments that include the address blocks are obtained. While the second step 
aims to detect the different parts (entities) of the address pattern. However, these techniques 
mostly depend on gazetteers that are used to match a specific segment in the pattern. Gaz-
etteers such as OpenStreetMap (OSM), Geonames and DBpedia may contain states, cities, 
streets or a subset from them. Regular expression techniques use predefined grammars for 
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almost all possible patterns of real postal addresses and compare the obtained tokens with 
lexicons. On the other hand, unstructured postal addresses cause a vital challenge in many 
countries such as India and Egypt. The problem arises from describing the geographical 
locations instead of using the formal address structure. Nagabhushan et  al. (2006) used 
symbolic object properties to represent the variant information of the addresses through a 
knowledge base rather than gazetteers.

Many pattern-based postal address extraction approaches have been proposed. For 
example, Asadi et al. and can et al. Asadi et al. (2008) ; Cai et al. (2005b) have used pattern 
matching, while others have combined techniques that integrate patterns and gazetteers 
Schmidt et al. (2013). The rest of this section will introduce these attempts in a chrono-
logical order and the following sections will compare them. At the end of this subsection, a 
comparison of the discussed pattern-based approaches is shown in Table 3.

Can et al. was one of the primary studies that employed the Web page layout to iden-
tify the address on the structured English Web pages Cai et  al. (2005b). They relied on 
segmenting the Web pages based on their visual similarity after converting the pages into 
DOM trees. In their work, the authors used regular grammars with confidence instead of 
rigid formats to detect the patterns of postal addresses. The content of a text block is con-
sidered as a postal address if its confidence value exceeded a defined threshold. They also 
utilized lexicons such as Nation lexicon, state lexicon, city lexicon, street suffix lexicon and 
organization suffix lexicon to improve the extraction process.

Similar to their previous work, Asadi et al. (2008) used vision segmentation with a pat-
tern-based approach to extract addresses from Web pages. The system converts the HTML 
tags into XML, and then analyzes the leaf nodes in the XML format. Additionally, an 
XML parser was designed to classify the XML tags into categories such as: NUM, Trigger, 
NOTICE, Cased Word, Preposition, Period Ended, and quotes Ended. The used patterns 
were manually chosen for recognition of addresses, and different confidence scores have 
been given/assigned to them. This system uses several address patterns and a small table 
of geographical knowledge to find addresses and itemize them into smaller components. 
The author concluded that a pure pattern based address extraction model cannot extract and 
itemize addresses from Web pages properly. This is due to the large variation in address 
patterns on the Web. Finding all address patterns is almost impossible. However, by adding 
a small table of general or coarse location names (e.g. country and state names) and using 
some triggers and keywords, the system provides better results both in the extraction and 
itemization of addresses. This combined model is cheaper and more flexible than gazetteer-
based extraction approaches.

Two other approaches are proposed in Yu (2007). The first one used regular expres-
sions, and the second one used a gazetteer. Both approaches assumed a formal format for 
the US addresses that begin with a Street number, followed by Street Name, City, State 
Name, optional ZIP code and Country Name. Subsequently, other address patterns that 
might occur were discarded. In his research, the author used a defined address boundary 
to detect the address block in the web page. The author assumed that a number in the text 
could be considered as a street number that remarks the beginning of a potential address, 
while state name and ZIP code are indicators of the end of an address. This assumption can 
cause several errors since Web pages may contain numbers signifying things other than 
street numbers. The first technique formed the rules using regular expressions, generated 
by the lexical scanner generator Flex Nicol (1993). Moreover, the longest matching text 
was marked as address. In the second technique, a gazetteer is used which involves the 
entire US nation with street names, address ranges, geographical codes, demographics of 
each side of road/street segments and latitude-longitude of each intersection. The author 
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used this gazetteer to construct two tables. The first is the Street table which contains all 
the unique streets, cities, states and ZIP codes. A unique index was assigned to each row 
in the table. The second one is the Street Index table that is used as an index of the Street 
table to expedite the street name searching.

Another study was introduced based on the idea of increasing the granularity level. The 
researchers used a full address information database instead of the normal gazetteers since 
the latter does not describe the address at the street level Ahlers and Boll (2008a, 2008b, 
2007). The used database contains postal codes, city names, street names and every city-
postal codes combination for each street in the target area. The designed geo-parser cat-
egorizes the full German addresses using a combined extraction and verification process 
on unstructured Web pages through the geographical database. The authors presented 16 
combinations of the address elements that might appear in the Web pages. Meanwhile, the 
authors concluded that some combinations don’t make any sense and can’t be deduced, 
which minimizes the combinations to 5 valid patterns. This dataset consists of one city, 
nine postal codes, approximately 1,364 streets and 1,440 Postal code-street combinations. 
Furthermore, Dirk (2013) added a new component for a comprehensive analysis of the 
data in the index. In turn, this maintains the enrichment, duplicate detection, merging and 
aggregation of entities based on similarity analysis. One of the drawbacks of this method 
is that it requires high experience to construct rules. Moreover, this technique is mainly 
associated with a specific domain, which results in many problems when it is applied with 
a new domain. Otherwise, rules designed manually hold the benefits of detecting patterns 
that statistical algorithms cannot learn from given features.

3.2 � Ontology‑based address extraction approaches

Many researchers have focused on the conceptual analysis of unstructured text on the Web. 
On the other hand, ontologies (defined in Sect. 2.1.5) are considered as semantically rich 
as the conceptual schemas; therefore they are more relative to the user’s intellectual model. 
Indeed, there are a few pieces of literature that utilize the ontology approach to extract 
the addresses from the Web pages. In this subsection, we shall both briefly address the 
proposed two ontology-based postal address extraction approaches and summarize these 
approaches in Table  4. The graph structures are used efficiently in representing human 
knowledge. Cai et al. (2004c, 2005a) utilized a predefined ontology combined with graph 
matching techniques to describe documents in order to extract location- based information. 
The proposed technique in Cai et al. (2005a) has three steps: (1) Ontology Construction, 

Table 4   Ontology-Based Address Extraction approaches

Ref. Dataset Lang. / Country Extracted Entities

Cai et al. (2004c) Cai 
et al. (2005a)

DMTI GIS Database English / Canada Suite info: Apt, Building, Room 
Number. Municipal Location: 
St. No, St. Name, St. Type, 
Direction. Geographical Posi-
tion: City, Province, Country.

Borges et al. (2007) WBR05 Brazilian Basic address: St. Type, St. 
Name, Building NoLocation 
Identifier: Postal Code, Phone 
No, and City/State.
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(2) Identify Concepts and (3) Graph Matching. The first step defined the ontology as a set 
of concepts. This concept set is a gazetteer, in which each concept can be defined as a dou-
ble/couple c = (inscription, meaning), where the inscription is corresponding to the lexical 
inscription form of the concept and meaning is the syntactic sense of the concept. The 
authors related the concepts together by means of their semantic relations. These relations 
are vertical and horizontal: (1) The PartOf relation, (2) The InstanceOf relation, (3) The 
Similar relation, (4) The SyntacticNeighbor relation. The similarity between two graphs is 
obtained through the function shown in Equation 1.

Where NC(G,GT ) is the number of nodes shared by the text segment’s abstract descriptor 
sub-graph G and the template graph GT , EC(G,GT ) is the number of edges common in G 
and GT . N(GT ) is the number of nodes in the graph GT and E(GT ) is the number of edges 
in GT.

Borges et al. (2007) ; Cai et al. (2005a) proposed an ontology-based approach named 
OnLocus that recognized and extracted geospatial evidence with local characteristics, such 
as street names and area codes. This work has been initiated based on the results obtained 
from Locus Souza et al. (2005) that are mainly constructed depending on the conceptual 
schema which is specified using the OMT-G model Borges et al. (2001). However, OnLo-
cus was intended to elicit geographical knowledge from Web pages. Therefore, it concen-
trated on indirect references to places such as postal codes and telephone area codes Borges 
et al. (2007). The convincing performance of Locus as an indirect reference in geographi-
cal information retrieval tasks suggested that a gazetteer might be much more helpful if 
it could record the various types of relationships among places. Furthermore, using rela-
tionships recorded in the ontological gazetteer will enable the detection of the connection 
between many documents and places that are not explicitly mentioned in their text.

3.3 � Probabilistic modeling and ML address extraction approaches

Supervised learning techniques have been utilized for classification and labeling purposes. 
These approaches are focused on labeling training data, designing features and selecting a 
suitable learning algorithm that distinguishes positive from negative entities by consuming 
these features. Utilizing these algorithms requires a training dataset employed to recognize 
and classify named entities, which should be previously annotated. The manual annota-
tion of these data causes time-consuming and intensive labor. Further, selecting convenient 
features with good representations is a crucial task that influences the performance of a 
machine learning task. Several classifiers such as Naive Bayes, C4.5 Decision Trees and 
Support Vector Machine are widely exploited to give a defined label to an unknown input. 
Moreover, the Hidden Markov Model, Maximum-Entropy Markov Model (MEMM) and 
Conditional Random Fields are used to label a sequence of input segments. In this sub-
section, as well as we briefly discuss these ML approaches, we shall summarize them in 
Table 5.

Yu (2007) used the C4.5 classifier which is trained with a dataset that utilized features 
of the n-gram. It has four main steps: tokenization, feature extraction, classification and 
post-processing. The first step is introduced previously in Section 3.1. Further, in the sec-
ond step, the system used five categories of the address features: Word Level, Geographi-
cal, Part-of-Speech Tagger, Punctuation and Layout features. For the geographical features, 

(1)Sim(G,GT ) =
NC(G,GT ) + EC(G,GT )

N(GT ) + E(GT )
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a small size dictionary is used to define the following address components: (1) US State 
Name; (2) Street Direction; (3) Street Suffix; (4) Secondary Unit Designator; (5) USZIP 
and (6) POBOX. After the system processed the feature values for each n-gram, the C4.5 
classifier (in the classification step) would label the tokens as: START, MIDDLE, END 
or OTHER. A sequence of these labeled tokens is identified as an address only if its first 
token was predicted as START by the classifier, while the last token was classified as END. 
In the final step, the post-processing step was applied to the labeled tokens to extract and 
output the addresses. At least one token in the middle of the block was predicted as MID-
DLE. Furthermore, each block must include less than 20 tokens.

Chang and Li (2010) have introduced a Web service (Map-Maker) which accepts inputs 
(as Web pages) and extracts the existing postal addresses with their associated informa-
tion to be ready for marking on a map. Two different machine learning models (SVM and 
CRFs) were developed and trained by the dataset introduced in Yu (2007). The motivation 
to use these approaches is that SVM and CRFs are the best known discriminative models 
for structured and unstructured learning, respectively. The basic concept of SVM is to find 
a hyperplane to separate two sets of data apart with maximum margin and minimum dis-
placement. The SVM classifier was developed using libsvm with the polynomial kernel to 
decide the label of each token. Given a sequence of word/character tokens, the beginning/
inside/end of an address is labeled by the following labels B/I/E and others by O. The SVM 
classifier is utilized here to predict the label for each word/token based on its context infor-
mation. As the feature selection process has a vital influence on the address extraction, the 
authors applied 14 features to indicate the address block. In addition to this, a BIEO tag-
ging method was exploited to label the tokens: where B stands for the beginning position 
of a postal address, I stands for the inside position of a postal address, E stands for the end-
ing position of a postal address and O stands for outside a postal address. In addition, the 
authors extracted the associated information of the extracted address for the user’s easier 
comprehension.

Chang et al. (2012) have developed the idea that is introduced in Chang and Li (2010), 
applied it to Chinese postal addresses extraction and improved the extraction of associated 
information. The DOM tree has been utilized to distinguish the address layout in a Web 
page. Three suffix types were used as indicators of the address segments (e.g., Administra-
tive Division, Street and House Number). The used features were increased to be 17 fea-
tures instead of 14 features which have been employed as indicators of address segments. 
The IO tagging method was added to the BIEO method to mark the address segment. In the 
IO tagging method, “I” stands for inside and “O” stands for outside the required address.

In Chang et al. (2016), the authors have tried to use the Web pages to extract the Chi-
nese addresses which don’t exist on the maps. This technique utilized the linear chained 
CRF algorithm. In addition to that, the authors examined the proposed technique with word 
segmentation and without word segmentation. The results showed that the segmentation 
doesn’t improve the performance. Moreover, an unsupervised algorithm for associated 
information segmentation was presented by making use of a DOM tree structure based on 
the farthest distinguishable ancestor (FDA) of each address. The FDA algorithm could suc-
cessfully detect the associated information for each Chinese address.

By considering another source of addresses, Liu (2016) used news reports instead of 
Web pages for address extraction. The problem with extracting addresses from the news 
reports is that no special formatting exists; so, the address or addresses may be anywhere 
in the text. In addition to that, there are no labeled news report datasets for training and 
testing. Creating these datasets requires manual labeling. Eventually, a single address may 
have various forms in the news reports. Furthermore, Liu (2016) introduced a comparison 
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between three supervised learning approaches which differ only in the classification algo-
rithms. The used algorithms are Gradient Boosting (GB), Gradient Boosting with Principal 
Component Analysis (GB+PCA) and Conditional Random Fields. The author used two 
different sources to collect training data from the Washington Post and the “Cavalier Daily 
reports” in the period between 1990 and 2015. These data are combined with an unlabeled 
dataset of 998 articles. Nonetheless, the comparisons show that CRFs has the most stable 
performance on news reports.

Microdata has offered a great aid to understand the information on Web pages and pro-
vide more relevant results to users. It is considered as a collection of attributes that are 
embedded into standard HTML tags to clarify the data context. Efremova et  al. (2018) 
benefited from Web pages on the Common Crawl dataset. That was available in a micro-
data format to train the SVM classifier in order to develop a geo-tagging framework that 
elicits addresses from Web pages. Microdata is a collection of attributes that are embedded 
into existing content on Web pages. The detected addresses ara composed of names and 
phones, as well as micro-contents such as streets, regions, postal codes, etc.

3.4 � Hybrid postal address extraction approaches

Hybrid approaches use a combination of different techniques to extract postal addresses. 
Also, in this subsection, a brief discussion of the proposed hybrid approaches is presented 
and a summary of these approaches is shown in Table 6 as well. Yu (2007) introduced a 
hybrid method which combined the pattern-based and machine learning approaches. The 
system followed the same preprocessing techniques as in the previous methods. The com-
bined approach profited from the handcrafted patterns that couldn’t be created by the statis-
tical techniques. Moreover, machine learning is used to learn complicated rules rather than 
developing them manually.

A combined approach was introduced by Borges et al. (2011) which implied ontology 
with urban gazetteers. The extended work included 17 different address patterns to verify 
which ones would be more useful for retrieval. Each pattern corresponds to a possible com-
bination of address components in which addresses are usually found in the text. Moreover, 
in this work, they focused on extracting geographical knowledge from local Web business 
or service pages with the aim of providing a support to location-based services and inte-
grating Web pages with urban locations. This meets the users’ growing demand for such 
services, and has vast commercial, economic and social applications.

Schmidt et al. (2013) have extracted business German addresses from the Web. It com-
bined patterns and gazetteers acquired from OpenStreetMap. The structure of the aimed 
address contains the name of a company to which the address belongs, the street name, 
the street number, the postal code and the city that the company is situated in. The pro-
posed system contained three modules: Preprocessing, Identification of the address parts 
and Aggregation. The authors highlighted two significant issues that affect the system 
performance. Firstly, the uncommon structure of the company name can cause the detec-
tion of only a part of the name which will definitely influence the precision and the recall. 
Secondly, the improper assigning of the company name and the address. In many cases, a 
name is wrongly extracted to describe a company. This in turn has a negative effect on the 
precision.

Another hybrid approach is proposed in Nesi et al. (2014). It combined among the lin-
guistic parsing, POS-tagging, pattern-based annotations Stab Christian (2017) and gazet-
teers that contain names of provinces and cities of the Tuscany region, as well as some of 
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the POI places. The system architecture consisted of three modules: (1) A distributed Web 
crawler which aimed to fetch and mine the big textual data and the huge amounts of docu-
ments by using the Apache Nutch crawling tool, which has been integrated with Apache 
Solr for document indexing; (2) An Address Extractor which used a linguistic parser. This 
parser takes the documents and the pages retrieved from the previous module and analyzes 
it using the linguistic rules, POS-tagging, as well as through the use of external gazet-
teers. These gazetteers contain names of Italian cities, regions, companies, abbreviations 
for address items and identifiers using ANNIE Cunningham et al. (2002) (A Nearly-New 
Information Extraction system) and the pattern recognition algorithm JAPE (Java Annota-
tion Patterns Engine). The best-case scenario for this module is to find the geographical 
information either in the HTML footer or head of each Web page. The worst case is to have 
to search through the rest of the page in case of not finding the required information nei-
ther in the footer nor the head; (3) A geocoding module which finally retrieved the coordi-
nates of the extracted addresses or geographical information by querying a semantic Smart 
City repository created at DISIT Lab for the Sii-Mobility Project (proposed by Bellini et al. 
2014).

In addition to the techniques mentioned earlier, a new branch of machine learning called 
Deep Learning (DL) has been broadly applied in geospatial studies since 2016. Unfortu-
nately, deep learning is still not applied for predicting the label for each word of a postal 
address. None of the proposed deep learning based works aimed to identify the full address 
pattern. Deep learning has been employed to support the understanding of urban geogra-
phy He et al. (2018), and processing the remote sensing images and street-view pictures Li 
and Hsu (2020). Further, Xu et al. (2020) have constructed a geospatial semantic address 
model based on bidirectional encoder representations from Transformers (BERT) to extract 
Chinese addresses’ computational representations. Moreover, it predicts the location of the 
address characteristic expression of geographical address locations. They used the address 
coordinate prediction task as an example to show the workflow of the standard downstream 
task. This research’s target was "building a transfer learning model based on the fine-tuning 
method". Moreover, Lin et  al. (2020) proposed an address matching technique which is 
based on deep learning to identify the semantic similarity between address records. The 
used dataset was formed by 84,474 address pairs and the corresponding labels. The word-
2vec model was trained to transform the address records into their corresponding vec-
tor representations. Further, the enhanced sequential inference model (ESIM) Fan et  al. 
(2017) was applied to compute the semantic similarity of the compared address records to 
determine if two addresses are matched. Considering the previous deep learning results, it 
would introduce promising outcomes if applied in the domain of postal address extraction 
from the Web.

4 � A comparative analysis

4.1 � Gazetteers comparison

Quality plays an important role in working with all types of geo-data, particularly in 
data extraction and evaluation Goodchild (1992). Further, it influences the performance 
of common tasks such as geo-parsing and geocoding Acheson et  al. (2017). Much of 
the work on geospatial data inaccuracy and uncertainty Devillers et al. (2010) are con-
cerned with a positional mistake during geocoding or with positional accuracy and 
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prospective conflation methods of high granularity Ahlers and Boll (2009), Bakshi et al. 
(2005), which in turn influence the needs to verify the quality of data in the gazetteers. 
Data quality parameters have been varied in many researches. US Federal Geographi-
cal Data Committee listed the quality parameters to be: attribute accuracy, positional 
accuracy, logical consistency, completeness and lineage Guptill and Morrison (2013). 
Considering the context of the gazetteers, seven quality criteria have been defined by 
Leidner (2004) and extended later by Hill (2009). As shown in Figure 1, these criteria 
are defined as follows: 

1.	 Availability: Degree to which a gazetteer is freely available and not limited by restrictive 
conditions of use.

2.	 Scope: Small communal database, regional/national coverage or worldwide coverage.
3.	 Completeness: Degree to which the scope of the gazetteer is covered completely.
4.	 Currency: Degree to which the gazetteer has incorporated changes.
5.	 Accuracy: Number of detectable errors in names, footprints and types.
6.	 Granularity: Includes large, well-known features only or features of all sizes and those 

that are less well known.
7.	 Balance: Uniform degree of detail, currency, accuracy and granularity across the scope 

of coverage.
8.	 Richness of annotation: Amount and detail of descriptive information, beyond the basics 

of name, footprint and type.
9.	 Moreover, one more criterion can be added since the essential dependence on gazetteers 

has shown the necessity of some features such as the editability; that can be defined as 
the degree to which the user can add/change attributes of the gazetteers.

In this subsection, a comparison among the existing gazetteers is established considering 
the granularity level of parameters, Editability, Accuracy, Availability, Scope and Cur-
rency. Table 7 shows the results of this comparison. Before that, quality of the gazetteers 
(presented before in Sect. 3) will be addressed as follows.

Fig. 1   Gazetteers Data Quality
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GeoNames: It integrates data from multiple sources, while users can edit data in a wiki-
like interface. This causes the variance in quality parameters such as scope, resolution or 
age. GeoNames data encompass the name, the coordinate (latitude and longitude), the parent 
administrative division and the country. Furthermore, the population data, height, alternative 
or translated names, or links to Wikipedia are organized in a hierarchy down from a country 
level. A proposed analysis by Ahlers (2013) indicates that there are different kinds of inaccu-
racies and partial error estimates. Moreover, it has been proved that there are shortened coor-
dinates in very large numbers apart from other problems. In many cases, some areas have an 
extent that is not captured at the sub-minute scale. Giving a measurement degree to the accu-
racy parameter would be beneficial but it isn’t applicable in the case of large gazetteers such as 
GeoNames.

OpenStreetMap (OSM): Numerous scientific studies were conducted to evaluate the data 
quality of OSM such as Haklay (2010), Helbich et al. (2012) Touya (2010), Zielstra and Zipf 
(2010). All these studies show the advantage of responsiveness and flexibility of OSM. Further, 
the results have been demonstrated high positional accuracy that highly depends on the data col-
lection technique and an enormous amount of details that found around urban areas with a high 
number of contributors. Moreover, several factors such as GPS signal preciseness displaced aer-
ial images or bulk movements proved impressive data quality. On the other hand, it showed also 
the problematic aspect of heterogeneity in OSM data, highly limiting the possible applications. 
This heterogeneity is particularly explained by the coexistence of different data sources Zhang 
et al. (2018), processes of capture and contributors’ profiles, highlighting the importance of the 
followed accepted and well-defined specifications.

In Uryupina (2002), different entities such as City, Region, Country, Island, River and Moun-
tain were supported. Furthermore, it didn’t focus on a certain region. The system relied on run-
ning the queries for one time without any features to edit the obtained results such as the case of 
the previous gazetteers.

Locus: Souza et al. (2005) considered the place names and lakes entities in addition to the 
spatial relationships among the entities. The maximum accuracy of the two systems are 98% and 
77% respectively. In addition to that, both researches didn’t mention either the ability to update 
the dataset periodically or the ability to use the resulted gazetteer. Ontology-based Gazetteer: 
Machado et al. (2010) added the records concepts and terms related to a place to the structure 
used in the conventional gazetteers. Unfortunately, this work didn’t provide any quality meas-
urement to the proposed gazetteer. POI Gazetteer: Chuang et  al. (2016) have evaluated the 
constructed POI database by comparing it with both Wikimapia and ‘What’s the Number?’. 
Wikimapia is an open-content collaborative mapping project that aims to mark and describe 
all geographical objects in the world, while ‘What’s the Number’ is a popular app for smart-
phones that provides a telephone and address lookup service. The results show that the perfor-
mance of the proposed technique exceeds the others in terms of the two kinds of queries (com-
mon keywords or POI names) and regardless of the area (whether urban and rural). This work 
treated with the address as a whole pattern (i.e. it didn’t give details about the composition of the 
extracted addresses). Furthermore, the authors’ evaluation discarded the data quality parameters 
such as Availability, Currency and Accuracy.

4.2 � Technique‑based comparison

In this subsection, we compare the performance of the address extraction approaches 
discussed in Section  3. The criteria used in the comparison rely on the obtained results 
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and the volume of the used data. These criteria are Precision, Recall, F-measure, #Pages, 
#Addresses and #Patterns. The criteria are defined in the research literature as follows.

–	 Precision =
Ncorrect

Nresponse

 ; where Ncorrect is the number of the correct addresses in the system 
and Nresponse is the total number of addresses candidates

–	 Recall =
Ncorrect

Nkey

 ; where Nkey is the total number of real addresses in the answer key.
–	 F-measure is the combination of the two metrics scores recall and precision.
–	 #Pages: the total number of used Web pages.
–	 #Addresses: the total number of the extracted addresses.
–	 #Patterns: the number of the designed address patterns.

4.2.1 � Pattern‑based approaches comparison

Table 8 shows the results of comparing pattern-based address extraction approaches using 
the above mentioned criteria. The details of this comparison are discussed as follows.

Results in Cai et al. (2005b) are obtained by submitting a query to the Google search 
engine with the subject “contact”. The examined pages were only the first 50 returned 
pages, which were examined manually to check whether they contained addresses or not. 
Six of the pages were not allowed to be accessed, sixteen pages had addresses and the 
remainder contained no addresses. This approach was evaluated regarded to the precision 
of the segmentation process. It revealed that: among 56 addresses, one address was not 
segmented, 7 were segmented as larger blocks, 5 were segmented as smaller blocks and 
43 were segmented well. Therefore, the total accuracy was 0.89 and the false alarm rate 
was 3.8% . Unfortunately, the test dataset (mentioned by the author at http://idke.ruc.edu.
cn/wdml/addre​ss-truth​.zip) could not be accessed. This approach didn’t test using a large 
dataset. Moreover, some address parts were neglected such as: telephone number, product 
price and product description.

A dataset in Yu (2007) is constructed (using a regular expression) by querying Google 
with query sets of 3 main subjects: contacts, hotels and pizza restaurants. The first, “Contact 
Collection”, was collected using the two queries: “contact us” and “contact information”. 
The second, “Hotel Collection”, was collected using the queries “Hotel Los Angeles”, 
“Hotel San Francisco”, “Hotel New York” and “Hotel Seattle”. The last, “Pizza Collec-
tion”, was collected using the queries “Pizza Los Angeles”, “Pizza San Francisco”, “Pizza 
New York” and “Pizza Seattle”. The queries resulted in 2,375 Web pages and 12,895 US 
addresses. Only 20% of the total Web pages were chosen randomly and utilized as a test-
ing set. The testing dataset consists of 471 Web pages with 2,257 labeled addresses. The 
regular expression system successfully detected 1,370 addresses. The F-Measure for exact 

Table 8   Comparison of the results obtained from pattern-based approaches (with gazetteers)

Approach Prec. Recall F-measure #Web Pages #Addresses #Patterns

Cai et al. (2005b) - - - 44 56 5
Yu (2007) Regular Expression 0.73 0.61 0.66 471 1370 6
Yu (2007) Gazetteers 0.83 0.69 0.75 471 1555 6
Asadi et al. (2008) 0.97 0.73 0.83 1,100 2,030 10
Ahlers and Boll (2008a) - - - 180,000 25,000 5

http://idke.ruc.edu.cn/wdml/address-truth.zip
http://idke.ruc.edu.cn/wdml/address-truth.zip
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matching using the regular expression was 0.665 with a precision of 0.735 and a recall of 
0.607. However, the results were improved (high recall and precision) by using a gazetteer. 
The system achieved precision of 83.1% and recall of 68.9% . The enhancement in precision 
was due to the validation of address elements with gazetteer which covered all US cities 
and street names. The system avoids many false positives; therefore, it improves the preci-
sion. However, the authors reasoning the low recall percentage due to the used assumption 
which considered the address starting with a street number or PO Box, and ending with 
a state name plus ZIP code. This hypothesis leads to the dismissal of addresses that do 
not precisely follow these defined rules. By comparing the two proposed approaches, it is 
evident that the performance of the regular-expression approach is lower than that of the 
gazetteer-based approach. On the other hand, the first approach did not rely on any data-
base, while the second approach demanded a dataset with every street and city in a country.

A manually constructed dataset is used in Asadi et  al. (2008). The designed patterns 
were based on the most repeated 10 Australian styles that are appeared in the collected 
Web pages. The testing scenarios run through many cases. The first scenario used only the 
designed patterns to extract addresses. The second one combined the designed addresses 
with a small geo-graphic table containing triggers, keywords, country names, Australian 
states and major cities. The results revealed that: in the first test case scenario, the recall 
was 65% , and was raised to 73% in the second scenario. This indicates that the pattern 
based approach can’t extract all the patterns that exist in the Web pages. By doing so, the 
authors achieved better results than a pure pattern based approach. Furthermore, it was 
found that this result can be enhanced through adding the geographical table. Moreover,a 
recall was found to be 0.73, precision to be 0.97 and F-measure to be 0.83 for the complete 
address. This system didn’t provide any usable dataset for other researchers.

Ahlers and Boll (2008a) have presented 16 combinations of the address elements that 
might appear in Web pages. Meanwhile, they concluded that some combinations didn’t 
make any sense and cannot be detected. So, they minimized the combinations to 5 valid 
patterns. This dataset consists of one city, 9 postal codes, 1,364 streets and 1,440 Postal 
code-street combinations. The authors restored approximately 180,000 Web pages and 
about 25,000 addresses that are coincided with the definition of a complete address. This 
is equivalent to a result of approximately 13% of location-aware Web pages. The obtained 
results showed a very high precision. However, recall wasn’t recorded due to the difficultly 
of measuring the numerous relevant documents.

4.2.2 � Ontology‑based approaches comparison

Two Web page representations were used in Cai et al. (2005a) Borges et al. (2007). The 
first described the Web pages as a subgraph of a predefined ontology while the second 
converted the HTML pages to plain text. Cai et al. (2005a) didn’t show a high performance 
according to the difficulty of the graph matching. The experimental results revealed 74.5% 
for precision, 72.4% for recall and 73.34% for F-Measure at 0.29 for similarity threshold. 
Moreover, the problem of typing-errors in address identification, noise elimination and 
separation of joined address phrases still unsolved. On the other hand, Borges et al. (2007) 
evaluated the proposed work using the False Positive measurement while precision and 
recall were not measured. The authors also examined each pattern of the address separately. 
The system showed the highest performance in detecting postal codes, followed by the pat-
tern: street type + street name + building number + postal code. This is because the more 
conventional syntax of the address patterns that appears in the text will increase the ability 
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to recognize the address pattern. As can be observed, the number of extracted addresses 
by Borges et  al. (2007) is significantly greater than that of the other proposals. This is 
due to the calculation of each element of the address pattern separately. For instance, the 
extracted postal code was calculated as a pattern even if there is no other address informa-
tion extracted. Table 9 shows the details of comparing Ontology-Based Approaches using 
the above mentioned criteria.

4.2.3 � Probabilistic modeling and ML‑based approaches comparison

The machine-learning-based system exceeded the precision and the recall of the two rule-
based systems introduced previously in Yu (2007), while the regular expression technique 
was limited in its coverage of postal address formats. Meanwhile, the Gazetteer contains a 
large amount of information for matching and extracting. Furthermore, it’s shown that the 
performance of the address extraction task was higher while using all features rather than 
each feature separately. The system also demonstrated that precision was inversely affected 
by the number of n-grams. The rising order of n-gram gradually decreased the precision. 
The peak F-measure was 0.843 while the highest order of n-gram was 8. Using the same 
dataset, the performance of the proposed approaches in Chang and Li (2010) has shown a 
rising trend as the F-score for SVM increased by 2.7% , compared to the F-score of the C4.5 
Decision tree Yu (2007). Meanwhile, the F-score for CRF has the highest result of 0.914 with 
an increase of 3.8% . These results confirm that the SVM and CRF have a superior learning 
capability than C4.5. Further, associated information for each address is also identified based 
on the clustering of the addresses into address blocks. The accuracy of associated information 
extraction was measured with and without adjustment procedure. The experimental result 
shows that the accuracy is 0.851 without adjustment which is enhanced by 1.5%.

The sequences labeling technique was applied later rather than the classification tech-
nique to the Chinese postal address extraction using both BIEO and IO tagging methods 
in Chang et al. (2012). The performance was measured with and without Yahoo Chinese 
word segmentation and the results demonstrated that the best outcomes can be obtained 
using a conditional random field with BIEO tagging without word segmentation. The pro-
posed work emphasized that improper segmentation can lead to worse labeling of address 
tokens. Moreover, the F-measure was increased from 0.90 to 0.92. Furthermore, the FDA 
algorithm reported a higher F-measure (from 0.811 to 0.96) when applied to associated 
information for Chinese addresses Chang et al. (2016).

The SVM classifier also presented high results in Efremova et al. (2018). The authors 
didn’t mention the number of Web pages or the extracted addresses. Instead, they only 
mentioned the number of used annotated data partitions. This approach seems limited as 
it depends on the microdata tags, while according to the W3Techs survey6, only around 

Table 9   Comparison of the results obtained from the Ontology-Based Approaches

Approach Prec. Recall F-measure #Web Pages #Addresses #Patterns

Cai et al. (2005a) 0.74 0.72 0.73 11 105 NA
Borges et al. (2007) - - - 43,121 893,260 11

6  https​://w3tec​hs.com/

https://w3techs.com/


1113Postal address extraction from the web: a comprehensive survey﻿	

1 3

12.7% Web pages have microdata tags compared to the entire Web. However, this rep-
resents a very small percentage since not all of these pages contain addresses. Table 10 
shows the details of comparing ML-Based Approaches.

4.2.4 � Hybrid approaches comparison

As can be observed, the first two hybrid systems proposed in Yu (2007), which integrated 
the machine-learning technique with the regular expression technique and the machine-
learning technique with the gazetteer have exceeded the precision of the other three hybrid 
systems by achieving 0.95 and 0.94 respectively. While the other systems used patterns 
with the gazetteers technique and Part-Of-Speech-tagging with patterns, they have demon-
strated a lower precision. On the other hand, Nesi et al. (2014) showed higher performance 
in both recall and F-measure by scoring 90.5% and 92.8% , respectively. Schmidt et  al. 
(2013) identified 4,449 addresses (an average of 2.8 addresses per Web site) and achieved a 
moderate results in all the measurements.

Borges et  al. (2011) have the highest number of extracted addresses because they 
considered the postal code and the city name as a separate address. The postal code 
pattern and city name pattern have been extracted 1,083,913 and 470,879 times, 

Table 10   Comparison of the results obtained from the ML-Based Approaches

Approach Prec. Recall F-measure #Web Pages #Addresses

Yu (2007) C4.5 Decision Tree 0.94 0.72 0.81 471 2,257
Chang and Li (2010) SVM 0.96 0.85 0.90 1,740 8,519
Chang and Li (2010) CRF 0.97 0.86 0.91 1,740 8,519
Chang et al. (2012) BIEO + ICCS 0.97 0.97 0.97 549 3,896
Chang et al. (2012) BIEO + YCWS 0.97 0.96 0.96 549 3,896
Chang et al. (2012) IO + ICCS 0.95 0.95 0.95 549 3,896
Chang et al. (2012) IO + YCWS 0.94 0.93 0.94 549 3,896
Chang et al. (2012) Regular Expression 0.88 0.90 0.89 549 3,896
Chang et al. (2016) BIEO + ICCS 0.97 0.969 0.97 549 3,896
Chang et al. (2016) BIEO + YCWS 0.97 0.958 0.96 549 3,896
Chang et al. (2016) IO + ICCS 0.95 0.946 0.949 549 3,896
Chang et al. (2016) IO + YCWS 0.95 0.93 0.94 549 3,896
Chang et al. (2016) Regular Expression 0.88 0.90 0.89 549 3,896
Efremova et al. (2018) SVM 0.91 0.928 - - -

Table 11   Comparison of the results obtained from the Hybrid-Based Approaches

Approach Prec. Recall F-measure #Web Pages #Addresses

Yu (2007) ML+Reg. Exp. 0.952 0.811 0.876 471 2,257
Yu (2007) ML+Gazetteer 0.943 0.784 0.856 471 2,257
Borges et al. (2011) - - - 603,798 2,137,601
Schmidt et al. (2013) 0.61 0.80 0.69 1,576 4,449
Nesi et al. (2014) 0.90 0.93 0.92 100,000 -
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respectively. However, the authors pretended that the geocoder’s performance has a sus-
tainable relevance with the quality of addresses data. The extracted patterns were geo-
coded using the techniques introduced in Davis and Fonseca (2007), while confirming 
the precision of location detection according to the designed patterns. Table 11 repre-
sents the obtained results from these proposals.

5 � Conclusion and future work

This survey intended to review the different approaches introduced to extract postal 
addresses from the Web. Our review focused on two main directions. The first direc-
tion has investigated the data quality of the existing gazetteers, which has found that 
GeoNames and OSM had the highest affirmative data quality. The second direction has 
addressed the challenges facing the problem of postal addresses extraction. It has exam-
ined the techniques employed to handle these challenges. This direction has explored 
that many issues (such as the ambiguous and dynamic nature of a location name, the 
various styles of the address and the different sources of addresses on the Web) influ-
ence the postal address extraction process. Moreover, the semantic misunderstanding 
consequences of the synonyms (different words with the same meaning) and poly-
semy (the same word with different meanings) still present an obstacle in many used 
languages which consequently affects the performance of the postal address extraction 
process.

We concluded that, using one or more specific Web sites as fixed data sources would 
limit the data diversification and affect the comprehensiveness of geographical data. 
Therefore, covering real Web pages instead of relying on Yellow Pages would increase 
the obtained geographical knowledge. Additionally, more attention should be directed 
towards social networks as they are vital dynamic sources of geographical data. Social 
networks are prolific sources to detect locations for geospatial applications. They rep-
resent a fertile source of real-world events, especially in times of mass emergencies. 
Also, there are still promising models such as "Deep Learning (DL)" that have not been 
strongly applied in this area, despite the impressive results of DL in other fields related 
to the domain of postal address extraction from the Web. Furthermore, it’s noticed that 
the comparisons among the existing approaches don’t exist due to a lack of public geo-
graphical datasets. Therefore, collecting a public dataset that can be used in exploring 
new hypotheses and validate methods is needed, which subsequently could increase the 
efficiency and quality of the research in this domain. Moreover, designing geographical 
gazetteers from scratch consumes time and effort. Most of the systems that depend on 
hand-designed gazetteers had a narrow coverage scope, which could be expanded by 
using the open-accessed geographical databases (e.g., GeoNames, OSM, etc.).

In the future, further research in this domain should propose a multilingual frame-
work that aims to extract geographical data from social media networks to overcome 
the absence of many POIs on the current location-based services. On the other hand, 
location-based service providers (such as Google Maps, Wikimapia, Garmin and Yelp) 
should focus on tracking the percentages of uncovered POIs and at the same time 
providing some tools that seek to compensate this lack of POIs from the customers 
themselves.
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