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Abstract
With the increasing number of customer reviews on the Web, there is a growing need for 
effective methods to retrieve valuable information hidden in these reviews, as sellers need 
to gain a deep understanding of customers’ preferences in a timely manner. With the con-
tinuous enhancement of opinion mining or sentiment analysis research, researchers have 
proposed many automatic mining and classification methods. However, how to choose a 
trusted method is a difficult problem for companies, because customer reviews (or opin-
ions) contain a lot of uncertain information and noise. This article reports on a detailed 
survey of recent opinion mining literature. It also reviews how to extract text features in 
opinions that may contain noise or uncertainties, how to express knowledge in opinions, 
and how to classify them. Through this extensive study, this paper discusses open ques-
tions and recommends future research directions for building the next generation of opin-
ion mining systems.

Keywords  Opinion mining · Feature selection · Knowledge representation · Classification · 
Sentiment analysis

1  Introduction

E-commerce is growing fast, due to its convenience and reliability. In order to improve 
customer satisfaction and e-commerce experience, online sellers facilitate reviews whereby 
customers can express their opinions on products or services that they purchase. As the 
number of online customers increases, the number of reviews for products or services not 
only increases rapidly, but also generates many challenging issues in dealing with a large 
number of text reviews. Because most review collections are very long, it is difficult to 
monitor each customer opinion separately (Zhang et al. 2010; Cambria 2016). Text mining 
techniques have been employed to generate useful information or insights from customer 
reviews for organizations. This exercise is known as sentiment analysis or opinion mining 
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(Hu and Liu 2004; Nasukawa and Yi 2003; Cambria et al. 2013b). So far, many models 
have been proposed in recent years for opinion mining (Quan et al. 2004; Catal and Nan-
gir 2017; Angelpreethi and Kumar 2017; Araújo et al. 2014; Howells and Ertugan 2017; 
Lau et al. 2009; Poria et al. 2015). The existing opinion mining models provide valuable 
insights in the e-commerce arena. A lot of business companies can use discovered knowl-
edge in reviews to make strategic plans based on customer preference patterns that have 
significant impacts on the overall profit of the companies. Also, marketers can accurately 
evaluate the success of a new product launch using the opinion mining results, as opinion 
mining models will help them to decide the popularity of products based on market seg-
mentation. If such a system can also cope with uncertainties in opinions, then its users 
can make more correct decisions. Based on such innovations, new market segments can be 
created and the profit can be increased. In addition, understanding and considering reviews 
helps to gain the faith of customers and grow business by providing expansion strategies.

One of the most recent survey papers about opinion mining and sentiment analysis was 
presented by Piryani et al. (2017), which illustrated analytical mapping of opinion mining 
and sentiment analysis during the period of 2000 and 2015. The paper focused on iden-
tified major publication sources, topics, thematic trends, opinion mining and sentiment 
analysis levels, data sources and applications. Hence, there is a need to ascertain how opin-
ion mining and sentiment analysis research has been enhanced since 2015. Another survey 
about how opinion mining had been used in management research was done by Mukho-
padhyay (2018). It addressed some major open problems or limitations in the opinion min-
ing area. Most of them have been solved with the recent enhancement of opinion mining 
research. However, what has happened in this field between 2015 to 2020 has not yet been 
clearly summarized. We found that one main advance in this period is the ability to handle 
uncertainties in opinions using fuzzy logic. These fuzzy models were not mentioned in 
any previous survey papers (Khan et al. 2014; Ravi and Ravi 2015; Cambria et al. 2013b; 
Kadhim 2019). Further, most survey papers addressed the applications and challenges of 
opinion mining without identifying how to extract the opinions, how to represent knowl-
edge, and how to classify them (Lo et al. 2017; Hemmatian and Sohrabi 2019; Yousif et al. 
2019; Zhou et al. 2012). Taking into account all the above findings, there was a need to 
survey opinion mining within the time period 2000–2020. This article introduces the latest 
updates in opinion mining by considering how to extract opinions, how to express knowl-
edge in opinions, and how to classify opinions in a new framework.

The main goal of this survey paper is to introduce and analyze a novel classification 
that divides opinion mining articles into the following categories: text feature selection, 
knowledge representation in opinions, and sentiment classification. The paper reviewed 
one hundred and twenty papers published from 2000 to 2020 using the proposed selection 
criteria (see Sect. 2.2 for more details). This research points out the direction for the future 
development in opinion mining and sentiment analysis. It has shown that Support Vector 
Machine (SVM) and Naive Bayes (NB) are the most widely used supervised approaches 
for opinion mining. Fuzzy logic and pattern mining have been used in opinion mining to 
represent knowledge and reasoning mechanisms. To solve the problem of uncertainties in 
opinion mining, fuzzy logic has been applied by several researchers, but the problem still 
exists, since it is difficult to identify a clear boundary between the positive and the nega-
tive class. By using one or more feature selection methods to select opinion words, feature 
selection helps sentiment classification. Knowledge discovery also contributed to opinion 
mining for improving the accuracy of opinion classification. In the Natural Language Pro-
cessing (NLP) community, some classifiers use features that utilize discovered knowledge, 
or use both features and discovered knowledge. Using discovered knowledge wisely can 
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improve the accuracy of classification. Finally, the paper discusses open questions and 
future research directions.

This paper is organized as follows: Sect.  2 presents an overview of opinion mining, 
Sect. 3 reviews feature selection in opinion mining, Sect. 4 discusses knowledge represen-
tation, and Sect. 5 looks at detail in sentiment classification. In Sect. 6, real world insights, 
open questions and future trends are discussed, and finally the conclusion is presented.

2 � Opinion mining overview

This section first discusses the opinion mining process and outlines each step. It then out-
lines the review methodology to describe how the research was conducted.

2.1 � Process of opinion mining classification

Hu and Liu (2004) defined an opinion in terms of the goal (entity) of the opinion, the 
attributes of the goal that the opinion is aimed at, and the sentiment (polarity) of a positive, 
negative or neutral opinion. There are two types of opinions expressed by customers. One 
type is called regular opinion and the other type is called comparative opinion (Hu and Liu 
2004; Nasukawa and Yi 2003; Jindal and Liu 2006). The objective of regular opinions is 
to give opinion about only one entity with respect to one feature. Conversely, comparative 
opinion is illustrated for more than one entity with respect to some common features. Most 
of the research between 2000 and 2020 has been done based on regular opinions, as shown 
in Fig. 1.

There are mainly two approaches in sentiment analysis: subjectivity and polarity detec-
tion. Subjectivity detection is about understanding whether the content contains personal 
views and opinions as opposed to factual information. Polarity detection is about studying 
subjectivity with different polarities, intensities or rankings (Lo et al. 2017).

Another way is to classify opinions either explicit or implicit, based on how they have 
been expressed by customers (Hu and Liu 2004; Nasukawa and Yi 2003). In opinion min-
ing, there are three main classification levels used in the research arena: document level, 
sentence level, and aspect/feature level.

•	 Document level classification
	   In document level classification, a complete document is considered to be the opin-

ion of the customer review, and extracted opinion is used to decide whether the review 
expresses a positive or negative opinion about the product (Pang et al. 2002; Turney 
2002). Supervised learning methods are most widely used in document level classifica-
tion (Pang et al. 2002). Unsupervised methods are also tested in document level clas-
sification (Turney 2002; Sharma et al. 2014; Moraes et al. 2013; Gao et al. 2015).

•	 Sentence level classification
	   A sentence level classification method assumes that a sentence contains only one sin-

gle opinion and decides whether the sentence expresses a positive or negative opinion. 
Most models available in this level use supervised learning methods (Saleh et al. 2011; 
Chen et al. 2011; Ravi et al. 2017; Afzaal et al. 2016).

•	 Aspect/feature level classification
	   Aspect/feature level opinion mining classifiers identify entities, features and rela-

tionships between opinions separately. Supervised learning approaches and lexicon 
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based methods are tested in this level (Gu et  al. 2017; Jiménez-Zafra et  al. 2016; 
Ravi et al. 2017; Afzaal et al. 2016; Jiménez-Zafra et al. 2016; Spasic et al. 2017). 
An unsupervised approach was also proposed recently (Jing et al. 2018).

The opinion mining process consists of opinion text pre-processing, entity and fea-
ture selection, training set selection, knowledge discovery, classifier design and devel-
opment and evaluation.

Text pre-processing is the process of removing irrelevant parts of the reviews to 
improve the performance of classification. Online reviews contain a lot of noise and 
irrelevant parts. Proper preprocessing of the data can improve the performance of the 
classifier; it involves tokenization, stop word removal and stemming (Gu et  al. 2017). 
Tokenization is the method of identifying appropriate parts of the text using a parser. 
For any alphanumeric characters, we use spaces or special characters to terminate them 
and convert all words to lower case. A stop word removal method will create a list of 
stop words from high-frequency words, which can be customized according to the appli-
cation, and then delete these words in the document. Stemming reduces the morphologi-
cal variations of words using stemmers such as algorithmic (Fautsch and Savoy 2009) or 
Porter stemmers (Vijayarani et al. 2015). The Porter stemming algorithm has been very 
widely used for stemming to reduce the text data redundancy (Liu 2010).

Fig. 1   Published articles: regular versus comparative opinions
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Entity and feature selection is the process of reducing the data and identifies the relevant 
features for the classification process, which makes the classifier perform more effectively. 
Normally text features are a set of words (or terms). Some classifiers directly use features 
for the classification process.

Knowledge discovery and presentation is the process of discovering hidden knowledge 
from the customer review dataset. Knowledge can be represented in term-based, pattern-
based, n-grams, part-of-speech (POS) tag-based, ontology-based, semantic aspect-based, 
rule-based, lexicon sentiment, and other forms. In addition to NLP, fuzzy logic and pattern 
mining are the latest successful knowledge discovery methods in the field of opinion min-
ing. Compared with a classifier that uses only features, a classifier that uses features and 
knowledge together performs better.

After obtaining discovered knowledge in textual opinions, another important task is to 
develop sentiment classifiers to group opinions effectively by using features, the discovered 
knowledge, or the combination of features and knowledge. The sentiment classifiers can 
be divided into supervised or unsupervised classifiers. Supervised learning approaches are 
widely used in opinion mining. Their learning methods depend on sets of labelled data 
(training sets). On the other hand, unsupervised methods are based on unlabelled data sets 
and grouping reviews into clusters based on similarity measures between these reviews.

Evaluation is also a very important task of the opinion mining process. It is important 
to use evaluation techniques such as benchmark techniques and benchmark data sets to 
evaluate sentiment classifiers, such as by comparison with the latest models and popular 
indicators. Most opinion mining models are evaluated using popular measures of accuracy, 
precision, recall and F-measure.

2.2 � Review methodology

We have applied the review method of Boote and Beile (2005) for this survey. It explores 
beliefs and topics, and then initiates the search. Then there is storage and organization of 
information. After that, selecting relevant information is very important. The method also 
expands the search into several databases and performs an interpretation stage to analyze 
and synthesize information. Finally, in the communication phase, it gives the results.

The one hundred and twenty articles reviewed in this survey were selected based on the 
selection criteria (Onwuegbuzie and Frels 2016). Fig. 2 shows the annual distribution of 
the articles. Most of the selected papers were published between 2016 and 2020. The main 
criteria for this literature review are:

•	 Keywords: information retrieval (IR), opinion mining, sentiment analysis, text mining, 
data mining and artificial intelligence (AI)

•	 Publication year: 2000–2020
•	 Citation: citation greater than 10
•	 Source: the dominant source is journal papers as they provided salient domain knowl-

edge with their research findings. Conference papers and websites are also included as 
they present the latest or exclusive opinions. Selective reading of textbooks provides 
practical guidance as well.

The survey is then followed by three steps: feature selection, knowledge representation, 
and classification of opinion. The main target of this survey is to introduce and analyse a 
novel opinion mining categorization through these three stages.
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3 � Feature selection in opinion mining

Opinion mining models have to deal with a huge amount of complex, unstructured review 
data with numerous features. Aiming to find significant features and reduce the workload 
of the opinion mining classifiers, feature selection is an important technique in opinion 
mining. An opinion mining classifier with feature selection has shown significant results 
with greater accuracy than classification without feature selection. This section explores 
the different types of features and feature selection methods in opinion mining applications.

3.1 � Different features in oinion mining

Features can take two forms, including explicit features (if the feature appears in the 
review) and implicit features, where the opinion words are considered as feature indicators 
(if the feature does not appear but is implied in the review) (Noekhah et al. 2017). Valuable 
meta-data about opinion is explained through their features. Noekhah et al. (2017) identi-
fied features in opinion mining, as shown in Fig. 3.

Three forms of data are commonly used in opinion mining applications, including struc-
tural (behavioral) information, textual (linguistic) information and relational (network 
extracted) information. Linguistic features include linguistic or semantic features. These 
features, such as POS tags, sentiment terms, length and similarity of words, are extracted 
from reviews and used for the classification process (Martineau et al. 2009; Pasquier et al. 
1999; Zimmermann et  al. 2015; Li et  al. 2010b; Cambria et  al. 2012). As unstructured 
text data are the major parts of customer reviews, the linguistic features became the most 
valuable features for opinion mining classification. Thus almost all linguistic or semantic 
features in text classification, such as term frequency, key words, topical words, co-occur-
rence, similarity, etc., can be used for opinion mining tasks as well. In addition to linguistic 
features, there are some non-content-related features. Structural (behavioral) features are 

Fig. 2   Annual distribution of papers
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those features which imply the behavior of reviews, reviewers, group of reviewers or tar-
gets. They also play a critical role among opinion mining features.

It has been proved that using multiple types of features can improve the accuracy of 
opinion mining applications (Zhang et  al. 2016a). In opinion mining research, selecting 
the most effective features and combining them to achieve the best performance is a big 
challenge.

3.2 � Different feature selection methods in opinion mining

Most feature selection methods in information retrieval or text classification can be adopted 
for the task of opinion classification.

The popular and widely used methods in opinion mining applications include Term 
Frequency Inverse Document Frequency(TF-IDF) (Zheng et  al. 2009; Li and Tsai 2013; 
Moraes et al. 2013; Khairnar and Kinikar 2013; Basari et al. 2013; Martineau et al. 2009), 
Point-wise Mutual Information (PMI) (Cover and Thomas 2012; Khairnar and Kini-
kar 2013), Chi-Square (Khairnar and Kinikar 2013; Fan and Chang 2011; Hagenau et al. 
2013), Information Gain (IG) (Moraes et  al. 2013), Best Matching 25 (BM25) (Vechto-
mova 2010), Uniformity (Uni) (Li and Tsai 2013), Inverted Conformity Frequency (ICF) 
(Li and Tsai 2013) and Latent Dirichlet Allocation(LDA). Figure 4 illustrates the usage of 
different feature selection methods in our selected papers.

One of the most popular algorithms that is widely used in practice for information 
retrieval tasks as well as opinion mining classification is TF-IDF. The strength of TF-
IDF is that it computes the similarity of two documents by extracting most descriptive 
terms; however, it does not capture co-occurrence in reviews and semantics of opinions. 
Therefore, the accuracy is low for large datasets. It makes no use of semantic similarities 

Fig. 3   Opinion mining features
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between words. Researchers try to increase the accuracy for large datasets by combining 
TF-IDF with other feature selection methods such as Uni and ICF (Li and Tsai 2013).

Uni is calculated using Eq. 1.

where ti is a term i, dij is the number of documents in which term i appears in category j, tij 
indicates the number of times where term i appears in category j. A larger value means that 
the term is more distinctive in a specific category. Li and Tsai (2013) used Uni > 0.2 as a 
threshold value for feature selection.

ICF indicates which term should appear frequently in a specific category instead of oth-
ers. Eq. 2. calculates ICF value:

where ti indicates a term and j indicates a category, dij is the number of documents which 
contain term ti in category j, |j| is the total number of documents contained in category j. 
The smaller ICF value of a term indicates it appears more frequently in specific categories. 
Li and Tsai (2013) use ICF < log(2).

Many models try to overcome the limitations in TF-IDF for capturing low-dimensional, 
latent representations (Yatsko 2013). PMI is good for collection extraction and shows sig-
nificant results with normalized PMI (Bouma 2009) and the variations of PMI by incor-
porating significant co-occurrence (Damani 2013) as semantic of opinions are captured. 
However, Chi-square is better than PMI to represent subjective and vague opinions with 
its normalized value. This is scale dependent and has great impact on feature selection 

(1)Uni(ti) = maxj

�
dij

tij
×

dij
∑k

j=1
dij

�
, k = 2,

(2)ICF(ti) =

k∑

j=1

Pijlog2Pij,Pij =
dij

|j|
,

Fig. 4   Number of published papers for each feature selection method
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with continuous variables as many relevant features may be removed. It is also only appli-
cable for categorical or nominal data, as the relationships between terms are independent. 
Fan and Chang (2011) used IG, PMI, and Chi-square for feature selection. Three feature 
selection methods were significantly co-related to each other. When many features were 
highly redundant to each other, IG reduces the redundancy between features while select-
ing appropriate features for text categorization (Lee and Lee 2006). Then there is a need of 
ranking features. Usually a feature with high information gain should be ranked higher than 
other features because it has stronger power in classifying the data.

BM25 was also proposed for feature ranking purposes. It is a ranking function that was 
used to rank matched documents according to their relevance to a given query (Robertson 
et al. 2009; Whissell and Clarke 2011; Vechtomova 2010; Esparza et al. 2012; Luo et al. 
2012). Li and Tsai (2013) used BM25 for feature selection in their model with Uni and 
ICF. Paltoglou and Thelwall (2010) used BM25 and showed that the performance was sig-
nificantly improved. This makes BM25 very popular because of its efficiency. It performs 
well in ad-hoc retrieval. The main disadvantage of this model is hard to overcome since it 
is full of hacks and common problems such as polysemy, synonymy and information over-
load. Alharbi et al. (2017a) proposed LDA with clustering algorithms to overcome these 
problems.

Recently, LDA was integrated with clustering algorithms for feature selection (Alharbi 
et al. 2017a). LDA was used to cluster similar documents to reduce the impact of frequent 
subjects in the collection during LDA topic extraction. Therefore subjects that are less fre-
quent are not overshadowed by the highly frequent ones. In the clustering stage, a cluster 
generates a set of semantically related group of words that address one super subject and 
are highly correlated and redundant. This research showed that the combination of LDA 
with clustering algorithms can improve the performance of LDA and BM25.

Apart from the above, Apriori Algorithms (Moore et  al. 1997) and Latent Semantic 
Indexing (LSI) (Hofmann 2017) are already used in feature selection. There are other sta-
tistical approaches available which are still open for researchers for further research. These 
include Hidden Markov Model(HMM) (Fine et al. 1998), Genetic Algorithm (GA) (Kris-
tiyanti and Wahyudi 2017), and combinations with other methods such as TF-IDF and 
HMM. The combination of several feature selection methods can increase the accuracy of 
opinion mining classifiers and deserves further exploration.

4 � Representation of discovered knowledge for opinion mining

Knowledge discovery is the process of discovering hidden knowledge from customer 
review datasets, which can be useful for solving real world problems. In this section we 
focus on different representations and discovery methods for hidden knowledge in opinion 
mining.

4.1 � Knowledge representation

Discovered knowledge from opinions can be represented in different forms, such as terms, 
patterns, phrases, concepts, rules, relations, or ontologies. Some of them are combined 
with other to increase the accuracy. Most existing popular text mining and classification 
methods have adopted term-based representation (Zheng et  al. 2009; Li and Tsai 2013; 
Moraes et al. 2013; Khairnar and Kinikar 2013; Basari et al. 2013). They have all suffered 
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from the problems of polysemy and synonymy (Li et  al. 2015b). Li et  al. (2015b) have 
proved that pattern-based methods perform better than term-based ones, as the patterns 
usually carry more semantic meanings, and semantic relations, and more context informa-
tion and association rules than single terms. Patterns can be formed by a single word or 
multiple terms which frequently co-occur in textual data (Shinde and Gill 2014). Patterns 
can be defined in many forms, such as frequent patterns (Ghorashi et al. 2012), closed pat-
terns (Pasquier et al. 1999) and top-k patterns (Han et al. 2002).

n-grams (or phrases) are more discriminative and carry more semantics than terms in 
the representation of knowledge (Ifrim et  al. 2008). An n-gram is a set of contiguous n 
items with the corresponding frequency (Sun et  al. 2017). For opinion mining, unigram 
and bigram are widely used (Sun et  al. 2017). Sharma and Raman (2003) proposed a 
phrase-based text representation approach that uses rule-based techniques. Extraction of 
key-phrases from text documents is based on a process of partial parsing. By making the 
indexing terms more meaningful through reduction of the ambiguity in words considered 
in isolation, improvement in retrieval effectiveness is sought.

POS tags can be used to represent knowledge as well. Available POS tags, such as adjec-
tive or, noun, are quite helpful, because opinion words are usually adjectives and opinion 
targets (i.e., entities and aspects) are nouns or the combination of nouns. Jadav and Vaghela 
(2016) used POS tagging to represent knowledge and calculated sentiment score with the 
help of the SentiWordNet dictionary. Recently, a combination of n-gram and POS was used 
for representing knowledge more accurately in opinion mining (Afzaal et al. 2016).

Most recently, some novel methods were applied to knowledge representation, such as 
ontology-based (Penalver-Martinez et al. 2014), semantic aspect-based (Afzaal et al. 2016; 
Samha et al. 2014; Rana and Cheah 2017), rule-based (Rana and Cheah 2017; Poria et al. 
2014), lexicon sentiment (Taboada et al. 2011; Kang et al. 2012; Cambria et al. 2020) and 
fuzzy concepts (Zadeh 1996; Quan et al. 2004). These advanced techniques make opinion 
mining systems easier and more effective in representing discovered knowledge from larger 
and more complex review datasets.

4.2 � Knowledge discovery

Different knowledge representations need different suitable discovery methods to achieve 
the best performance. Fig. 5 shows the percentages of different knowledge discovery meth-
ods used in recent published papers according to the above mentioned knowledge represen-
tation types.

Table  1 gives details of knowledge discovery methods which were used by each 
research. The most widely used knowledge discovery method is pattern-based methods 
which featured in 25 papers out of 120, while NLP based data mining techniques and 
Fuzzy Formal Concept Analysis (FFCA) feature in two other large portions of published 
researches. Therefore, we discuss the pattern based, NLP based data mining techniques and 
FFCA methods, respectively.

4.2.1 � Pattern‑based methods in opinion mining

In opinion mining, pattern mining can discover sequencing terms that frequently co-occur 
in a customer review, and such set of terms can represent the knowledge in reviews effec-
tively. Frequent patterns and closed patterns are frequently employed to represent knowl-
edge and trends in a dataset (Li et al. 2015b; Zhong et al. 2012). These trends can be used 
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to make the decisions in a business as well as for customers. Most of the existing pattern-
based opinion mining models have used unsupervised approaches (Hu and Liu 2004; Gao 
et al. 2015; Li et al. 2011). Hu and Liu (2004) presented a model for opinion mining which 
is based on association rule mining. Its features are noun or noun phrases. Apriori algo-
rithm is used to generate frequent itemsets. After pruning, it removes the features which 
are not genuine. This algorithm is effective in discovering frequent features. However, 
when dataset size increases it is required to take many database scans which leads to an 
increase of the computational time. In the process of generating item sets, the algorithm 
did not consider the sequence of the items which is vital for discovering frequent patterns. 
Ghorashi et al. (2012) applied different pattern mining algorithm to enhance the accuracy 
of Apriori algorithm. They have applied the H-Mine algorithm, a frequent pattern mining 
algorithm which considers multiple occurrences at the same time for a large dataset. Both 
of the above algorithms return a large number of patterns, because if a pattern is frequent, 
each of its child patterns also becomes frequent, which leads to a high computational time 
(Gao et al. 2015).

Selecting reliable patterns is vital, which enhances the efficiency of generating the fre-
quent itemsets without losing any item (Chee et al. 2019). In order to enhance the efficiency 
of pattern identification, researchers proposed several techniques: maximum frequent pat-
tern mining (Bayardo 1998), closed frequent pattern mining (Pasquier et  al. 1999), and 
top-k closed pattern mining (Han et al. 2002). Closed patterns (Pasquier et al. 1999) were 
proposed for handling a large number of frequent patterns. A closed pattern is also a fre-
quent pattern, but it is not included in another sequential pattern that has the exact same 
support. Therefore, the computational time for finding closed patterns may be reduced and 
it can also largely reduce the number of frequent patterns. Gao et al. (2015) also introduced 
a new algorithm called Maximum-matched Pattern Based Topic Modelling (MPBTM) for 
the above identified limitations of frequent patterns. These advanced pattern mining tech-
niques were already used in text mining but still lack usage in opinion mining.

Fig. 5   Number of published papers for knowledge discovery method
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Using patterns can capture a higher level of knowledge (Fang et  al. 2020). However, 
the uncertainty in opinions cannot be dealt with well in some cases. For example, ‘camera 
quality is not bad’ is often classified by the machine as a negative review if ‘camera bad’ is 
a frequent pattern. Therefore, researchers need to seek other solutions to handle uncertain-
ties more effectively for opinion mining.

4.2.2 � NLP‑based data mining techniques in opinion mining

NLP is a theoretically motivated range of computational techniques for analysing and 
representing naturally occurring texts at one or more levels of linguistic analysis for the 
purpose of achieving human-like language processing for a range of tasks or applications 
(Liddy 2001).

POS tagging and parsing are techniques that analyse lexical and syntactic information. 
POS tagging is used to determine the corresponding POS tag for each word in a review 
sentence, whereas POS parsing extracts the syntax (i.e. the way words are arranged 
together, and the relationship between them) from the review sentence. Comparing to POS 
tagging, POS parsing provides richer structured information. As there are similarities and 
relevances among word segmentation, POS tagging and parsing, some approaches are pro-
posed to deal with these tasks simultaneously (Sun et al. 2017; Azizan et al. 2019; Mishra 
et al. 2019).

Aspect identification is an important task for knowledge discovery. Recent research 
work focuses on the POS tagger based NLP technique for aspect identification in reviews. 
Hu and Liu (2004) proposed a model to extract frequently used words, which used an Apri-
ori algorithm. It firstly extracts all the frequent aspects and then finds the opinion words 
associated with them. The results showed that noun and noun phrases represent any aspects 
in a review. However, this work reported that not all the aspects are frequent. In 2005, 
Liu et  al. (2005) used language pattern mining to identify explicit and implicit aspects 
from negative and positive reviews. The first step involves finding positives or negatives 
by using Senti-WordNet. Finally, a summary was generated using overall negative and 
positive aspects. Bafna and Toshniwal (2013) extracted all frequent nouns as aspects and 
eliminated the nouns that did not represent aspects using a probabilistic power equation. 
After all the nearest aspects were grouped, adjectives were extracted as opinion words. 
Poria et  al. (2016b) developed a model using LDA, called Sentic LDA, which exploits 
common-sense reasoning to shift LDA clustering from a syntactic to a semantic level. Sen-
tic LDA leverages on the semantics associated with words and multi-word expressions to 
improve clustering and, hence, outperform state-of-the-art techniques for aspect extraction. 
A Hybrid Network for Targeted Aspect-Based Sentiment Analysis model was proposed 
using an extension of Long Short Term Memory (LSTM), termed Sentic LSTM (Ma et al. 
2018). The extended LSTM cell includes a separate output gate that interpolates the token-
level memory and the concept-level input. In addition, they propose an extension of Sentic 
LSTM by creating a hybrid of the LSTM and a recurrent additive network that simulates 
sentic patterns.

Samha et  al. (2014) proposed a model to represent aspect-based summary. The first 
step was to extract entities that consist of aspects and opinion extraction. Extracted enti-
ties were grouped based on synonyms using WordNet dictionary. POS was used to extract 
aspects and opinions using frequent tags. After aspects were grouped, aspect selection was 
done using the strength of the sentences; this was calculated based on the weights assigned 
to tags (adjective, verb or adverb). Finally, based on the weight value, a summary was 
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generated. Fernandes and GL (2017) developed a rule based classifier. It applied POS tag-
ging rules and developed a classifier using SVM and NB. Once the models are successfully 
trained, random reviews are collected from web applications or mobile applications and 
classified according to the predefined classes using NB and SVM.

A feature-based opinion mining system was implemented using ontology (Penalver-
Martinez et  al. 2014). This model applied NLP techniques for data preprocessing. A 
domain ontology is used in order to extract the features included in the opinions expressed 
by users. It also used an existing domain ontology (the Movie Ontology, which is available 
at http://www.movie​ontol​ogy.org.).

Lexicon based unsupervised sentiment allocation techniques are used to find the opin-
ions from categorized aspects (Kumarasiri and Farook 2018). Lexicon approaches deter-
mine the sentiment score of text according to sentiment lexicons in an unsupervised man-
ner. A lexicon is a dictionary of sentiment words and phrases with their polarities and 
strengths. For each document or sentence, the corresponding polarity is determined by a 
sentiment score, which is computed by the words or phrases occurring and their sentiment 
polarities and strengths. However, an unsupervised method always outperformed a super-
vised method during sentiment allocation. An effective Urdu sentiment analyzer (Mukhtar 
and Khan 2019) applies rules and make use of this new lexicon to perform Urdu sentiment 
analysis by classifying sentences as positive, negative or neutral . A model was proposed 
using lexicon word semantics based on Expected Likelihood Estimate Smoothed Odds 
Ratio (ELESOR) that were then incorporated with a supervised machine learning based 
model selection approach (Khan et al. 2017a) .

Feature engineering is very important in machine learning as well as NLP. n-gram is the 
most fundamental feature used in NLP. Syntactic features contain POS tags and syntactic 
information is used to represent knowledge (Joshi and Penstein-Rosé 2009; Chenlo and 
Losada 2014; Bravo-Marquez et  al. 2014; Cambria et  al. 2013a). Semantic features are 
conjunctions which indicate negation, intensification, and diminution. Negation is impor-
tant for opinion mining as it reverses the sentiment orientation. Intensification and diminu-
tion increase and decrease the strength of sentiments, respectively, and are also useful for 
opinion mining (Taboada et al. 2011; Cambria et  al. 2020). AI and Semantic Web tech-
niques can be used in knowledge discovery. Sentic Computing is a new paradigm for the 
affective analysis of natural language text, to semantically analyze opinions and exploit dif-
ferent web ontologies to encode the results in a semantically aware format (Cambria et al. 
2012). Cambria et al. (2020) integrate top-down and bottom-up learning via an ensemble 
of symbolic and subsymbolic AI tools, which apply to the interesting problem of polarity 
detection in a text.

Existing natural language models (Samha et  al. 2014; Ma et  al. 2018; Cambria et  al. 
2020; Poria et al. 2014; Morency et al. 2011; Poria et al. 2015) were developed with con-
sideration for the semantic aspects of the reviews. However, ways of coping with uncer-
tainty of opinions are lacking in available models.

4.2.3 � Fuzzy formal concept analysis in opinion mining

Fuzzy concepts have been used in opinion mining recently (Li and Tsai 2013; Subhashini 
et al. 2018) as there are a lot of uncertainties in opinions or reviews. As the methodology 
is quite different from other methods, in this section, we provide more details for FFCA in 
order to understand its advantages for opinion mining.

http://www.movieontology.org
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Fuzzy Logic is an approach to handle the concept of partial truth, where the truth value 
can be any real number between 0 (i.e. completely false) and 1 (i.e. completely true) inclu-
sive (Novák et  al. 2012). Fuzzy Logic can be used to extract knowledge from text data 
where a lot of uncertainties need to be coped with. FFCA (Li and Tsai 2013; Quan et al. 
2004) is a theory which combines fuzzy logic and Formal Concept Analysis (FCA) to rep-
resent the uncertainties in data. FCA is a technique based on lattice theory (Zadeh 1996; 
Quan et al. 2004). A formal concept is used to define the relationships between objects and 
attributes in a domain. Representing uncertainty is very important in opinion mining when 
describing the relationships. FCA is unable to represent uncertainty of information, but 
FFCA is handy for that; it is a solution for representing vague information in a knowledge 
base. Concepts are formulated using attributes (intent) and objects (extent) in a relation 
which can represent more semantic information.

Definition 1  A fuzzy formal context is a triple context K = (G,M, I) , where G is set of 
objects, M is set of attributes, and I is a fuzzy set domain G ×M and there is a function 
� ∶ I → [0, 1] for all relations (g,m) ∈ I (Zadeh 1996; Quan et al. 2004).

The relationships between the object and the concept should be the intersection of the 
relationships among them. The object and an attribute are represented as a membership 
value in a fuzzy formal context. Then the intersection of these membership values should 
be the minimum of these membership values, according to fuzzy theory (Zadeh 1996). 
Therefore, the fuzzy formal concept generated from fuzzy formal context can be defined as 
follows.

Definition 2  Given a fuzzy formal context K = (G,M, I) and a confident threshold T, 
A∗ = {m ∈ M|∀g ∈ A ∶ �(g,m) ≥ T} for A ⊆ G and B∗ = {g ∈ G|∀m ∈ B ∶ �(g,m) ≥ T} 
for B ⊆ M (Zadeh 1996; Quan et al. 2004).

Definition 3  A fuzzy formal concept (fuzzy concept) of fuzzy formal context (G, M, I) for 
a confident threshold T is a pair (A, B) where A ⊆ G,B ⊆ M,A∗ = B and B∗ = A . For each 
object g ∈ A there is a membership �g defined as in Eq. (3) (Zadeh 1996; Quan et al. 2004).

where �(g,m) is the fuzzy value between object g and attribute m, which is defined on I.

Definition 4  Let ( A1,B1) and (A2,B2) be two fuzzy concepts of a formal context (G, M, I). 
(A1,B1) is the subconcept of (A2,B2) , denoted as (A1,B1) ≤ (A2,B2) , if and only if A1 ⊆ A2 
and B2 ⊆ B1 . Equivalently, (A2,B2) is the super concept of (A1,B1) (Zadeh 1996; Quan 
et al. 2004).

Quan et al. (2004) applied FFCA first to the knowledge discovery process. They used 
ebook reviews for their experiments. FFCA outperformed other state-of-the-art models. 
These knowledge discovery methods are developed to cope with uncertainties in opin-
ions, but the limitation is that the relationships between attributes are not considered well. 
Therefore, the concept lattice rejected less semantic information and uncertainty was high. 
Hence, accuracy cannot be very high. Thus, in consideration of the uncertainty of seman-
tic information of opinions, how to build the relationships between the attributes in the 
training dataset became challenging. The limitation is that there are fewer relationships 

(3)�g = minm∈B�(g,m)
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between attributes of the training dataset. One of the latest and most successful research 
works in fuzzy logic for opinion mining was conducted by Li and Tsai (2013). This work 
developed a fuzzy opinion mining classification using FFCA to represent the uncertainties 
in opinions. Feature selection indexes of TF-IDF, ICF and Uni were applied. It also gener-
ated fuzzy formal concepts using a term-document matrix, while reducing the dataset by 
applying a threshold value for each feature index. A concept lattice was generated using the 
intent and extent of concepts. Normalized TF-IDF was used as the degree of membership 
for each term in relation to objects. To retrieve the relationships between concepts and cat-
egories, the fuzzy composition operation was applied.

To handle uncertainties, it is important to clearly identify the boundary region between 
positive and negative. The main problem still remains. In the future, researchers can think 
about handling uncertainties of opinion using the combination of these knowledge discov-
ery methods.

5 � Opinion classification

To design and develop an appropriate classifier for sentiments and opinions, classifica-
tion is the most critical step of the opinion mining process. Therefore, selecting appro-
priate techniques for opinion classification is an important task in the process. Based on 
the extensive literature review, sentiment classifiers can be divided into supervised, semi-
supervised or unsupervised classifiers. Recently deep learning models (Poria et al. 2016a; 
Wang et al. 2018) have been applied in opinion mining in supervised, semi-supervised or 
unsupervised ways. However, researchers have pointed out the disadvantages of existing 
deep learning models (Li and Chen 2014; Vateekul and Koomsubha 2016) and attention 
models (Shin et al. 2016; He et al. 2018; Lei et al. 2018; Wang et al. 2016). The main dis-
advantage is that fixed-length context vector design is incapable of remembering longer 
sequences. Often it has forgotten the earlier parts of the sequence once it has processed the 
entire sequence. The attention mechanism was born to resolve this problem.

5.1 � Supervised classifiers

Supervised learning is widely used in opinion mining. This kind of learning method 
depends on labelled data (a training set). There are many kinds of algorithms in litera-
ture in relation to supervised learning. Researchers started to work on sentiments and opin-
ion classification with NB and SVM classifiers; then, Artificial Neural Network (ANN) 
became a significant solution for opinion classification; but they all faced the problem of 
dealing with uncertainties. Therefore, a fuzzy logic based method for handling uncertain-
ties was proposed (Li and Tsai 2013). The experimental results showed that the method is 
better than SVM, NB and ANN. Most recently, with extensive experiments, deep learn-
ing methods have shown significant improvement, since deep learning models can learn 
embedded semantic representations of text and provide more complete and comprehensive 
input features. We will discuss deep learning methods in another sub-section.

5.1.1 � NB

The NB classifier is one of the most commonly used classifiers in opinion mining. It clas-
sifies a dataset into labels (classes) using calculated probability based on Bayes theorem. 
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Kang et al. (2012) improved the existing NB classifier for opinion mining to solve the prob-
lem of uncertainty between negative and positive classes using the restaurant review data-
set. When classifying a new review using the supervised learning mechanism, there is no 
clear boundary between two classes, which is called conflicts of classes. Their method was 
capable of reducing the uncertainty to 3.6 %. The modified NB classifier effectively clas-
sified opinions when compared to both NB and SVM. Unigrams and bigrams were effec-
tive features for opinion mining in their model. This research tried to solve the problem of 
uncertainty using a supervised method.

Bilal et  al. (2016) compared the efficiencies of three techniques, namely NB, deci-
sion tree, and nearest neighbor, for classifying Urdu and English opinions in a blog. Their 
results show that NB has a better performance than the two other techniques. Xia et  al. 
(2015) developed an NB classifier using opinion level features. Observations show that 
intra-opinion features play an essential role in word sentiment polarity. They help in resolv-
ing the polarity of most sentiment words. A Bayesian model that uses both intra-opinion 
features and inter-opinion features performs better than the term-based Bayesian model and 
opinion-based Bayesian model that uses only intra-opinion features.

However, there is an obvious need to identify the relationships between terms, and the 
problem of uncertainty remains the same.

5.1.2 � SVM

The SVM approach is the best known supervised classifier for opinion mining (Xu et al. 
2015; Phu et al. 2017; Saleh et al. 2011; Moraes et al. 2013; Prakash et al. 2015; Jadav 
and Vaghela 2016; Jaman and Abdulrohman 2019). SVM uses a kernel function to map 
an input feature space into a new space where the classes are linearly separable (Vino-
dhini and Chandrasekaran 2016) and Jadav and Vaghela (2016) compared NB, SVM and 
optimized SVM on the movie review dataset. Their results indicated that optimized SVM 
is more accurate than the other two classifiers since it changes the values of kernel param-
eters. However, it is difficult for this model to use the probabilities of relevance for given 
classes because of the complex relationship between terms. Therefore, identification of the 
boundary region is a problem for this model. An ensemble classification system (Saleena 
et al. 2018) has been developed using a new algorithm which integrates the features of NB, 
Random Forest classifier and SVM to improve the performance and accuracy of sentiment 
classification.

5.1.3 � ANN

ANN has been applied to opinion classification by several researchers recently (Chen 
et al. 2011; Moraes et al. 2013; Vinodhini and Chandrasekaran 2016). ANN depends on 
three aspects, the input and activation function of the unit, the network architecture, and 
the weight of each input connection. ANN extracts features from a linear combination of 
the input data, and then models outputs as a non-linear function of these features. Neu-
ral networks are usually displayed as a network diagram which involves nodes connected 
by links. Nodes are arranged in a layer and the architecture of common neural networks 
includes three layers: the input layer, output layer and hidden layer.

Vinodhini and Chandrasekaran (2016) implemented a neural network based model for 
sentiment classification. In their model, features were selected by using natural language 
techniques such as unigrams, bigrams and trigrams. Thereafter, features were reduced by 
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using principal component analysis, and feature vectors were produced with unigram and 
bigram. Based on feature vectors, classification models were implemented. Back propaga-
tion neural network was implemented using patterns as the inputs. The architecture was 
finalized with three layers with 4, 7 and 2 nodes followed by each layer. The logistic func-
tion was used as an activation function. Existing ANN models can cope with only trained 
data and cannot deal with relationship between terms.

Tang et al. (2015) have proposed a novel neural network method to investigate review 
rating predictions regarding user information. This research combines two composition 
methods: User-Word Composition Vector Model (UWCVM), and Document Composition 
Vector Model (DCVM). UWCVM modifies the original word vector by user information. 
Then new word vectors are entered in DCVM to produce the review representation, which 
is regarded as feature to predict review rating. In order to examine the prediction rate, 
UWCVM is integrated into a feed-forward neural network. The results of DCVM are used 
as features to make rating predictors without any feature engineering. The neural network 
parameters are trained in an end-to-end fashion with back propagation. In the area of senti-
ment analysis, the main deficiency of neural network is that the training time is high.

Neural network requires much more data for the training process and the computation is 
more expensive than other methods.

5.1.4 � Fuzzy logic

For the process of classification, fuzzy composition has been applied recently. This has 
shown higher accuracy than other existing models (Li and Tsai 2013; Subhashini et  al. 
2018) in opinion mining. Rule-based fuzzy logic systems were built by several research-
ers (Afzaal et al. 2016; Bing and Chan 2014). Nadali and Murad (2012) presented a rule-
based fuzzy model using adjectives, verbs, adverbs and nouns. Opinion words were identi-
fied using a linguistic parser. A triangular membership function was designed to find the 
membership value. Rules were defined using adjectives, verbs, adverbs and nouns as well. 
In the defuzzification process Mamdanis defuzzifier was used to convert the fuzzy values 
into crisp values. This is a basic fuzzy system in which accuracy depends on the number 
of defined rules. Haque et al. (2014) proposed a fuzzy model to generate sentiment values 
according to products or service interest, using SentiWordNet, which is a lexical resource 
for sentiment analysis. With the enhancement of fuzzy logic, researchers attempt to evalu-
ate the fuzzy logic classifiers in opinion mining research (Li and Tsai 2013; Nadali and 
Murad 2012; Quan et al. 2004; Dalal and Zaveri 2014; Boudia et al. 2017; Pimpalkar et al. 
2014; Bing and Chan 2014; Haque et al. 2014; Khattak et al. 2020).

Fuzzy composition is a new approach to procuring classifications for opinion min-
ing. Recently neuro-fuzzy models have been applied in classification (Xing et  al. 2017). 
The reasoning mechanism is based on fuzzy composition (Li and Tsai 2013). The stand-
ard composition of two fuzzy relations P(x, y) and Q(y, z) is represented by P(x, y)◦Q(y, z) 
which generates R(x, z) on P × Q , where R(x, z) is calculated as in Eq. (4) for x ∈ X and 
z ∈ Z (Li and Tsai 2013).

Li and Tsai (2013) used the fuzzy composition to retrieve the relation between concepts 
and categories. The relation of concept and category (R(C−Catg)) , was retrieved by using the 
fuzzy composition on concept-term (R(C−T)) and term-category(R(T−Catg)) relation as in Eq. 
(5) (Li and Tsai 2013).

(4)R(x, z) = [P◦Q](x, z) = maxy∈Ymin[P(x, y),Q(y, z)]
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The relation RT−Catg is also obtained by using the fuzzy composition on the term-review 
relation RT−R and review-category relation RR−Catg as in Eq.(6) (Li and Tsai 2013), where 
RC−T was calculated using the generated fuzzy values.

However, this model does not clearly indicate how to represent uncertainties in concepts.
To develop a supervised model, users need to provide a large training dataset in order to 

distinguish different opinion classes accurately. However, it is very hard to collect a large 
amount of labelled data. Unsupervised models discover the features first and do the cluster-
ing, which can adapt to different real time scenarios. The computational time is less and it 
is easy to collect unlabelled data. Therefore, unsupervised models for opinion mining are 
also welcomed.

5.2 � Unsupervised classifiers

Researchers developed unsupervised models to deal with unlabelled datasets using clus-
ters based on similarities (Turney 2002; Quan and Ren 2014; Jiménez-Zafra et al. 2016; 
Pang et  al. 2008; Recupero et  al. 2015). The first unsupervised model for opinion min-
ing was introduced by Turney (2002). The model extracted phases containing adjectives 
and adverbs. Then, PMI was used to calculate the semantic orientation. Based on the aver-
age value of semantic orientation, they classified reviews as recommended or not recom-
mended. This model did not take into consideration the links between the phases and links 
between phases and reviews. Therefore, the accuracy is low, and it still ignores the repre-
sentation of uncertain information in opinions.

Quan and Ren (2014) presented an unsupervised algorithm for feature-oriented opin-
ion mining. They used similarity distance of domain vectors, which is formulated using 
association values between features and the domain. They proposed a novel algorithm, 
PMI–TFIDF, which used both the association of features and domain entities. This model 
effectively classifies opinions into three classes: positive, negative, and neutral regions. 
The model was unable to classify subjective and vague opinions. Most existing models 
(supervised and unsupervised) are not satisfactory since they cannot cope with uncertain-
ties of opinions. These models focused only on words and their accuracy was low due to 
the ignored relationship between attributes in training samples. Sentilo (Recupero et  al. 
2015) combines NLP techniques with knowledge representation using a combined senti-
ment score in a unsupervised fashion. Relying on a novel lexical resource, it can extract 
frame-based semantic relations between topics and subtopic. Most recently, a novel query-
based unsupervised learning model to represent the implicit relationships in the short text 
from social media (Albishre et al. 2020) has been proposed to cope with the sparsity prob-
lem in social media data analysis, as it focuses on uncertainty reduction from the driven 
tweets.

Lexicon approaches determine the sentiment score of text according to sentiment lexi-
cons in an unsupervised manner for the classification (Kumarasiri and Farook 2018). 
Polarity is determined by using a sentiment score. NLP was applied to the classification, 
which is done based on segmentation units (Li et al. 2015a). Most of the NLP techniques 
are applied for unsupervised classification (Taboada et al. 2011; Lin and He 2009). LDA 
is designed to do the classification for annotated data with reduce dependence. Li et  al. 

(5)R(C−Catg) = R(C−T)◦R(T−Catg)

(6)RT−Catg = RT−R◦RR−Catg
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(2010a) proposed a Dependency-Sentiment-LDA model which assumes that the sentiments 
of words form a Markov chain. The sentiment of a word is dependent on previous ones. 
The transitions of sentiments are determined using two types of conjunctions: related con-
junctions and adversative conjunctions. Both of the above models incorporate sentiment 
lexicons as prior information, which could improve the performance.

5.3 � Semi‑supervised classifiers

A supervised learning algorithm is a very costly process, especially when dealing with 
large volumes of data. The most basic disadvantage of any unsupervised learning is that 
its application spectrum is limited. To counter these disadvantages, the concept of semi-
supervised learning was introduced. In this type of learning, the algorithm is trained upon a 
combination of labeled and unlabeled data (Hussain and Cambria 2018). This combination 
will contain a very small amount of labeled data and a very large amount of unlabeled data 
(Miao et al. 2020; Matsuno et al. 2016; Nóra et al. 2010; Lu and Zhai 2008; Khan et al. 
2017b; Yu and Kubler 2010).

An aspect based semi-supervised model was developed by Matsuno et al. (2016). They 
modeled the data into networks to perform the semi-supervised learning and used bipar-
tite networks to represent the data, since network-based approaches have been successfully 
used to perform semi-supervised learning and the bipartite networks are parameter-free 
and fast to generate.

The Snippext (Miao et al. 2020), an opinion mining system, was developed over a lan-
guage model that is fine-tuned through semi-supervised learning with augmented data. 
This system is for extracting aspect and opinion pairs, and corresponding sentiments from 
reviews by fine-tuning a language model with very little labeled training data. A semi-
supervised topic modelling approach was proposed by integrating opinions scattered 
around in text articles with those in a well-written expert review for an arbitrary topic (Lu 
and Zhai 2008).

The problem of exploiting unlabeled samples to perform an emotion recognition task 
was addressed. They proposed a different regularization procedure which is able to in cap-
sulate an unsupervised pre-training hint in a form of a reference hyperplane(Oneto et al. 
2017).

One model was proposed to extract the opinions of the target words and implemented by 
using the semi-supervised word alignment model (Sadhana et al. 2017). To handle the sce-
nario of insufficient initial labeled data, a novel semi-supervised model based on a dynamic 
threshold and multi-classifiers was proposed (Han et  al. 2019). Their training data were 
auto-labeled in an iterative way based on the proposed dynamic threshold algorithm, where 
a dynamic threshold function was proposed to set thresholds for selecting the auto-labeled 
data.

Word polarity disambiguation is one important part of recent efforts on semi-super-
vised learning for social data analysis. At the pre-processing stage, a vector of context 
features is built for each word (w) based on all its occurrences in the positive polar-
ity corpus, and another vector is based on its contexts in the negative polarity corpus. 
Lexico-syntactic context features are automatically generated from dependency parsed 
graphs of the sentences containing the word. These two vectors are treated as docu-
ments, one with positive and one with negative polarity. To resolve the contextual polar-
ity of a specific instance of the w in a given sentence, its context feature vector is built 
in the same way, and is treated as the query. Thereafter, an information retrieval (IR) 
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model is then applied to calculate the similarity of the query to each of the two docu-
ments, with the polarity of the best matching document attributed to the query (Vechto-
mova 2017). This model performed better than the SVM and NB classifiers. Zhao et al. 
(2012) made use of the dependency relation between words and devised a statistical 
equation to calculate the probability that the given keyword carries certain sentiment 
polarity. To enable effective use of opinion-level features, Xia et al. (2015) adopted the 
Bayesian model to resolve the polarity in a probabilistic manner. Experiments with the 
opinion corpus demonstrate that opinion-level features can make a significant contribu-
tion to word polarity disambiguation in four domains.

5.4 � Deep learning

The concept of deep learning was first introduced in opinion mining by Ain et al. (2017); 
it is capable of providing training to both supervised and unsupervised classification. Deep 
learning includes networks such as Convolution Neural Networks (CNN), Recurrent Neu-
ral Networks (RNN), Recursive Neural Networks and more (Zhang et al. 2016b). Baly et al. 
(2017) developed a deep learning model (RNTN) and significantly improved the F-meas-
ure compared with baseline models. Glorot et al. (2011) proposed a deep learning approach 
which learns to extract a meaningful representation for each review in an unsupervised 
fashion using a Stacked Denoising Autoencoder (SDA). This has shown that linear clas-
sifiers trained with this higher-level learnt feature representation of domain adaptation for 
sentiment classification with deep learning outperforms the current state-of-the-art.

Zhou et  al. (2010) proposed a novel semi-supervised learning algorithm called 
Active Deep Networks (ADN) using active learning. The ADN algorithm is constructed 
by Restricted Boltzmann Machines (RBM) with unsupervised learning using labeled 
data and abundant unlabeled data. Then the constructed structure is fine-tuned by gradi-
ent-descent based supervised learning with an exponential loss function. Second, active 
learning is applied in the semi-supervised learning framework to identify reviews that 
should be labeled as training data. The deep learning-based technique can be used for 
aspect extraction based on the user textual reviews (Da’u et al. 2020a). They have shown 
how the extracted aspects can be utilized for computing aspect-based ratings, which can 
finally be integrated into a tensor factorization machine for enhancing the accuracy of 
the recommendation system.

Recommender systems are utilized for solving information overload problems in 
areas such as e-commerce, entertainment, and social media (Shokeen and Rana 2020; 
Batmaz et al. 2019). There are many recommendation systems based on a deep learning 
approach (Da’u and Salim 2019). Da’u et al. (2020b) proposed a recommendation model 
based on weighted aspect-based opinion mining, which extracted aspects from the user 
text review that can be used to generate aspect ratings using a lexicon-based method.

One of the main benefits of deep learning over various machine learning algorithms 
is its ability to generate new features from a limited series of features located in the 
training dataset.

In opinion mining, deep learning generates actionable results when solving sentiment 
classification. While machine learning works only with labeled data, deep learning sup-
ports unsupervised learning techniques that allow the system to become smarter on its own 
(Estrada et al. 2020). The capacity to determine the most important features allows deep 
learning to efficiently provide data scientists with concise and reliable analysis results.
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5.4.1 � Convolution neural network(CNN)

CNN includes convolution layers, pooling layers and fully connected layers. Poria et  al. 
(2016a) introduced aspect extraction for opinion mining. They used a seven-layer deep 
convolution neural network with a set of linguistic patterns. The results show that the 
model with word embedding and linguistic tags showed more significant results than a 
word embedding model. The word embedding is an effective tool for opinion reasoning 
(Cambria et al. 2017; Dragoni and Petrucci 2017).

Another deep learning opinion mining system (Severyn and Moschitti 2015) was pro-
posed using twitter data. The model was initialized using previously embedded words and 
parameters. To train the network, Stochastic Gradient Descent (SGD) was used and the 
dropout technique was used to enhance the neural network regularization.

Vateekul and Koomsubha (2016) developed a dynamic neural network which inputs a 
sentence matrix ⊆ Rd×s , where s is the sentence length and d is the word vector length. A 
filter matrix was used in the convolution layer, and a folding layer was created. Afterwards 
dynamic k-max pooling layers were used. Finally, the fully connected layer was used with 
a softmax classification. A significant result with 75.35% accuracy has been achieved with 
CNN comparing to other baseline models.

CNN was also used to classify medical text data at sentence level (Hughes et al. 2017). 
After testing several CNN configurations, the model consists of two convolution layers and 
two pooling layers. The model outperformed existing NLP models by more than 15%.

Recently, stock market analysis was done using a CNN model (Zhang et al. 2018). The 
method was implemented based on the word vectors. With the increased number of train-
ing data, the accuracy achieved was 76 % . Aspect based financial sentiment analysis was 
developed (Jangid et al. 2018) using multi-channel CNN, which produced an average F1 
score of 0.69.

A multi-task ensemble framework that jointly learns multiple related problems was pro-
posed by Akhtar et al. (2019). The ensemble model aims to leverage the learned represen-
tations of three deep learning models (i.e., CNN, LSTM and Gated Recurrent Unit [GRU]). 
Akhtar et al. (2020) proposed a Multi-layer Perceptron (MLP) based ensemble approach to 
leverage the goodness of various supervised systems. They developed one feature-driven 
supervised model and three deep neural network architecture based models, viz. LSTM, 
CNN, and GRU. The classical feature-based system utilizes a diverse set of features to train 
the model.

5.4.2 � Recursive neural network(RNN)

RNN models are usually more efficient for modelling the syntactic structure of the input, as 
they feed the input sequence of words in a recursive manner.

The most recent model of RNN was introduced to identify top sellers in the under-
ground economy (Li and Chen 2014). This model used the thread classification and snow-
ball sampling. A sentiment tree bank was used and trained using the online corpus. Evalu-
ation was conducted using baseline models of NB, K-Nearest Neighbors (KNN) and SVM. 
The results show significant outcomes.

A RNN model was proposed for Chinese sentiment classification which achieved higher 
accuracy than SVM, NB, and Maximum Entropy (ME) (Li et  al. 2014). This research 
used 13550 labelled sentences which were from movie reviews. It firstly introduced the 
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sentiment tree bank and represented words with 50-dimensional word vectors. Based on 
recursive deep learning, it then predicted binary sentiment labels for opinions.

5.4.3 � Memory network

Memory networks have recently been used by researchers for machine learning tasks. A 
memory network consists of multiple layers of attention. Wang et al. (2018) developed a 
memory network to replace the role of a syntactic/dependency parser to capture the rela-
tions among words in a sentence for information extraction. In order to model the inter-
actions between aspect terms and opinion terms automatically, they proposed a memory 
network. In a sentence, they construct a pair of attentions: an aspect attention for aspect 
terms extraction and an opinion attention for opinion terms extraction. Each of them aims 
to learn a general prototype vector, a token-level feature vector and a token-level attention 
score for each word in the sentence. To capture direct relations between aspect and opinion 
terms, the aspect and opinion attentions are first coupled in learning such that the learn-
ing of each attention is affected by the other. This helps to double-propagate information 
between them. To further capture indirect relations among aspect and opinion terms, they 
constructed a memory network with multiple layers to update the learned prototype vec-
tors, feature vectors, and attention scores to better propagate label information for aspect 
and opinion terms co-extraction.

Dyadic Memory Networks (DyMemNN) is proposed for aspect-based sentiment analy-
sis. DyMemNN incorporates composition techniques that model the rich dyadic interac-
tions between aspects and words in a document. To this end, two variations of DyMemNN, 
namely Tensor DyMemNN and Holo DyMemNN, were proposed, which extended memory 
networks with neural tensor compositions or holographic compositions (Tay et al. 2017).

5.4.4 � Attention models

Existing deep learning models (Li and Chen 2014; Vateekul and Koomsubha 2016) have 
the disadvantage of fixed-length context vectors as these models are incapable of remem-
bering longer sequences. To overcome the problem of fixed-length context vectors, an 
attention model was developed.

Yang et al. (2016) developed a Hierarchical Convolutional Attention Networks (HCAN) 
for text classification. They introduced new self-attention based text classification architec-
ture. The performance of HCANs was compared with the current state-of-the-art, HANS, 
in four classification tasks: Yelp review sentiment, Amazon review sentiment, Amazon 
review product category, and Pubmed abstract topic. In all four tasks, HCANs achieved 
slightly better performance than HANs while it was more than twice as fast to train the 
learner. Their model uses two levels of attentions: word and sentence. The model consists 
of

•	 Word sequence encoder: For a given sentence of words, embed the words to vectors 
through an embedding matrix.

•	 Word level attention layer: Not all words contribute equally to the representation of the 
sentence. Hence, an attention mechanism was introduced to extract such words that are 
important for describing the meaning of the sentence, and the representation of those 
informative words is aggregated to form a sentence vector.
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•	 Sentence encoder: For the given sentence vectors, create a document vector in a similar 
way.

•	 Sentence level attention layer: To identify a sentence to classify a document, use the 
attention mechanism, introduce a sentence level context vector, and use the vector to 
measure the importance of the sentence.

After evaluation on four data sets, the results demonstrated that this model performed sig-
nificantly better than previous methods.

A novel model was recently implemented to incorporate user and product information 
for sentiment classification (Wu et al. 2018). The model firstly applied two neural networks 
to generate two representations. It then used a combining strategy for the training and 
final prediction, which combined user attention and product attention using the softmax 
function.

The newest technique applied in attention models is reinforcement-learning, which 
does the learning based on how best to react to situations through trial and error (Tay et al. 
2017). It proposed Gated Multimodal Embedding LSTM with a Temporal Attention model 
for multimodal sentiment analysis, and performed multimodal fusion at word level. Fur-
thermore, to build a model that is suitable for the complex structure of speech, this paper 
introduced selective word-level fusion between modalities, using a gating mechanism and 
reinforcement learning. The attention model is used to divert the focus of the model to 
important moments in speech.

Aspect-based extraction was done by Li et al. (2018) based on opinion summary and 
aspect detection history. The model contains two key components, namely Truncated His-
tory-Attention (THA) and Selective Transformation Network (STN). All the components in 
the proposed framework are differentiable. Therefore, the model can be efficiently trained 
with gradient methods.

5.4.5 � Binary code learning

Hashing for collaborative filtering has attracted increasing attention as binary codes can 
significantly reduce the storage requirement and make similarity calculations efficient. Li 
et  al. (2019) investigated deep collaborative hashing codes on user item ratings using a 
deep learning framework. In this research, neural networks can learn both user and item 
representations better and make these close to binary codes such that the quantization loss 
is minimized.

Generating the Top-N recommendations from a large corpus is computationally expen-
sive to perform at scale. Kang and McAuley (2019) proposed a candidate generation and 
re-ranking based framework (CIGAR), which first learns a preference-preserving binary 
embedding for building a hash table to retrieve candidates, and then learns to re-rank the 
candidates using real-valued ranking models with a candidate-oriented objective. This 
drew more attention to the candidate generation problem in recommender systems.

Existing hashing methods for collaborative filtering focus on modeling the user-item 
similarity (a-k-a- preference) but omit the user-user and item-item similarities, which can-
not effectively preserve the original geometry in the vector space. Zhang et al. (2019) pro-
posed a method of neural binary representation (NBR) learning approach by combining 
hashing with a neural network for the large-scale collaborative filtering tasks. The NBR 
approach also takes the user-user and item-item similarities into account by imposing 
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anchor smoothing on the binary codes learning, in order to preserve the original geometry 
in the vector space as much as possible.

5.5 � Summary of opinion classification methods

Table 2 summarizes all classification methods in our selected papers. The table shows that 
most of the available models are supervised models. According to the data shown in Figs. 6 
and 7, there are fewer of unsupervised classification models, and most of the models avail-
able are binary classification, based on Tables 1 and 2.

The reason for using supervised learning is that it is easy to do the classification using 
labeled data. However, the decision boundary might be overtrained with the training data, 
which means that if the training set does not include some examples that you want for a 
class, the classifier will likely label some data incorrectly. It is also difficult to classify data 
if there are some uncertainties. Normally, supervised classification needs a large number 
of samples for the training process. Conversely, unsupervised classification is fairly quick 
and easy to run. There is no extensive prior knowledge required, but users need to identify 
and label classes after the learner finishes the job, as the classes are created based purely on 
spectral information; therefore, they are not as subjective as manual visual interpretation.

It is very difficult for the existing binary classification models to achieve very high accu-
racy, since opinions contain a lot of uncertainties. The key research issue is how to identify 
the boundary region explicitly to fully enhance the binary classification. Further research 
on unsupervised models and three-way classification will significantly enhance binary clas-
sification for opinion mining.

Fig. 6   Published articles: classification methods
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6 � Real world insights, open problems and future direction in opinion 
mining

Today in the real world, opinion mining is being employed to learn the thoughts and 
feelings of customers and the public, making businesses able to enhance the day-to-day 
shopping experience of customers, conduct competitive research, and understand opin-
ions. Readers are eager to know what the real-world insights of opinion mining are. In 
this section, the first subsection will discuss real-world insights of opinion mining. The 
second subsection discusses open (unanswered) questions to which researchers are still 
searching for answers in opinion mining models. Some open questions addressed by 
researchers still remain unanswered. Accordingly, new research topics can go beyond 
the questions addressed in this survey paper. In the third subsection, the future research 
directions of opinion mining will be discussed.

6.1 � Real‑world insights of opinion mining

Most online shopping experiences have been shaped by data mining techniques. Cur-
rently Amazon is using basket analysis to predict customer behavior based on past 
purchases and preferences. For example, when a customer searches for products from 
Amazon, it suggests that the customer can purchase some products based on previous 
purchases. Customers can obtain wish-lists, recommendations and search functions for 
the product facilities.

Fig. 7   Published articles: number of polarity classification Method
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Customers always care about the discounts that they gain. Amazon has focused on offer-
ing products that are competitive in cost. Currently, this function is available while shop-
ping at Amazon. In the future, this feature can be enhanced by identifying the products that 
are popular among customers using opinion mining.

Amazon Comprehend (Dale 2018) use machine learning to find the relationship between 
words in text. This will help content creators and marketers to create personalized recom-
mendations with novel deep learning techniques.

eBay provides a product search facility through matching keywords. Understanding 
what customers want from keywords that they search for is very important. Product recom-
mendation is the next important part of eBay. This needs to be informed by the product 
attributes, price ranges, user purchase patterns, and product categories. It has been shown 
that online companies can improve their profits by using opinion mining.

Opinion mining and sentiment analysis have also been applied on social media data for 
analysing various socio-economic events, including electoral study and nature disasters 
management. Predicting political sentiments of voters from twitter data have been devel-
oped by Khatua et al. (2020). The model has used a multinomial logistic regression as well 
as ANN based method to probe the political opinions of users. The model has explored 
the mix tweets that jointly mention more than one party. This research has elucidated the 
significance of mix tweets in a multi-party context. Outbreak management applications are 
recently developed using opinion mining concept. Khatua et  al. (2019) developed a out-
break management application for unstructured twitter streams. The application uses word-
2vec word embedding model for training of deep learning models. Researchers found that 
the accuracy of word vectors changes in response to input corpora (Twitter-based corpus, 
model architectures) and hyper-parameter settings (dimension and context window size) in 
the context of infectious disease outbreaks (Khatua et al. 2019). Finally, this study portrays 
that during the initial stages of the epidemic, it is hard to collect and aggregate twitter cor-
pus. PubMed is identified as relief option to solve this issue.

6.2 � Open questions

We identify and summarize the open questions in opinion mining as follows.

•	 Most existing opinion mining models do not focus on dealing with uncertainties in 
opinions. 

	   The problem is that opinions are subjective and vague (uncertain). For example, if 
an opinion word expresses, not bad, it is likely labelled as positive, as machine learning 
usually selects features based on frequent words. This problem exists because machine 
learning algorithms cannot deal with uncertainty as they can only identify words’ sta-
tistical properties, e.g., frequency. The question is, how can we minimize the uncertain 
information in opinions. In the research arena, existing supervised classification is used 
for binary classification and cannot clearly handle uncertain boundaries. That is, it can-
not define a clear boundary between positive and negative classes. Unsupervised classi-
fication mainly generates clusters with similar functions. The uncertainty problem still 
remains because of the limitation of feature selection methods. In addition, both super-
vised and unsupervised models capture less semantic information which reduces the 
performance of classifiers. With the development of fuzzy models for opinion mining, 
researchers tried to solve the problem of uncertainty in the representation of knowl-
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edge; however, identification of uncertain boundaries between classes is still an open 
problem.

•	 It is a big challenge to identify and extract high quality features and knowledge (Catal 
and Nangir 2017; Chen et al. 2011; Gu et al. 2017; Boudia et al. 2017) in opinion min-
ing.

	   In the field of opinion mining, it is still difficult to identify proper entities and attrib-
utes as representative features or valuable knowledge. We also found that the relation-
ship between attributes was not considered well in opinion mining when selecting 
training data because of uncertainties and the semantic aspects of opinions (Li and Tsai 
2013; Moraes et al. 2013; Vinodhini and Chandrasekaran 2017; Howells and Ertugan 
2017).

	   Researchers applied NLP techniques to handle semantic aspects of opinions (Liu 
et al. 2005; Jiménez-Zafra et al. 2016). Most models use term-based methods for fea-
ture selection (Dalal and Zaveri 2014). Some models directly use terms for the clas-
sification (Li et al. 2010b; Chen et al. 2011; Basari et al. 2013), while other methods 
employ patterns and POS tags to represent knowledge and do the classification (Shinde 
and Gill 2014; Wu et al. 2004). When we compare the accuracy, the models with higher 
level features (e.g. topic, concept, knowledge) showed higher accuracy than the other 
(Li and Tsai 2013). Li et al. (2010b, 2015b) suggested that the combination of low level 
features (e.g. terms) and high level concepts (patterns) can improve the performance of 
text mining.

	   Most knowledge can be in different forms such as terms, patterns, concepts, etc. 
Selecting the best form for the classification process is also a research issue. Exist-
ing methods such as fuzzy logic, NLP, and pattern mining are used separately for the 
knowledge discovery process. Researchers can experiment on the combination of dif-
ferent forms to select the best way for knowledge discovery. Pattern mining can identify 
high level features (knowledge) using patterns, however, deciding the minimum sup-
port is a difficult problem. Frequent patterns, and closed patterns have been used to 
represent knowledge in reviews (Pasquier et al. 1999; Han et al. 2002; Ghorashi et al. 
2012). But how to extract only relevant patterns from reviews? This is an open problem 
for researchers. The combination of several methods such as terms and patterns may 
increase the accuracy of the classifier (Xu et al. 2015).

•	 Most opinion mining systems consider only customer reviews and ignore the manufac-
turers’ perceptions.

	   The available opinion mining systems (Vinodhini and Chandrasekaran 2016; Ahmad 
and Doja 2013; Amarouche et al. 2015; Quan and Ren 2014; Tsirakis et al. 2017; Sad-
hana et al. 2017) are mining customer reviews without considering the manufacturer’s 
perspective. Customers are heavily reliant on peer viewpoints when they purchase a 
new product and product information is essential to support the recommendation. 
Trusted and reliable product information is available in product documentations such 
as specifications, user manuals and design documents, where they reflect the correct 
perception of the manufacturers. The manufacturers’ perception includes the product 
features as declared by the manufacturer, their functionality (overall and individual), 
associations with other products and features, exceptions under various working condi-
tions, bug fixes, best practices, and recommended user behaviours, etc. Nevertheless, 
most of the time, the techniques which facilitate finding the other viewpoints, such as 
opinion mining, and product reputations have only considered the users’ perceptions 
of the product. Their feedback and the comments which lead to the recommendation 
process can only capture the users’ perceptions while giving less attention to the manu-
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facturers’ perception of that product. Neglect of manufacturers’ perceptions may hinder 
the quality and the accuracy of the recommendation where it is based solely on users’ 
perceptions which are sometimes biased or incomplete (He et  al. 2016). Hence, it is 
essential to obtain both manufacturers’ perceptions and users’ perceptions in order to 
get the correct idea of the product. A collection of rich product information will set a 
strong foundation for an opinion mining system (Fernandes and GL 2017).

•	 It is still in doubt which classification level an opinion mining classifier should focus 
on.

	   As we mentioned before, there are three levels of opinion mining: document level, 
sentence level and aspect level. In document level, a complete document is considered 
as an opinion of the customer review and extracted opinions are then used for classi-
fication. In sentence level, each sentence gets one opinion; and in aspect level, extract 
aspects are used for classification, which may be a more accurate way. Document level 
considers the whole document, therefore, scanning the whole document to compute 
the opinion words takes more computational time. Sentence level uses an opinion for 
each sentence, but a sentence cannot describe the user review completely. Aspect level 
extracts the aspects and relationships between them. Researchers could build a model 
to get all three level results to decide the best level of opinion mining. However, the 
best level can be different for different downstream applications.

•	 How to deal with biased or malicious reviews for opinion mining classification?
	   Spam and misleading reviews are becoming a critical challenge in the opinion min-

ing community and e-commence industry. We need to develop a detection mechanism 
to validate reviews using stronger user models (Titov and McDonald 2008; McAuley 
and Leskovec 2013) to improve confidence in the model as well as in each review. 
Implementing a model with these features may increase the confidence of customers.

6.3 � Future directions

Despite recent advances and research efforts in opinion mining, there is still a plethora of 
open issues not addressed in this paper that are calling for researchers’ attention. For build-
ing the next generation of opinion mining systems, we recommend the following research 
directions based on the recent new developments in text analysis.

•	 Develop a detection mechanism to identify biased and malicious reviews.
	   The problem of identifying fake reviews has recently attracted significant interest. 

Writing fake reviews is a form of cyber-attack as it aims to purposely harm or boost an 
item reputation. Therefore, it is vital to develop a mechanism to detect these biased and 
malicious reviews to provide clean information for opinion mining.

•	 Take manufactures’ perceptions into account for designing opinion mining models.
	   It is desirable to obtain both manufacturers’ perceptions and users’ perceptions in 

order to clearly understand user reviews or opinions. Ontology mining will play a major 
role in the representation of manufacturers’ perceptions, including the product informa-
tion. Therefore, researchers can develop ontology mining models to understand useful 
features and knowledge within opinions or reviews.

•	 Combine multiple feature selections and knowledge discovery techniques.
	   Most opinion mining models use one kind of useful feature. The big problem is 

how to select a set of relevant features from multiple kinds of useful features. It has 
been shown that multiple feature selection methods can increase the accuracy of the 
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classifier (Li and Tsai 2013). The best way forward is the ensemble application of lin-
guistics and knowledge bases, because different approaches of semantic knowledge 
and machine learning can cover for each other’s flaws (Cambria 2016). In the future, 
researchers can consider more possible combinations of feature selection methods to 
increase the accuracy. For an example, the combinations of LDA pattern mining with 
clustering together to select features from large collection of opinions (Alharbi et  al. 
2017b, 2018, 2017a) can be a promising way in opinion mining. As we mentioned the 
above, some classifiers use features and some of them use knowledge, or both features 
and knowledge. It is shown that a model can perform better if it wisely uses knowledge 
(Li and Tsai 2013; Sadidpour et al. 2016; Ahmad and Doja 2013).

•	 Develop a mechanism to handle uncertainties in opinions to enhance sentiment clas-
sification. 

	   Most of the existing models were developed for binary classification. Three-way 
decisions were already applied for sentiment classification (Zhang and Wang 2014) to 
classify opinions into three groups. Three-way decisions are applied as a mathemati-
cal tool to handle vagueness and uncertainty of opinions. Recently Three-way decision 
theory has been extended to finding the boundary region between positive and negative 
classes to enhance binary classification (Li et al. 2017; Wu et al. 2019) for text classi-
fication and document summarization. We think the extended three-way decisions can 
be used to solve the problem of uncertainties for sentiment classification; this needs 
further research.

7 � Conclusion

This survey paper presents an overview of recent updates on opinion mining in three 
themes: text feature selection, knowledge representation, and classification of opinions. 
Papers between 2000 and 2020 were selected based on the proposed selection crite-
ria. After exploring the sentiment analysis process in the relevant literature, it is evident 
that opinion mining is still an emerging and hot area and there are several open research 
questions.

Feature selection contributes to sentiment classification to select useful opinion words 
by using one or multiple feature selection methods. Knowledge representation is used to 
describe relevant features for a given class and implemented by a corresponding knowl-
edge discovery algorithm. For the NLP community, it has been found that some classifiers 
use features and some of them use knowledge, or they use both features and knowledge. It 
appears that wisely employing knowledge can improve the accuracy of opinion mining sys-
tems. It is implied that the combination of features and knowledge may perform better than 
other models for sentiment classification. Fuzzy formal concepts and pattern mining have 
been used in opinion mining to represent and discover knowledge in reviews.

For the classification task, SVM and NB are the most widely used supervised 
approaches for opinion mining. To overcome the limitations of SVM and NB, research-
ers applied deep learning models and attention models to improve the performance. It has 
shown that deep learning and attention models can produce better results than other state-
of-the-art models.

Finally, we have identified five open questions and recommend four future directions for 
designing and implementing the next generation of sentiment analysis systems.
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